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Abstract

:

The emergence of ResNet provides a powerful tool for training extremely deep networks. The core idea behind it is to change the learning goals of the network. It no longer learns new features from scratch but learns the difference between the target and existing features. However, the difference between the two kinds of features does not have an independent and clear meaning, and the amount of learning is based on the absolute rather than the relative difference, which is sensitive to the size of existing features. We propose a new network that perfectly solves these two problems while still having the advantages of ResNet. Specifically, it chooses to learn the quotient of the target features with the existing features, so we call it the quotient network. In order to enable this network to learn successfully and achieve higher performance, we propose some design rules for this network so that it can be trained efficiently and achieve better performance than ResNet. Experiments on the CIFAR10, CIFAR100, and SVHN datasets prove that this network can stably achieve considerable improvements over ResNet by simply making tiny corresponding changes to the original ResNet network without adding new parameters.
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1. Introduction


Convolutional neural networks have demonstrated strong performance in computer vision tasks [1,2,3,4]. In their continuous performance improvements, depth is the key factor in success [5,6]. In order to successfully train deeper networks, in addition to initialization regularization methods [7,8,9], a landmark breakthrough that cannot be ignored is the ResNet method [10]. It changes the learning target to the residual value through a shortcut so that the network does not need to learn new features from scratch but learns the difference between the new and old features, thereby reducing the learning difficulty. When the weight parameters are relatively small, it is easier to maintain the identity mapping so that a deep network is at least no worse than a shallow network.



However, this also brings about two problems. (1) The arithmetic difference between the new and old features is an absolute difference that does not fully utilize the size information of the old features. Obviously, for values 0.1 and 1, the effect of adding the same number 0.1 is quite different. Ignoring the size information of the old features will cause the learned intermediate values to be more sensitive to the size of the old features. The result is that the transformation is too strong for some old features and too weak for others. (2) More importantly, the CNN differs from the RNN because its input and output feature types differ. Its different layers will learn low/medium/high-level features [11]. Therefore, the difference between the new and old features is not an intermediate feature with a very clear and independent meaning. That may make the functions to be learned by the network too complex and increase the learning difficulty. These two problems will eventually cause ResNet to be unable to utilize the performance of the deep network fully.



For these reasons, we propose a more natural network to make learning easier. The network changes the learning goal to the quotient between the new and the old features, so the final feature is obtained by multiplying the old features by the quotient, so we call our network the quotient network. This network can perfectly solve these two problems of ResNet. It learns the relative difference (i.e., the quotient) between the new and old features, which better allows the network to take full advantage of the size information of the old features compared with ResNet, generating quantities insensitive to the size of the old features. That makes the quotient network more influential in transforming each old feature than ResNet. Looking back at the nature in which we live, we can see that the quotient of two different classes of features is more likely to be a third feature with a meaning that is more independent and clear than the difference. For example, the value of mass divided by volume is more intuitively clear than the value of mass minus volume, with the former being density; the value of force divided by mass is more meaningful than the value of force minus mass, with the former being acceleration; the value of voltage divided by current is more straightforward than the value of voltage minus current, with the former being resistance, and so on. In the quotient network, our learning goal is the quotient of different features, which tends to have a specific meaning. Introducing such prior knowledge can reduce the complexity of the function that is to be learned by the network.



Moreover, our network also has ResNet’s advantages. Instead of learning the target features from scratch, it learns them by building on top of the old features. By making the activation function of the last layer of the quotient module pass through the (0, 1) point, the quotient network can also maintain the identity mapping more easily. Therefore, we have reasons to believe that our network performance is better than ResNet.



We propose some empirical guidelines for designing such networks, including finding better activation functions and placement of activation functions. Based on these criteria, we have obtained a network with powerful performance, which can stably achieve better performance than ResNet without changing the number of parameters of ResNet and only slightly increasing the amount of calculation. In experiments on CIFAR10 [12], CIFAR100 [12], and SVHN [13] datasets, we only made corresponding slight modifications to ResNets with different numbers of layers and then stably achieved better performance than ResNets, demonstrating this network’s ease of use and power. Furthermore, by visualizing the quotient feature maps, we justify our motivations.



Comparison with attention mechanisms. In the design process of neural networks, multiplication has also been widely used in attention mechanisms. For example, SENet [14] and CBAM [15] allow networks to focus on more valuable information by multiplying the weights of channels or spatial locations. In contrast, our method does not add weights to existing features but learns new and different features. Unlike other attentions, self-attention [16,17] updates each feature by calculating correlations with other features. In contrast, our network has no Q, K, and V operations before generating features. In addition, when generating each new token, self-attention multiplies all old tokens by different weights and then adds them up. In contrast, our network will only perform one point-to-point multiplication operation on all old features. Let us look at self-attention from a perspective similar to that of the quotient network and ResNet, where the attentions of a particular token relative to other tokens are the weights of the neuron generating the new token.




2. Related Work


2.1. Branches


What is developing simultaneously with the increasing depth and width of the network is the concept of branches. Inception [6,9,18,19] uses branches to concatenate the features of filters of different sizes. DenseNet [20] connects each layer to every other layer to enrich features. ResNeXt [21] calculates more channel information by grouping different channels without increasing the number of calculations and parameters. In object detection or semantic/instance segmentation, branches are also used to enrich feature information. The FPN [22] uses branches to fuse the lower position information with higher semantic information of the network. UNet [4] supplements the detailed information of the image through the horizontal branches of the U-shaped network. Branches are also used to reduce the number of calculations and parameters. MobileNet [23] lightens the network by group convolutions in which the number of channels equals the number of groups, and ShuffleNet [24] further groups 1 × 1 convolutions through shuffle. ResNet [10] is different from the above. It uses branches to change the objective function of network learning. Its unique perspective has achieved great success, making residual learning a widely used operation today [16,25,26].




2.2. Gates and Attention Mechanisms


Multiplication is widely used in gates and attention mechanisms. In the RNN, gates solve the long-distance dependency problem by controlling the flow of information [27,28]. The attention mechanisms allocate limited computing resources to more valuable feature areas by multiplying the weights. SENet [14] allocates attention to channels through squeeze and excitation operations. Based on this, there are improvements to the pooling operation used to extract features in the squeeze process [29,30] and improvements to the fully connected method of excitation [31]. CBAM [15] uses average and maximum pooling to allocate attention to channels and spaces. Unlike CBAM, which does channel first and then spatial attention, BAM [32] adopts a parallel method of channels and spaces. A breakthrough achievement in attention mechanisms is the proposal of the transformer [16], which was initially used in NLP. ViT [17] splits the image into some patches for encoding and then introduces the transformer into the field of visual tasks. However, the number of data required is enormous, so DeiT [33] uses a distillation token to reduce the need for massive data numbers. There are also many improvements to architecture, the Swin transformer [34] uses local windows and cross windows to transform, and the pyramid transformer [35] uses a shrinking pyramid to reduce the amount of calculation and produce a high-resolution output, and these networks can be used as the backbone of a variety of visual tasks. In object detection [36,37,38] or semantic/instance segmentation [39,40,41], many transformer-based methods have achieved good performance.





3. Quotient Network


3.1. Reviewing Residual Learning


In order to solve the problem of the number of layers increasing but the training accuracy decreasing, ResNet changes the learning goal. Assume that the function a specific network block wants to learn is H(x). ResNet does not learn this goal directly from scratch but learns F(x) = H(x) − x, so the network structure becomes F(x) = H(x) + x. This operation reduces the network’s learning difficulty. It helps to keep the information unchanged because, compared with directly learning the identity mapping, this method can approximate the identity mapping as long as the parameters are small enough so that F(x) is close to 0. The ease of learning identity mapping ensures that the training loss of deep networks will not be greater than that of shallow networks.



However, as discussed in the introduction, the arithmetic difference between different feature types is not an independent feature with clear meaning. Although nonlinear multi-layer networks can approximate complex functions, the increased complexity of the objective function caused by the difference without clear meaning will degrade network performance. Moreover, the arithmetic difference itself cannot make good use of the size information of the old features. The same increment will cause the smaller values to be over-updated and the larger values to be under-updated, which is detrimental to the learning of the network.




3.2. Quotient Learning


We learn the quotient between two features to reduce the difficulty of network learning. As the introduction discusses, the transformation between two different features is often achieved by multiplying or dividing a third feature with an independent and clear meaning. As a result, the quotient we learn is more likely to be some meaningful feature, and this will reduce the complexity of the objective function. Moreover, through the multiplication operation, we can ensure that the same quotient value can enable old features of different sizes to be updated efficiently. Specifically, assuming that the function a particular network block wants to learn is H(x), we change its goal to F(x) = H(x)/x, and the final network structure becomes F(x) = H(x) × x. The comparison of ResNet with the quotient network is shown in Figure 1. Unlike ResNet, our module is activated before the final multiplication.



For the network to successfully learn the required quotient values, we need to design it specifically. Methods commonly used in convolutional networks may not be applicable to this network, such as the most commonly used activation function ReLU [42], which places half of the definition domain in the unsaturated zone and effectively solves the problem of vanishing gradients. However, if quotient values adopt ReLU, this may lead to exponential explosive growth of features, making the network unable to train. In Section 3.3, some empirical principles for selecting activation functions and model construction will be introduced.




3.3. The Rules of Designing


After many attempts and failures, in which we constantly analyzed the reasons and made corrections, we finally propose the following empirical principles of quotient network design and explain their possible causes.



3.3.1. Choice of Activation Function for Quotients


The value range should not be too large or too small and should avoid negative numbers. If it is too large, it will lead to difficulty in learning the desired features, which are computed in the quotient network by a large number of point-to-point scalar multiplications, y = hn × hn-1…h2 × h1 × x, so the direct exponential growth makes an explosion of computational results more likely compared with traditional networks, and a gradient explosion more likely during backpropagation. If there is no restriction on the range of h for each computation, this will easily lead to unsuccessful training of the network, and in our experiments the results behave as white noise. If it is too small, the range of features that can be updated each time will be too small, and more layers will be needed to achieve the same effect, thus reducing the network’s performance. Moreover, the value range of the function should remain positive because, for general activation functions (e.g., ReLU, Sigmoid), the representation of the learned useful features tends to be positive, and, for the useless ones, close to or equal to 0. If multiplied by a negative number, this structure is destroyed, especially when used with ReLUs in the same network. If wanting to enlarge or reduce the features, multiplying by a positive number is more straightforward and intuitive.



The function should pass through the (0, 1) point. Like ResNet, we want to make it easier for the network to learn the identity mapping. When the weight parameters of the network are small, the weighted sum tends to be 0. At this time, ensuring that the value after activation is close to 1 helps to keep the previous features unchanged when multiplied by the previous features.



The function should be globally differentiable. The value range of the activation function is bounded, but zero gradients cannot be used like ReLU in areas where the value range is close to the upper and lower bounds. Half of the domain in ReLU is in the unsaturated area. However, most domains of this activation function are the regions where the function values are close to the upper and lower bounds. Therefore, if the gradient in the region close to the upper and lower limits is completely zero, a large number of neurons will not be updated, affecting the performance and efficiency of the quotient network’s learning.



Equation (1), as the activation function, can perfectly meet the above requirements. It can ensure that the function is positive, passes through the (0, 1) point, is globally differentiable, and can control the value range through α. In the Appendix A, we will compare the experimental results of different activation functions to illustrate the effectiveness of the design principles and the fact that the network using the activation function of Equation (1) can indeed show good performance.


  a c t i v a t e ( x ) = s i g m o i d ( x − ln ( α − 1 ) ) × α  



(1)








3.3.2. How to Change the Number of Channels


In ResNet, when the number of channels increases, the number of channels of the old features does not match the number of channels of the learned residual features and cannot be added. The authors designed three methods to increase the number of channels of the original features. The first one is to add new channels directly to the old features, and the values in the newly added channels are all 0. The second one is to increase the number of channels of the old features by convolutional transformation when the number of channels increases. The third is to convolve the old features regardless of whether the number of channels increases and then add the residuals to the old features.



In our network, because we use multiplication, if we multiply a channel with all zeros, the results of its subsequent operations will always be 0, and no useful information can be obtained. In the third, the number of calculations is large. Therefore, like ResNet generally adopts the second method, we also adopt the second method of increasing channels. Formally, our network structure changes from F(x) = H(x) × x to F(x) = H(x) × C(x), where C stands for convolution-related operations.




3.3.3. Activation Functions for Other Areas of the Network


In addition to the activation function of the last convolution before multiplication that needs to be specially designed, there are two other places worth noting. Before stacking quotient modules, the network needs to convolve the three-channel RGB image to generate more channel features. Here, we find that it is better to use the same activation function as the last layer of the quotient module, as shown in Figure 2. That will avoid excessively large output values when using ReLU and help keep the features consistent in size. For the same reason, when channels increase, this activation function should also be used after the old features are convolved to increase the number of channels, as shown in Figure 3.





3.4. An Example


As an example, this section will present the simple residual networks used in the experiments on CIFAR10 and then give the corresponding quotient networks version. We use the network similar to the model the ResNet paper [10] used in the CIFAR10 experiment as the basis. That is, the first layer of the network is a 3 × 3 convolution operation with stride one and output channels 16, and then three stages. Each stage consists of the same number of two layers’ residual modules (both 3 × 3 convolutions) stacked. The first convolution of the first residual module of stage 2 and stage 3 adopts a 3 × 3 convolution with stride two and double channels. Therefore, the number of channels in the three stages is 16, 32, and 64, respectively, and the feature map size is 32, 16, and 8, respectively. Finally, after a global average pooling, the 10-way fully connected layer outputs prediction results. Depending on the number of modules stacked in each stage, networks of different depths can be formed, such as 20, 32, 44, 56, and 110 (the number of modules stacked in every stage is 3, 5, 7, 9, and 18). Unlike the original paper shortcuts, which add new channels with all zeros when the number of channels increases, we use a 3 × 3 convolution with stride two to increase the number of channels.



We modify the above network to obtain the corresponding quotient network. First, all residual modules in the three stages should be replaced, as shown in Figure 1. Moreover, unlike ResNet, which uses ReLU activation functions, we replace the activation functions in the first layer of the network and the convolutions that increase the number of channels in the shortcuts, as shown in Figure 2 and Figure 3.




3.5. The Limitation and Complex Analysis


On the surface, our network does not increase the amount of computation because FLOPs (multiply-adds) do not change. But frankly speaking, our network increases the calculations by a certain amount. The increased amount of calculations comes from two aspects. The first is point-by-point multiplication. Since multiplication is implemented by many additions, compared with point-by-point addition, it will increase the calculations by a certain amount. The second is that our designed activation function will also increase the calculation amount compared with the ReLU activation function. These will eventually cause our network to have a longer training and prediction time than ResNet with the same architecture. After our measurement, with the training mini-batch of 128 images, using the 56-layer model to train one CIFAR10 epoch, we need 22.603 s and ResNet needs 21.966 s, and to predict 128 pictures we need 41.6 ms and ResNet needs 40.7 ms (all performed on a single NVIDIA Corporation RTX 4090 GPU, Santa Clara, CA, USA).



However, from the perspective of the parameter amount, we do not add any parameters compared with ResNet. Moreover, as shown in Table 1, the accuracy of our 56-layer network is not only higher than the 56-layer ResNet but also higher than the 110-layer ResNet. After measuring the 110-layer ResNet, we find it takes 29.553 s to train one epoch and 45.5 ms to predict 128 pictures, so the time consumption is much higher than that of our 56-layer network.





4. Experiments


We empirically demonstrate the effectiveness of the quotient networks on different datasets and compare the ResNet models to illustrate a steady and considerable improvement in our network performance compared with ResNets. Finally, we visualize the learned feature maps to justify the motivations of quotient networks.



4.1. Datasets


CIFAR10/CIFAR100. Both datasets are composed of 32 × 32 RGB images, of which CIFAR10 has a total of 10 categories, and CIFAR100 has a total of 100 categories. The two datasets have the same number of training and test sets, where the training set consists of 50,000 images, and the test set consists of 10,000 images. We randomly select 5000 images from the training set as the validation set, and the remaining 45,000 are used for training. Finally, we report the results of the test set. For data augmentation, we perform a random horizontal flip of the image, fill all sides with 4 pixels, and then randomly crop a 32 × 32 image. Finally, we normalize the data using channel means and standard deviations. For testing, we only evaluate the single view of the original 32 × 32 image (including subtracted by the mean and divided by the std).



SVHN. The street view house numbers (SVHN) dataset consists of 32 × 32 images, with 73,257 as the training data set and 26,032 as the test data set. We randomly select 6000 images from the training set as the validation set, train on the remaining 67,257 images, and then test on the test set and report the results. In data preprocessing, we normalize the data using the channel means and standard deviations.




4.2. Training


We follow the training method in the ResNet paper [10]. All the networks are trained with stochastic gradient descent (SGD) on all three datasets, with a momentum of 0.9, batch size of 128, and initial learning rate of 0.1. At epochs 92 and 136, the learning rate is divided by 10, and the final training epoch is 182.




4.3. Classification on CIFAR10


We compare our models with ResNets of different layers. Following our proposed network design rules, we choose Equation (1) as the activation function. Moreover, this activation function is used in the head and shortcuts (channels increasing). For the value of α, we found experimentally that the optimal value of α is different for networks with different numbers of layers, and the optimal values of α are 1.8, 1.7, and 1.5 for networks with 44, 56, and 110 layers, respectively, which are characterized by the fact that the more numbers of layers there are, the smaller is the optimal value of α.



In order to make the experiments more credible, we conduct multiple experiments and report the statistical results. The experiment results are shown in Table 1. When comparing networks with the same number of layers, the accuracy of our network is always higher than that of the corresponding ResNet, where the error rate of our network relative to ResNet is reduced by 6% in the optimal results. The accuracy of our 44-layer network is already close to that of the 56-layer ResNet, and when we increase the number of layers to 56 the accuracy of our network is even higher than that of the 110-layer ResNet. Thus, it can be proved that our network performs much better than ResNets.




4.4. Classification on CIFAR100 and SVHN


In order to verify that our proposed network is suitable for a variety of datasets and is not just showing higher accuracy on CIFAR10, we conduct experiments on both CIFAR100 and SVHN. Since the experiments aim to demonstrate that our network outperforms ResNet on multiple datasets rather than to improve the accuracy on these datasets, we do not conduct special designs. Specifically, on the SVHN dataset, we use the same network as on the CIFAR10 dataset. On the CIFAR100 dataset, we double the number of channels in the network so that the number of channels in the three stages is 32, 64, and 128, respectively, and replace the 10-way fully connected layer with a 100-way one. As a side note, the value of α in the activation function is kept unchanged on both datasets, i.e., 1.8, 1.7, and 1.5 for the 44-, 56-, and 110-layer networks, respectively.



As on CIFAR10, we conduct multiple experiments and report the statistical results. The results are shown in Table 2 and Table 3. As can be seen, our networks stably outperform ResNets on both SVHN and CIFAR100 datasets, and, comparing the optimal results, our network reduces the error rate by 4.3% and 1.7%, respectively, compared with ResNet. Although the quotient network and ResNet show some overfitting at the layer number of 110, our network still maintains a higher accuracy than ResNet. Moreover, our 44-layer network already outperforms the ResNets of all layer numbers. All these prove that our network has a general advantage over ResNet.




4.5. Visualization


To verify the motivations proposed in the introduction, we visualize the intermediate feature (quotient for quotient network and residual for ResNet) maps calculated in the first three stacked modules of the 110-layer networks trained on CIFAR10. The feature maps when the input image is a frog are shown in Figure 4, and the feature maps when the input images are other categories are shown in the Appendix B. As can be seen from the figure, the quotient feature maps are clearer than the residual feature maps, and it is easier to see the complete structure of a frog from the quotient feature. This phenomenon is in line with our conjecture. The quotient of new and old features is more likely to be an independent and meaningful feature that can reflect a particular aspect of the characteristics of the frog. Therefore, it generates more clearly identifiable feature maps. On the contrary, ResNet learns the arithmetic difference of different types of features and lacks independent attribute meaning, so its feature maps are blurrier and more difficult to recognize. Moreover, our network learns relative difference (i.e., quotient), which is not sensitive to the size of old features, and it can exert a stable and effective influence on feature values of different sizes. That, in turn, makes our feature map information richer compared with ResNet’s feature map information. It can even be seen that the feature maps of some ResNet channels are approximately pure colors.




4.6. Discussion


Experiments on large datasets are more important nowadays with the rapid increase in computational resources and data volume. However, due to time and hardware constraints, we did not use large-scale datasets such as ImageNet to learn and did not perform tasks such as object detection based on models pre-trained on ImageNet. Moreover, much can be studied in this network in the future. Since ResNet was proposed, many models have used residual learning (including transformers). Applying quotient learning to these models may also bring good performance or lead to some interesting problems.





5. Conclusions


We propose a new network architecture called the quotient network. In order to solve two problems of ResNet, namely (1) the difference between the two kinds of features does not have an independent and clear meaning, and (2) the amount of learning is based on the absolute rather than the relative difference, which is sensitive to the size of existing features, the quotient network changes the learning objective of a network block into the quotient of the target feature and the current feature. We present several design guidelines for designing such networks, including the choice of activation function for quotients, how to change the number of channels, and where to apply the activation functions. Through experiments on three datasets, we demonstrate the powerful performance of this network, which consistently outperforms the completely corresponding ResNet. Specifically, on CIFAR10, SVHN, and CIFAR100, we reduce the average error rate by 6%, 4.3%, and 1.7% relative to ResNet. Moreover, the design of this kind of network is straightforward and can be obtained by directly modifying the sum operation of ResNets to a product operation.
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Appendix A


In this section, we verify the design guidelines presented in Section 3.3 of the main text by conducting experiments on the CIFAR10 dataset. Specifically, we compare the accuracy of using activation functions with different value ranges, whether the activation functions have negative values, whether the activation functions pass through the (0, 1) point, whether the activation functions are globally differentiable, and whether the activation functions are used at the beginning of the network, as well as in the shortcuts when increasing the number of channels.



The value range of the activation function. We use 20-layer quotient networks as the basis for comparison. We use two classes of activation functions: the modified linear functions and the modified sigmoid functions. In order to keep the experimental results more comparable, we fix each activation function to pass through the (0, 1) point, the convolutional layer at the beginning of the network, and the shortcuts when increasing the number of channels all use this activation function. The experimental results are shown in Table A1. As the table shows, for the 20-layer networks, the accuracy is the highest when the value range of the modified linear function is [0, 4] or when the value range of the modified sigmoid function is (0, 2). The accuracy will be reduced whether the value range is enlarged or reduced. Especially when the value range is infinite, training cannot be successful.





 





Table A1. Using activation functions with different value ranges.






Table A1. Using activation functions with different value ranges.





	
Mod Linear

	
Mod Sigmoid




	
Activate Function

	
Value Range

	
Accuracy (%)

	
Activate Function

	
Value Range

	
Accuracy (%)






	
ReLU

	
[0, +∞)

	
10

	

	

	




	
min(max(0, x + 1), 8)

	
[0, 8]

	
88.32

	
sigmoid(x − ln3) × 4

	
(0, 4)

	
91.15




	
min(max(0, x + 1), 4.5)

	
[0, 4.5]

	
90.75

	
sigmoid(x − ln1.5) × 2.5

	
(0, 2.5)

	
91.57




	
min(max(0, x + 1), 4)

	
[0, 4]

	
91.01

	
sigmoid(x) × 2

	
(0, 2)

	
91.72




	
min(max(0, x + 1), 3.5)

	
[0, 3.5]

	
90.98

	
sigmoid(x − ln0.5) × 1.5

	
(0, 1.5)

	
91.44




	
min(max(0, x + 1), 2)

	
[0, 2]

	
90.71

	

	

	









Whether to contain negative region. We continue to use 20-layer networks as the basis for comparison. For the modified linear functions, keep the value range size unchanged at 4; for the modified sigmoid, keep the value range size unchanged at 2. Keep each function passing through the (0, 1) point. The convolution at the beginning of the network and the shortcuts when increasing the number of channels all use this activation function. We only change whether the value range includes the negative area and the size of the negative area, as shown in Table A2. Whether a modified linear function or a modified sigmoid, its accuracy will be reduced when its value range contains the negative area. It can be seen that the larger the area containing negative numbers is, the greater the accuracy decreases.





 





Table A2. Whether the activation functions have negative values.






Table A2. Whether the activation functions have negative values.





	
Mod Linear

	
Mod Sigmoid




	
Activate Function

	
Value Range

	
Accuracy (%)

	
Activate Function

	
Value Range

	
Accuracy (%)






	
min(max(0, x + 1), 4)

	
[0, 4]

	
91.01

	
sigmoid(x) × 2

	
(0, 2)

	
91.72




	
min(max(−0.5, x + 1), 3.5)

	
[−0.5, 3.5]

	
90.56

	
sigmoid(x + ln3) × 2 − 0.5

	
(−0.5, 1.5)

	
91.21




	
min(max(−1, x + 1), 3)

	
[−1, 3]

	
90.37

	
sigmoid(x + ln9) × 2 − 0.8

	
(−0.8, 1.2)

	
91.06









Whether to pass the point (0, 1). Like ResNet, whether it passes the (0, 1) point is the key to whether the deep network can more easily maintain features. So, we use two different depths of 20 and 32 layers for comparison. Similarly, the modified linear function value range is kept as [0, 4], the modified sigmoid function is kept as (0, 2), and the convolution at the beginning of the network and the shortcuts when increasing the number of channels all use the designed activation function; only the function value at 0 is transformed. The comparison of 20-layer networks is shown in Table A3, and the comparison of 32-layer networks is shown in Table A4. When the independent variable is 0, whether the value is greater or less than 1, the accuracy will be reduced, and, as the depth increases, the accuracy decrease will be more obvious. Here, we find that when the modified linear function is used in the 32-layer networks, regardless of whether it passes through (0, 1), the accuracy will be reduced compared with the 20-layer networks. That may be because [0, 4] is no longer suitable for 32-layer networks using the modified linear functions, but it is not important for our experimental purposes.





 





Table A3. Whether the activation functions pass through the (0, 1) point (20-layer networks).






Table A3. Whether the activation functions pass through the (0, 1) point (20-layer networks).





	
Mod Linear

	
Mod Sigmoid




	
Activate Function

	
Passing Point

	
Accuracy (%)

	
Activate Function

	
Passing Point

	
Accuracy (%)






	
min(max(0, x + 0.5), 4)

	
(0, 0.5)

	
90.07

	
sigmoid(x − ln3) × 2

	
(0, 0.5)

	
91.43




	
min(max(0, x + 1), 4)

	
(0, 1)

	
91.01

	
sigmoid(x) × 2

	
(0, 1)

	
91.72




	
min(max(0, x + 1.5), 4)

	
(0, 1.5)

	
90.58

	
sigmoid(x + ln3) × 2

	
(0, 1.5)

	
91.46











 





Table A4. Whether the activation functions pass through the (0, 1) point (32-layer networks).






Table A4. Whether the activation functions pass through the (0, 1) point (32-layer networks).





	
Mod Linear

	
Mod Sigmoid




	
Activate Function

	
Passing point

	
Accuracy (%)

	
Activate Function

	
Passing Point

	
Accuracy (%)






	
min(max(0, x + 0.5),4)

	
(0, 0.5)

	
82.84

	
sigmoid(x − ln3) × 2

	
(0, 0.5)

	
91.72




	
min(max(0, x + 1),4)

	
(0, 1)

	
86.47

	
sigmoid(x) × 2

	
(0, 1)

	
92.51




	
min(max(0, x + 1.5),4)

	
(0, 1.5)

	
85.84

	
sigmoid(x + ln3) × 2

	
(0, 1.5)

	
91.9









Globally differentiable or not. With the above results, it is easy to realize that the accuracy of the modified linear function is always much lower than the modified sigmoid function. For the quotient network, the modified sigmoid function, which is a globally differentiable function, is more appropriate as the activation function.



The head and shortcuts (channels increasing). We finally compare the accuracy changes caused by whether the designed activation function is used in the first convolution and shortcuts when the number of channels increases. Here, 20-layer networks are used as the basis, and a modified linear function of [0, 4] value range and a modified sigmoid function of (0, 2) value range are taken, and both functions pass through the (0, 1) point. Then, use the activation function for the head, use the activation function for both the head and shortcuts (channels increasing), and do not use it for either place for comparison, as shown in Table A5. We can see that the accuracy is the worst when not using it in either place, and the accuracy is second when using it only in the head. The best is to use it in both places, and the accuracy is significantly improved.





 





Table A5. Placing the designed activation function at different positions.






Table A5. Placing the designed activation function at different positions.





	
Mod Linear

	
Mod Sigmoid




	
Activate Function

	
Position

	
Accuracy (%)

	
Activate Function

	
Position

	
Accuracy (%)






	
min(max(0, x + 1), 4)

	
null

	
89.15

	
sigmoid(x) × 2

	
Null

	
90.67




	
min(max(0, x + 1), 4)

	
head

	
89.57

	
sigmoid(x) × 2

	
Head

	
90.93




	
min(max(0, x + 1), 4)

	
head + shortcuts

	
90.01

	
sigmoid(x) × 2

	
Head + shortcuts

	
91.72










Appendix B


In this section, we visualize the first three intermediate feature (quotient for quotient network, residual for ResNet) maps when the inputs are pictures of other categories. Specifically, the bird in Figure A1, the plane in Figure A2, the dog in Figure A3, the ship in Figure A4, and the horse in Figure A5. It can be seen that all of these pictures justify the motivations of the quotient network.
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Figure A1. The middle feature maps when the input image is a bird. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure A1. The middle feature maps when the input image is a bird. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.
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Figure A2. The middle feature maps when the input image is a plane. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure A2. The middle feature maps when the input image is a plane. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.



[image: Algorithms 17 00521 g0a2]







[image: Algorithms 17 00521 g0a3] 





Figure A3. The middle feature maps when the input image is a dog. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure A3. The middle feature maps when the input image is a dog. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.



[image: Algorithms 17 00521 g0a3]







[image: Algorithms 17 00521 g0a4] 





Figure A4. The middle feature maps when the input image is a ship. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure A4. The middle feature maps when the input image is a ship. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.
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Figure A5. The middle feature maps when the input image is a horse. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure A5. The middle feature maps when the input image is a horse. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.
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Figure 1. The residual module (left) and the quotient module (right). 






Figure 1. The residual module (left) and the quotient module (right).
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Figure 2. Convolution processing before stacking quotient modules. 
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Figure 3. The residual module (left) and the quotient module (right) when changing the number of channels. 






Figure 3. The residual module (left) and the quotient module (right) when changing the number of channels.
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Figure 4. The middle feature maps when the input image is a frog. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order. 






Figure 4. The middle feature maps when the input image is a frog. The left is for the quotient network, and the right is for ResNet. From top to bottom, it is for the first, second, and third stacked modules in order.
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Table 1. Comparison with ResNets of different layers on the CIFAR10 dataset. Results are expressed as “mean ± std”.






Table 1. Comparison with ResNets of different layers on the CIFAR10 dataset. Results are expressed as “mean ± std”.





	
#Params

	
Quotient Network

	
ResNet




	
Network

	
Accuracy (%)

	
Network

	
Accuracy (%)






	
0.68 M

	
quotient network44

	
92.78 ± 0.25

	
Resnet44

	
92.61 ± 0.33




	
0.87 M

	
quotient network56

	
93.1 ± 0.15

	
Resnet56

	
92.84 ± 0.18




	
1.75 M

	
quotient network110

	
93.44 ± 0.17

	
Resnet110

	
93.02 ± 0.33











 





Table 2. Comparison with ResNets of different layers on the SVHN dataset. Results are expressed as “mean ± std”.






Table 2. Comparison with ResNets of different layers on the SVHN dataset. Results are expressed as “mean ± std”.





	
#Params

	
Quotient Network

	
ResNet




	
Network

	
Accuracy (%)

	
Network

	
Accuracy (%)






	
0.68 M

	
quotient network44

	
96.17 ± 0.12

	
Resnet44

	
95.98 ± 0.04




	
0.87 M

	
quotient network56

	
96.20 ± 0.11

	
Resnet56

	
95.96 ± 0.06




	
1.75 M

	
quotient network110

	
96.12 ± 0.05

	
Resnet110

	
96.03 ± 0.01











 





Table 3. Comparison with ResNets of different layers on the CIFAR100 dataset. Results are expressed as “mean ± std”.






Table 3. Comparison with ResNets of different layers on the CIFAR100 dataset. Results are expressed as “mean ± std”.





	
#Params

	
Quotient Network

	
ResNet




	
Network

	
Accuracy (%)

	
Network

	
Accuracy (%)






	
2.72 M

	
quotient network44

	
73.25 ± 0.27

	
Resnet44

	
72.66 ± 1.24




	
3.50 M

	
quotient network56

	
73.53 ± 0.18

	
Resnet56

	
73.07 ± 0.24




	
6.99 M

	
quotient network110

	
73.00 ± 0.55

	
Resnet110

	
72.34 ± 0.95

















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors.