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Abstract: Recently, there has been an explosive growth in wireless devices capable of connecting to
the Internet and utilizing various services anytime, anywhere, often while on the move. In the realm
of the Internet, such devices are called mobile nodes. When these devices are in motion or traverse
different domains while communicating, effective mobility management becomes essential to ensure
the continuity of their services. Software-defined networking (SDN), a new paradigm in networking,
offers numerous possibilities for addressing the challenges of mobility management. By decoupling
the control and data planes, SDN enables greater flexibility and adaptability, making them a powerful
framework for solving mobility-related issues. However, communication can still be momentarily
disrupted due to frequent changes in IP addresses, a drop in radio signals, or configuration issues
associated with gateways. Therefore, this paper introduces Routage Inter-domains in SDN (RI-SDN),
a novel anchor-based routing method designed for inter-domain mobility in SDN architectures.
The method identifies a suitable anchor domain, a critical intermediary domain that contributes to
reducing delays during data transfer because it is the closest domain (i.e., node) to the destination.
Once the anchor domain is identified, the best routing path is determined as the route with the
smallest metric, incorporating elements such as bandwidth, flow operations, and the number of
domain hops. Simulation results demonstrate significant improvements in data transfer delay and
handover latency compared to existing methods. By leveraging SDN’s potential, RI-SDN presents a
robust and innovative solution for real-world scenarios requiring reliable mobility management.

Keywords: IP mobile; software-defined networking (SDN); mobility management; handover; Proxy
Mobile IPv6 (PMIPv6); mobility anchor

1. Introduction

Today’s Internet is predominantly driven by wireless technology and its extensions.
When coupled with the Internet, wireless technology provides access to a myriad of
services available at all times, even while on the move [1]. However, this extensive use
poses a problem when considering the design of the Internet. The architecture of the
Internet is primarily based on logical connections between a clearly identified source, which
includes its IP address and other parameters, and one or more identified recipients. Hence,
when even one of these parameters is modified during movement, the connection is reset,
potentially causing intolerable delays for certain real-time service applications. Ensuring
service continuity during the movement of a mobile node is a genuine challenge as some
applications and services are less tolerant of disconnection delays. Hence, the problem
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addressed in our study can be stated as follows: Given a multi-domain network, and a
mobile node in the network, how can we find a path to reduce data transfer delay when the
mobile node moves between two different domains. The challenge of managing mobility
in multi-domain networks, especially in ensuring uninterrupted IP traffic flow, has been a
persistent challenge that has been tackled through different methods throughout the years.
These solutions, such as Mobile IP, Proxy Mobile IP, and Distributed Mobility Management,
have unique benefits and drawbacks. Lately, software-defined networking (SDN) has
become a promising solution for managing networks effectively. In fact, SDN is a network
architecture that aims to be dynamic, manageable, economical, and flexible in order to be
appropriate for the high-bandwidth, dynamic applications of today [2]. Its fundamental
idea of dividing the control plane from the data plane has made a revolution in networks
possible in a number of ways [3–5]. SDN controllers make up the control plane, whereas
switches, or forwarding elements, make up the data plane. A number of benefits are
provided by SDN, including bespoke application-driven network management, flexible
programmable control, and dynamic routing [6,7]. By integrating SDN with mobility
management, an improvement of route selection is achieved when a mobile node (MN)
moves within an SDN domain [8]. In the context of SDN, a domain typically consists of
network devices (e.g., switches, routers) managed by a single SDN controller [9]. Moreover,
a domain refers to a logically or physically bounded part of a network that operates
under a specific administrative control. The role of SDN in a multi-domain architecture
is crucial, as it enables centralized control over heterogeneous networks while ensuring
interoperability between different domains. This capability is particularly relevant in
scenarios involving mobility management, where seamless communication across domains
is essential for reducing latency and ensuring service continuity.

To address this issue, we propose a routing method based on SDN and the mobility
anchor principle for inter-domain mobility management. The domain used as an anchor is
a domain responsible for retrieving data from a mobile node on the move and creating a
tunnel between it and its correspondent in order to facilitate communication and reduce
the data transfer delay. To sum up, our main contributions are threefold:

1. We model the problem of inter-domain mobility management in SDN-based archi-
tectures as a problem of selecting an efficient route belonging to a set of routes.
The chosen route reduces a metric that incorporates bandwidth availability, the num-
ber of hops between the mobile node and the anchor domain, and the number of
hops (i.e., domains) between the anchor domain and data destination node or the
corresponding node.

2. We propose an algorithm to select an anchor domain that is closest to the data des-
tination node. This strategic placement contributes to reducing the overall data
transfer delay.

3. We develop an algorithm specifically designed for route selection within the SDN
framework. This algorithm prioritizes routes that traverse the chosen anchor domain
while considering parameters like bandwidth capacity and the number of domains
involved in the data transfer path.

The remainder of this paper is organized as follows: Section 2 summarizes the issues
with existing mobility management methods. Section 3 gives a formal description of the
addressed problem. Section 4 presents our method in more detail. Section 5 explains the
simulation setup and the results, and Section 6 gives the conclusions of our study.

2. Related Work

Several authors have explored SDN-based approaches for mobility management.
Idri et al. [10] utilizes routing headers to sustain communication without IP tunneling
mechanisms. However, their work does not delve into route selection, leaving a significant
gap that requires a central controller to manage the network, which incurs additional
costs. Wang et al. [11] proposed FastSplit. This mechanism reuses previous routes to
reduce signaling load, whereas new routes remain nearly optimal. FastSplit uses path
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length and signaling overhead to determine new routes but does not consider real-time
information. In [8], the authors introduced mobility management based on Mobile IP,
capable of handling inter-domain transfers. However, this approach relies on Mobile IPv6
and its route optimization function, which is not universally supported by all MNs.

In [12], an OpenFlow-compatible Mobile IPv6 proxy (OF-PMIPv6) is proposed, which
separates the control path from the data path. Specifically, the mobility control function
resides in the controller while data paths between the Mobile Access Gateway (MAG) and
Local Mobility Anchor (LMA) are maintained as an IP data tunnel. The MAG and the LMA
are key components of the PMIPv6 (Proxy Mobile IPv6) protocol, designed to manage
node mobility in IP networks. The MAG, located at the network edge, detects mobile
node movements and establishes tunnels to the LMA, which is responsible for mobility
anchoring and centralized traffic routing. The LMA maintains a database of active sessions
and ensures communication continuity during handovers when nodes change their point of
access. This collaboration ensures that nodes retain the same IP address while moving, pro-
viding seamless connectivity. However, this architecture can be limited by increased latency
and potential failures at the LMA level. In [13], an S-DMM (Software-Defined Mobility
Management) scheme was introduced based on the SDN architecture. S-DMM removes mo-
bility logic from access routers, providing flow-based mobility support. S-DMM achieves
a transfer performance similar to existing DMM but simplifies mobility management.
In [14], the authors propose an OpenFlow-based Mobile IPv6 proxy (OPMIPv6) utilizing
the OpenFlow architecture advantages. In OPMIPv6, LMA functions reside in an SDN
controller, whereas the MAG function is implemented in an access switch or the controller.
It alleviates IP-in-IP tunneling overhead by utilizing OpenFlow flow-table-based routing.
In [15], an SDN-based DMM solution (SDN-DMM) was proposed. In SDN-DMM, mobility
control was implemented as an application within the controller, leveraging the benefits of
the SDN architecture. Lastly, Ref. [16] introduces a distributed IP mobility management
scheme by adopting SDN technology. This scheme uses a flat mobile network architecture
that eliminates a single point of failure. A flat mobile network architecture is a network
design where no centralized hierarchy exists. In this type of network, entities responsible
for management functions (such as access points, routers, or controllers) communicate
directly with each other without relying on a single central point of control or routing.
Furthermore, it utilizes multiple controllers to synchronize distributed mobility manage-
ment mechanisms and alleviate the load on a centralized controller. The aforementioned
SDN solutions can facilitate mobility management by leveraging SDN advantages. In [17],
a PMIPv6-based solution, SDN introduces additional control signaling into OF-PMIPv6.
The reactive and proactive transfer schemes of this solution enable improvements in trans-
fer latency and packet loss compared to standard PMIPv6. In [18], a NO-PMIPv6 method
was proposed, reducing the mobile support delay during inter-domain movement. This
method draws inspiration from the strategic positioning of edge nodes and the PMIPv6
protocol to anticipate the mobile’s next destination. However, this method is limited to
reducing inter-domain transfer delay and does not address optimal data routing after a
domain change.

To address the aforementioned issues, we propose a method (RI-SDN) that reduces
inter-domain transfer delay by optimizing routes after inter-domain movement. This
method is inspired by the SDN principle. First, the proposed method selects an anchor
domain (i.e., a domain that determines the position of the mobile node and data flows
between it and its correspondent) such that the anchor is closest to the correspondent node.
Then, we determine paths based on the anchor, and parameters such as bandwith and the
number of traversed domains.

3. Problem Formulation

Given a multi-domain network and a mobile node in the network, how can 110 paths
be found to reduce data transfer delay when this mobile node moves between two different
domains? Let the following be the given parameters of the problem:
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• G = (V, E): Multi-domain network graph representing nodes and links, where V is
the set of nodes in the network and E is the set of links (edges) connecting the nodes.

• MN ∈ V: A mobile node.
• D: Set of domains within the network.
• D0 and D f : Respectively, the initial domain where MN is located before its motion

and the final domain where MN is located after its motion.
• R = {r1, . . . , |R|}: Set of available routes for the mobile node.
• Be: The value of the bandwidth on link e ∈ E.
• Te: The delay on link e.

Our objective is to identify a route rk ∈ R with minimal data transfer delay cost Mk.
According to [19], Equation (1) provides the expression for Mk:

Mk = MFk + MDk + MBk (1)

And
Tk = ∑

e∈Ek

Te (2)

With
Mk, the total metric of route rk;
MFk, the total metric for flow operations;
MDk , the total metric for the number of domain hops;
MBk, the total metric for the available bandwidth of the route;
Tk, the total metric for delay of the route;
Ek is the set of links that constituted the route rk.

MDk =
Dk

Dmax
, k ∈ {1, 2, . . . , |R|} (3)

MFk =
Fk

Fmax
, k ∈ {1, 2, . . . , |R|} (4)

MBk =
Bk

Bmax
, k ∈ {1, 2, . . . , |R|} (5)

Dk is the number of domains that route rk goes through;
Fk is the number of flow operations for switching route rk;
Bk is the minimum bandwidth of route rk;
Dmax is the number of domains in the network;
Bmax is the largest bandwidth in the network;
Fmax is equal to 2N, with N the number of domains in the network.

4. Proposed Methodology
4.1. Our Consideration on Cost of Data Transfer Delay

In our study, we assume that the routes are not susceptible to failures or issues that
could result in the cancellation of the data flow. So, the value of MFk is zero and the model
(see Equation (1)) can be modified as presented by Equation (6):

Mk = MDk + MBk ∀k ∈ {1, . . . , |R|} (6)

Furthermore, among the bandwidths of the links on route rk, the value of the useful
bandwidth (the smallest bandwidth on the chosen route) to allow the use of a service in our
model is the minimum value on all the links of the chosen route Furthermore, we introduce
a concept using the MIP proxy, which is the mobility anchor. Based on [20], this allows the
improvement of node mobility management and the data transfer delay to be reduced. We
summarize these principles into three points to outline this method.
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• An anchor is a domain located on the data route between the mobile node (MN),
which is also called the source, and its corresponding node (CN), which is also called
the destination.

• An anchor is a domain located between the most connected domain and the one closest
to the destination.

• An anchor must be unique.

In the context of our study, the variable MDk is translated as the sum of the number
of hops between the mobile node N and the anchor A, denoted as MDNA, and between
the anchor and the corresponding node C, denoted as MDAC. Based on [18], for the closest
anchor node to the destination, the route between the anchor and the destination becomes
a mandatory path, so only one is needed, MDNA, which is most likely to change. Therefore,
we obtain

MDk = MDNA, ∀k ∈ {1, . . . , |R|} (7)

So, the model can be summarized as follows:

Mk = MDNA + Bk ∀k ∈ {1, . . . , |R|} (8)

with

Bk = min{Be}, e ∈ Ek, (9)

4.2. The RI-SDN Method
4.2.1. Algorithm Description

The algorithm of the RI-SDN method can be summarized in two stages: the first
stage involves selecting the anchor domain, which is followed by the stage of suitable
route selection.

The first stage, which aims to select the anchor domain, is summarized as illustrated
in Figure 1. This stage consists of the following steps.

• Step 1: After initializing the network graph, the adjacency matrix is determined.
The adjacency matrix is a table representing connections between different nodes of
the network. For each pair of nodes, the matrix contains a value of 1 if a direct link
exists between them, or 0 otherwise. This matrix is used to determine the set of most
connected nodes, SMC. In the matrix, the row or column with the most 1s corresponds
to the most connected node (that represent a domain).

• Step 2: If SMC is a singleton, then go to step 3. Otherwise, go to step 4.
• Step 3: If there does not exist a domain between the most connected domain and the

destination domain, then the most connected domain is taken as the anchor domain.
If there exists a single domain between the most connected domain and the destination
domain, then this single domain is taken as the anchor domain. Otherwise, go to
step 5.

• Step 4: For each domain d ∈ SMC, compute the distance between d and the destina-
tion domain. The domain d with the smallest distance to the destination domain is
considered the most connected domain. Go back to step 3.

• Step 5: Determine the set of domains closest to the destination, SCD. If this set is a
singleton, then the closest domain is taken as the anchor domain. Otherwise, a domain
d belonging to SMC(SCD) is taken as the anchor domain. SMC(SCD) means the set of
most connected domains among the domains belonging to SCD.
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Figure 1. Algorithm for anchor domain selection.

The next stage of the RI-SDN method is based on the output of the first stage (i.e., the
anchor domain selected) and aims to determine the data transfer path (also called the route)
during inter-domain mobility. The next stage is summarized as shown in Figure 2. This
stage consists in the following steps.

• Step 1: Determine RMA, the set of routes that pass through the mobility anchor MA.
• Step 2: If RMA is empty, then go to step 3. Otherwise, go to step 4.
• Step 3: Use the default route suggested by the controller for communication between

the mobile node (MN) and its correspondent node (CN).
• Step 4: For each route rk ∈ RMA, determine the smallest bandwidth Bk and compare

to Bs (service’s bandwidth). This is because the minimum bandwidth Bk of a route rk
is the smallest bandwidth of the links in the route rk.
If Bk < Bs, then add rk to RMA(Sup) and go to step 5, with RMA(Sup) being the set
of routes rk that have a bandwidth link higher than Bs. Otherwise, add rk RMA(in f ),
with RMA(in f ) being the set of routes rk that have a bandwidth link lower than Bs,
and go back to step 3 if RMA(Sup) is empty.

• Step 5: For each route rk ∈ RMA(Sup), compute Mk according to Equation (8).
• Step 6: Determine SRK, which is the set of routes having the smallest value of Mk.

If SRK is a singleton, route rk in SRK is selected as the suitable route. Otherwise go to
step 7.

• Step 7: We take route rk, where the sum of the bandwidth over each link is the smallest,
with links having minimum bandwidths greater than the one required to ensure a
quality-of-service service Bs, in order to avoid bandwidth wastage.
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Figure 2. Algorithm for route selection.

4.2.2. Method Illustration

We present two figures, Figures 3 and 4, which serve as the basic architecture to
illustrate our method. Figure 3 represents the network with eight (08) domains in which a
corresponding node CN is fixed and a mobile node MN moves. When the mobile node
moves from one domain to another and connects to it (each domain is represented by a
node that is actually the domain controller), the controller of that domain then detects a
new registration and initiates the handover procedure for that mobile node. Figure 4 is
a simplified representation, showing the links between each domain with their weights
(representing bandwidth values) and the domain numbers to locate the mobile’s movement.
The service requires a minimum bandwidth of 400 Mbps (Bs = 4). In the next two
paragraphs, we illustrate the first stage and then the second stage of the RI-SDN method.

First stage: Mobility Anchor Selection
The adjacency matrix associated with our network is presented in Figure 5. Let us

determine the mobility anchor.

• The red line has the most 1 s, the set of most connected nodes SMC = {5}. Thus, the
domain associated with this line is the most connected and corresponds to node 5.
The nodes between node 5 and the destination node are candidate nodes.

• SMC is a singleton. We check whether there are any nodes between this node and
the destination node. On the adjacency matrix, nodes 6 and 7 are connected to both
node 5 and node 8 (the destination node), as indicated by the black lines and the small
green circles.
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• Therefore, the set of domains closest to the destination, SCD, is computed. SCD =
{6, 7}. SCD is not a singleton, so we determine the set of most connected belonging to
SCD, which is denoted by SMC(SCD).

• SMC(SCD) = {6}. Thus, node 6 is taken as the anchor.

Figure 3. Basic architecture, from [19].

Figure 4. Basic simplified architecture.

Figure 6 shows the key concepts of our method (i.e., RI-SDN) and the route provided
by our method from the architecture illustrated by Figure 4.

Figure 5. Adjacency matrix.

Figure 6. Architecture with routes.
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Second stage:
The anchor domain is strategically positioned, and this strongly influences the model

in [10], where a metric involves the number of domains crossed by the data flow.

• Determine RMA:
RMA = {r1 = {1-3; 3-5; 5-6; 6-8}; r2 = {1-2; 2-5; 5-6; 6-8}; r3 = {1-2; 2-4; 4-6; 6-8}; r4 =
{1-2; 2-4; 4-5; 5-6; 6-8}}

• RMA is not empty. So, for each route rk of RMA, Bk is computed as follows:
B1 = 4 , B2 = 4 , B3 = 1, B4 = 4

• Compare Bk and Bs:
B1 ≥ Bs , B2 ≥ 4 , B3 < Bs, B4 ≥ Bs, then RMA(In f ) = {B3} and RMA(Sup) =
{B1, B2, B4}

• Calculation of Mk metrics:

– For r1 we have M1 = MD1 + 1/B1
M1 = 3 + 1/4 = 3, 25

– For r2 we have M2 = MD2 + 1/B2
M2 = 3 + 1/4 = 3, 25

– For r4 we have M4 = MD4 + 1/B4
M4 = 4 + 1/4 = 4, 25

• Determine SRK:
SRK = {r1; r2}

• Sum of bandwidths for each rk ∈ SRK:
For r1, this sum is equal to 5 + 5 + 4 + 4 = 18;
For r2, this sum is equal to 5 + 4 + 4 + 4 = 17;
The result is that r2 is the route that will be taken.

5. Performance Evaluation

We conducted a simulation to evaluate the performance of our RI-SDN (Inter-domain
Software-Defined Networking) solution and the work in [19]. The following subsections
present the performance criteria used, the simulation setup, and results analysis.

5.1. Performance Criteria
5.1.1. Data Transfer Delay

Data transfer delay is a key criterion in evaluating the performance of a routing algo-
rithm, especially in networks where latency is critical (e.g., real-time networks). The transfer
delay is calculated between the correspondent node (CN) and the mobile node (MN). In RI-
SDN, the best path is the one with the smallest combined metric of the number of domains,
bandwidth, and delay. Moreover, the RI-SDN method takes into account the delays on each
link and the service requirement, whereas in [19], the focus is on a metric that considers the
number of domains, bandwidth, and flow operations.

According to the RI-SDN method, the data transfer delay is given by the formula:

Tk =
L
Bk

+
Nh

∑
e∈Ek

Te (10)

• L: Packet size to be transferred;
• Bk: Minimum bandwidth on the route rk;
• Nh: The number of hops between the correspondent node (CN) and the mobile node

(MN);
• Te: The delay on link e.
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5.1.2. Handover Latency

Handover latency is a critical factor in mobile networks where the mobile node (MN)
moves from one network coverage area to another. This criterion measures the total time
required to transfer the active connection of the MN from one access point (or domain) to
another without interrupting communication.

Handover latency is defined as the delay between the moment the mobile node
(MN) leaves the range of the old station or domain (access point) and the moment it is
fully reconnected to the network through the new access point. This process involves
several steps:

1. Movement detection: The network or the MN detects that the current connection is
becoming weak or unstable.

2. Handover decision: A new access point or route is selected for the MN.
3. Data transfer: The context of the active session is transferred to the new access point.
4. Reconnection: The MN is connected to the new domain or access point, and the

session is restored.

The total time for these steps constitutes the handover latency, and it is essential to
minimize it to avoid a degradation of quality of service (QoS).

In the RI-SDN approach, handover latency is considered during route selection.
The network performs real-time calculations to select routes that minimize the end-to-end la-
tency, including during handovers. Equation (11) gives the expression of handover latency.

Lhandover = tdetection + tdecision + tanchoring + ttrans f er + treconnection (11)

• Lhandover: Total handover latency.
• tdetection: Time to detect that the MN needs to change domain.
• tdecision: Time to select a new access point and route.
• tanchoring: Time required to run the mobility anchor selection algorithm.
• ttrans f er: Data transfer delay.
• treconnection: Time to reconnect the session.

5.2. Simulation Setup

For our experiments, we used a machine running a Linux operating system (Ubuntu
20.04 LTS 64-bit) with an Intel® Core™ i7-6600U CPU operating at a frequency of 2.60 GHz
to 2.81 GHz and 20 GB of RAM. On the host system, we used Mininet-WiFi, which is an
open source software, as the network emulator [21] to create a WiFi environment where
we had multiple domains managed by an SDN controller, along with a mobile node and
a corresponding node located in different domains. This emulator is ideal for our case
because during emulation, mobile nodes have the ability to move while running standard
Linux network software or Internet services. Mininet-WiFi is an extension of the Mininet
software-defined network emulator [21]. The Mininet-WiFi developer did not modify any
existing Mininet functionality, but added new functionality. We consider a fully connected
network with more than three nodes. Cases where the nodes are less than or equal to three
are not covered in this article. Indeed, with a number of nodes less than or equal to three,
the options for determining the mobility anchor are extremely limited, if not non-existent.
The nodes represent the domains of our network.

We prepared four grid network architectures of different sizes: 2 × 3, 3 × 3, 3 × 4, and
3 × 5 and the architecture according to [19], as indicated, respectively, in Figure 7, Figure 8,
Figure 9, Figure 10, and Figure 4. The context of our study takes place after a reconnection of
the mobile node in the new domain, thus we have the known position of the corresponding
node identified as the source node, and the various destination positions depending on the
size of the grid to evaluate the position of the mobile node. To demonstrate the effectiveness
of our method, we study two cases. The first one to determine the route taken and the
second one to calculate the data transfer delay.
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When the architecture consists of more than three domains, we count the paths
between a source and a destination passing through the chosen anchor domain according
to the first algorithm (Algorithm for Anchor Domain Selection) by only moving up and
down and from left to right in the matrix (without node reuse). Then, we calculate the
different metrics according to the second algorithm (Algorithm for Route Selection).

Figure 7. Architecture 2 × 3.

Figure 8. Architecture 3 × 3.

Figure 9. Architecture 3 × 4.

Figure 10. Architecture 3 × 5.

Thus, for an architecture of size m × n, if we only move down or to the right to go
from the source to the destination (without cycles), the number of paths is determined by
an RDI algorithm (path counting algorithm using Pascal’s method). According to the tests
in [19], the paths used are those with fewer hops. A Depth-First Search (DFS) algorithm
allows us to obtain these paths. We conducted experiments to verify the effectiveness of
our approach.
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In Mininet-WiFi, we modified the example provided by the simulator for mobility by
adding additional domains based on the architecture, and we established links between
these domains to represent our architectures. The simulation tests were conducted with
variable bandwidths and delays on each link. We repeated the experiment 1000 times for
each architecture

5.3. Results Analysis

In this section, we present the most important results pertaining to our evaluation of
RI-SDN through simulations. The results are documented in Figures 11 and 12.

Figure 11. Data transfer delay.

Figure 12. Handover latency.

5.4. Data Transfer Delay

The data transfer delay depends on the available bandwidth and the number of hops.
Higher bandwidth and fewer hops reduce the data transfer delay between nodes.

Figure 11 presents a comparison of the average data transfer delay for RI-SDN (i.e., our
method) and HATA across five different grid sizes (2 × 3, 3 × 3, 3 × 4, 4 × 4, 4 × 5).
The average delays shown were obtained from 1000 runs of our simulation setup for each
grid configuration. Note that HATA denotes the method proposed by Hata et al. in [19].

As shown in this figure, RI-SDN consistently maintains lower data delay transfer
across all grid sizes compared to HATA.

For smaller grids (2 × 3, 3 × 3), the performance difference between RI-SDN and
Hata et al. [19] is minimal, with RI-SDN having a slight advantage. This is because both
methods have a relatively small number of possible routes, and the overhead of route
selection is low.
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However, as the grid size increases (3 × 4, 4 × 4, 4 × 5), RI-SDN begins to outper-
form [19] more significantly. By filtering out routes with lower bandwidth capacities, RI-
SDN avoids congestion and inefficient paths, leading to lower average delays. In contrast,
HATA does not apply such strict filtering, resulting in higher delays as more suboptimal
routes are considered.

The largest grid size (4 × 5) shows the most considerable difference in delay perfor-
mance. RI-SDN’s average delay increases to 66 ms, while [19]’s delay reaches 80 ms, demon-
strating RI-SDN’s superior scalability and efficiency in larger, more complex networks.

RI-SDN outperforms the method proposed by Hata et al. in [19] (which is denoted
by HATA) in terms of data transfer delay for several reasons. RI-SDN selects routes that
simultaneously optimize bandwidth and reduce the number of domains traversed, which
effectively reduces transfer delay. Furthermore, unlike [19], which uses a less restrictive
route selection algorithm, RI-SDN applies rigorous filtering to avoid suboptimal paths with
bandwidth below the required threshold.

5.5. Handover Latency

In this section, we focus on the handover latency—the delay experienced when a
mobile node switches from one access point (AP) to another. The goal is to compare the
handover performance between RI-SDN and Hata et al. [19] across different grid sizes,
with a focus on how quickly the handover occurs and how each method impacts this latency.

Figure 12 illustrates the handover latency observed in RI-SDN and [19] across various
grid sizes (2 × 3, 3 × 3, 3 × 4, 4 × 4, 4 × 5). The handover latency refers to the delay
incurred when a mobile node switches from one access point to another. The average
handover latencies shown were obtained from 1000 runs of our simulation setup for each
grid configuration.

As shown in this Figure, RI-SDN consistently exhibits lower handover latency com-
pared to HATA. For the smallest grid size (2 × 3), RI-SDN achieves an average latency of
20 ms, while [19]’s latency is significantly higher at 35 ms. This trend continues across all
grid sizes, with RI-SDN maintaining a lower latency as the grid size increases. Note that
HATA denotes the proposed method by Hata et al. in [19].

For larger grids (4 × 4 and 4 × 5), the difference in handover latency narrows slightly,
but RI-SDN still outperforms HATA. Specifically, in the 4 × 5 grid, RI-SDN reduces the
handover latency to 14 ms, compared to HATA’s 27 ms. The efficiency of RI-SDN in
minimizing route recalculations and focusing on high-bandwidth routes helps to reduce
the overall handover time.

This confirms that in networks with frequent handovers, RI-SDN provides a more
reliable and efficient solution, ensuring minimal latency during transitions. Meanwhile,
HATA, while offering route diversity, may incur additional delays during handovers, which
could impact performance in latency-sensitive applications.

RI-SDN provides better performance than [19] in terms of handover latency for several
reasons. RI-SDN determines optimal routes upstream via the anchor, which reduces the
need for recalculation when changing domains, unlike [19], where paths are recalculated
at each transition. Moreover, the RI-SDN method places the mobility anchor as close as
possible to the correspondent, thus reducing the number of hops required after a handover.

6. Conclusions

This paper presented an anchor-based method for inter-domain mobility management
in SDN architectures. The proposed method addresses the challenge of reducing data
transfer delay during mobile node movement across administrative domains.

The key contributions involve modeling the problem as an efficient route selection
task, proposing algorithms for anchor-domain selection based on proximity to the data des-
tination, and selecting routes that traverse the chosen anchor while considering bandwidth
and the number of traversed domains.
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However, it is essential to acknowledge certain limitations of our study. An evaluation
of the traffic load between controllers will be included in future work. Approaches to
limiting this load, such as the use of hierarchical or decentralized controllers, could be ex-
plored to guarantee the scalability of RI-SDN in large networks. Additionally, incorporating
security considerations into the anchor and route selection and route processes is crucial.
Future work could explore incorporating real-time network conditions and security issues.
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