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Abstract

:

One of the most essential components of human life is sleep. One of the first steps in spotting abnormalities connected to sleep is classifying sleep stages. Based on the kind and frequency of signals obtained during a polysomnography test, sleep phases can be separated into groups. Accurate classification of sleep stages from electroencephalogram (EEG) signals plays a crucial role in sleep disorder diagnosis and treatment. This study proposes a novel approach that combines feature selection techniques with convolutional neural networks (CNNs) to enhance the classification performance of sleep stages using EEG signals. Firstly, a comprehensive feature selection process was employed to extract discriminative features from raw EEG data, aiming to reduce dimensionality and enhance the efficiency of subsequent classification using mutual information (MI) and analysis of variance (ANOVA) after splitting the dataset into two sets—the training set (70%) and testing set (30%)—then processing it using the standard scalar method. Subsequently, a 1D-CNN architecture was designed to automatically learn hierarchical representations of the selected features, capturing complex patterns indicative of different sleep stages. The proposed method was evaluated on a publicly available EDF-Sleep dataset, demonstrating superior performance compared to traditional approaches. The results highlight the effectiveness of integrating feature selection with CNNs in improving the accuracy and reliability of sleep stage classification from EEG signals, which reached 99.84% with MI-50. This approach not only contributes to advancing the field of sleep disorder diagnosis, but also holds promise for developing more efficient and robust clinical decision support systems.
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1. Introduction


Sleep is an essential aspect of everyone’s lives. Good sleep is vital for maintaining one’s mental and physical well-being. The rapid development of modern society, high-intensity jobs and education, and irregular lifestyles all have an impact on most people’s sleep. Sleep disturbances have recently emerged as a major public health issue [1]. According to the American Academy of Sleep Medicine (AASM) guidelines, sleep is split into five stages: waking (W), non-rapid eye movement (NREM), which includes three stages (N1, N2, and N3), and rapid eye movement (REM), as illustrated in Figure 1 [2].



Humans often go from the W stage to the NREM stage and then the REM state. Sensors connected to different parts of the body capture the electrical activity in the brain linked to each sleep statistic. The brain is active in three different ways: delta, theta, and alpha. The occipital region exhibits alpha activity in the W stage. Shallow slumber, low alpha activity, and theta activity are the hallmarks of the N1 stage [3]. True sleep starts in the N2 stage, during which the sleep spindle forms a unique waveform. The N3 stage, which is a deep sleep phase, occurs when delta waves occur [4]. Lastly, the REM stage is distinguished by theta wave activity that is fast and low-voltage. Table 1 [5] presents the typical frequency of EEG waves for each stage of sleep.



A normal sleep phase cycle includes the following percentages: 50% to 60% of the total amount of time spent sleeping in light sleep (N1, N2), 15% to 20% in deep sleep (N3), 20% to 25% in REM, and 5% or less in W sleep phases [6]. The electroencephalogram (EEG) signal is widely used in sleep staging because it is a bioelectrical signal that may precisely represent brain activity. The classic manual interpretation based on polysomnography can successfully finish the sleep staging, despite its high subjectivity and partiality to personal experience. Furthermore, the manual calibration method is labor- and time-intensive and takes a long time [7]. Tracking sleep quality and identifying sleep disorders depends on the classification of several sleep phases. Medical experts with clinical competence and training manually classify sleep phases for each sleep data segment. It takes time to manually classify the stages of sleep. When compared to manual classification, the algorithm- or model-based automatic classification approach is a more useful tool in clinical applications [8]. Deep learning- and machine learning-based techniques can be employed to classify sleep stages [9]. On the other hand, in sleep stage classification, deep learning techniques have progressively supplanted conventional machine learning techniques in recent years [10]. Because hand-crafted feature selection is necessary for standard machine learning techniques, it takes time and is unreliable when evaluated on unknown data [11]. Deep learning techniques, on the other hand, can overcome these issues by employing neural networks for sufficient and adaptable feature extraction. Convolutional neural network (CNN) architecture is used by most deep learning-based sleep stage classification methods now in use [12]. Consequently, the goal of this research is to use a one-dimensional-convolution neural network (1D-CNN) to develop a strong deep-learning classifier for sleep stage classification with feature selection techniques. Thus, these experimental results entail the outcomes of earlier experiments using deep learning techniques. The findings from previous deep learning approaches are compared with the output from the suggested Sleep-1D-CNN model. This model has gained sufficient experience in classifying sleep stages through training on a wide range of sleep data. Therefore, this study aims to offer a range of advantages for future sleep medicine research connected to artificial intelligence.



EEG signals include a large amount of information and not all of aspects may be equally important for classification tasks. Feature selection approaches like ANOVA and MI can help in identifying the most discriminative EEG features related to sleep stages, thereby enhancing the model’s capacity to discriminative between them. In addition, EEG signals often have high dimensionality due to the large number of electrodes and time points. ANOVA and MI will help to reduce the dimensionally by selecting the most effective features, which can lead to a more efficient and accurate CNN model. Selecting the most relevant features using these FS techniques can help prevent overfitting and improve the generalization ability of the proposed CNN model on EEG signals. Finally, FS techniques can reveal insights into the underlying patterns and features of EEG signals related to different sleep stages, advancing our understanding of brain activity through sleep.



The main contribution of deep learning-based models for EEG (electroencephalogram) signal classification, coupled with ANOVA (analysis of variance) and mutual information feature selection methods, lies in their ability to effectively extract relevant features from EEG data and improve classification performance. Combining deep learning models with ANOVA and mutual information feature selection techniques leverages the strengths of both approaches. Deep learning models provide the capacity to learn complex representations directly from raw EEG data, while ANOVA and mutual information feature selection help identify relevant features and reduce the dimensionality of the feature space, thereby enhancing classification accuracy and interpretability. Overall, this integrated approach can lead to more robust and effective EEG signal classification systems, with applications in various domains such as brain-computer interfaces, healthcare, and neuroscience research.



This research is presented in different sections. A brief survey of related studies is provided in Section 2. The proposed architecture is shown in Section 3. Section 4 discusses the specifics of the suggested methodology and algorithmic reasoning. A description of the result analysis is provided in Section 5. Finally, Section 6 discusses our study’s concluding ideas.



Research Questions


To Assist Scientists Investigating EEG Analysis Using FS and DL:




	
With what deep learning model should researchers start with EEG analysis? Furthermore, improving the feature selection methods that work well can improve sleep stage classification accuracy. By providing researchers with the necessary resources and information, our work helps them effectively navigate the subject of deep learning and establish a strong foundation in it.



	
Which major EEG datasets are the best places for academics to begin their EEG-DL research? This paper offers a perceptive summary of recent developments, highlighting well-known datasets and the DL techniques that go along with them. By responding to these research questions, researchers may remain ahead of the curve in their area and uncover interesting possibilities for their studies by staying up to speed with cutting-edge research directions.










2. Literature Survey


Since polysomnography was established as the primary diagnostic method for measuring sleep duration and evaluating the quality of sleep in the 1980s, researchers from all over the world have carried out many studies to advance sleep classification approaches. The medical field continues to be quite interesting. Considerable effort has been made in this regard by evaluating different classifiers over a range of input data to increase the accuracy attained by employing such artificially constructed models. Table 2 shows related studies using deep learning for sleep stage classification. Many studies have been limited by the availability of high-quality and sufficient datasets. Limited access to annotated sleep data specifically for sleep disorders or diverse populations can hinder the development and evaluation of classification algorithms. Some studies may lack external validation or independent datasets, limiting the generalization of the proposed algorithms. Models trained and tested on specific datasets may not perform well on different datasets collected using different protocols or from different populations. For instance, a CNN model was suggested by Yildirim et al. [13] to remove the need for feature engineering by extracting features from EEG and electrooculogram (EOG) segments. Ten 1D-CNN layers and a fully connected layer were used. The accuracy of their model was 94.24% in the three-sleep-stage classification and 90.98% in the five-sleep-stage classification. A CNN method was used by Nguyen et al. [14] to categorize the five phases of sleep. Their design comprised three 1D-CNN layers: max pooling and dropout layers follow the first layer, max pooling and batch normalization follow the second layer, and max pooling and two fully connected layers follow the final layer. With an accuracy rate of 87.67%, their method successfully identified the five phases of sleep. Z. Mousavi et al. [15] introduced an innovative deep learning-based method for automatically classifying different phases of sleep. The proposed method uses a single-channel EEG signal to divide classes. During the preprocessing stage, data augmentation is used to balance the number of epochs that correspond to different sleep phases. The proposed method for classifying two to six classes achieved an accuracy of more than 90%, which is superior to that of other existing methods. T. Zhu et al. [16] suggested a deep learning model using the attention mechanism and a 1D-CNN. It was found that the accuracy of classification for the five stages of sleep was 82.80% for Sleep-EdfX and 93.7% for Sleep-Edf datasets. S. Santaji and V. Desai, 2020 [17], proposed an effective approach for sleep stage classification utilizing electroencephalogram (EEG) data processing and machine learning classifiers spanning 10s epochs. EEG signals are considered to have an important role in automated sleep stage classification. A band-pass filter partitions EEG data into frequency sub-bands. Statistical features are extracted and trained using decision tree (DT), support vector machine (SVM), and random forest (RF) techniques, with various testing dataset percentages. The findings based on the Sleep-Edf dataset show that the random forest algorithm achieved 97.8% accuracy. Z. Cui et al. [18] suggested a CNN model that uses no feature engineering techniques to extract features from EEG, EMG, and EOG segments. They employed two 2D-CNN layers, max pooling, and a fully connected layer as the final layer. Their model’s accuracy at classifying the five stages of sleep was 92% on a subject-wise test set. H. Phan et al. [19] proposed a 2D-CNN model and the fast Fourier transform (FFT) technique for classifying sleep stages into five stages. Their model’s accuracy on a subject-specific test set was 83.6%. S. Satapathy et al. [20] suggested a deep learning and machine learning-based sleep staging paradigm. Utilizing 80:20 percentages for training and testing data, the proposed approach was trained on sleep-related diseases and healthy control patients. CNN+ Long Short-Term Memory (LSTM) and other deep learning algorithms were utilized to test the proposed model. The accuracy of the proposed CNN + LSTM was 87.4%. M. Lee et al. [21] suggested SeriesSleepNet, a novel automatic sleep stage classification model that combines bi-LSTM and CNN. This model works well with a time series model and is advantageous for learning temporal information, both intra- and inter-epoch. For the five-class classification, the total accuracy of the results was 87%. I. Masad et al. [22] suggested a novel approach that focuses on high accuracy while classifying sleep stages using EEG channels. By offering a new light CNN model for classification, the suggested method created a novel algorithm for identifying and categorizing sleep stages. With 99.39% accuracy, the suggested methodology can generate a precise and accurate sleep stage classification.




3. The Proposed System Architecture


Based on the principles of deep learning (DL), the suggested automated sleep stage categorization system makes use of feature selection strategies to boost the accuracy of the proposed model. As is customary in manual sleep stage scoring, the convolutional neural network (CNN) provides an accurate method of autonomously extracting significant features from the data supplied to the model, leading to a model that resembles the conventional approach quite closely while also significantly improving the procedure’s overall reliability. The proposed system consists of three stages, as shown in Figure 2. The first stage is the preprocessing stage (data splitting and standard scaler). The second stage is feature selection (FS); in this stage, two feature selection methods are used to achieve the aim of this work. Finally, the classification stage is based on the proposed Sleep-1D-CNN model to classify the sleep stages. A notable highlight of our model is using feature selection techniques with a CNN model to increase the classification accuracy and decrease the execution time. The following steps briefly describe the work process involved. The steps given below are executed in order:




4. Methodology and Algorithm Explanation


The construction of a comprehensive sleep stages classification model using the outlined deep learning techniques is the main goal of this section. A brief explanation of the technical ideas involved is provided, along with information regarding each step of the workflow diagram that is provided above.



4.1. Dataset Description


The suggested Sleep-1D-CNN model in this work was evaluated using the two most popular public sleep datasets available online “https://www.physionet.org/content/sleep-edf/1.0.0/ (accessed on 23 March 2024)” and is recorded from the Sleep-Edf data. Eight white males and females were captured for the EEG dataset without the use of medication. The subjects were between the ages of 21 and 35. Generally speaking, the sleep datasets were kept in the EDF format and were collected from several subjects between 1989 and 1994. Two EEG channels (Fpz-Cz and Pz-Oz) and one horizontal channel electrooculogram (EOG) were included in each database recoding. A frequency of 100 Hz was used to sample the datasets. Two subsets with the names sc* and st* exist in this database. Four recordings make up each subset. Resporonasal, an event marker, and a submental-EMG envelope that indicates rectal body temperature, are included in the first subset, sc*. For each of the subsets, the sampling rate was 1 Hz. The submental EMG in recording st*, the second subset, has a 100 Hz sampling rate. Moreover, a 1 Hz sample of the even marker was taken. Every recording was scored according to the R&K criterion. The EEG recordings were split into 30 s epochs based on these criteria. Three thousand data points were present in each segment. These segments were classified as follows: AWA, S1, S2, S3, S4, REM movement time, and UNS (unscored). Six sleep stages were covered by the total number of segments (14,963) employed in this study. This study also made use of the Pz-Oz channel since it performed better in classification than the Fpz-Cz channel [23].




4.2. Data Preprocessing Phase


Data can be found in many different formats, including images, audio files, videos, organized, and unstructured tables. The free text, video, or images cannot be directly understood by a machine; the provided data must be converted into 1 s and 0 s. Therefore, it is not possible to feed raw data into a deep-learning model and expect it to learn [24]. Data preprocessing is the first step in machine learning in which data is transformed/encoded so that the machine can quickly read or comprehend it. In other terms, it might be understood as the model algorithm’s ability to quickly assess data features. The most important aspect affecting how well machine and deep learning algorithms perform in terms of generalization is data preprocessing [25]. The amount of training data grows exponentially with respect to the dimension of the input space. Preprocessing may take between 50 and 80 percent of the entire classification time, based on estimations, indicating its importance in model construction. Enhancing the quality of the data is also necessary for improved performance [26].



4.2.1. Dataset Splitting


The process of dividing data into groups for independent model training and evaluation is called data splitting, or train:test splitting. The procedure comprises dividing the dataset into test and train sets, with equal percentages of development, testing, and cross-validation sets, and the biggest training set [27]. While the training dataset is used to build the model, the testing dataset assesses its predictive potential. Nevertheless, the train:test split ratios and dataset sizes might have a significant influence on the model’s output and classification performance. Therefore, dividing data is a common technique used in deep learning [28]. The dataset may be split using a number of ratios, such as 10:90, 20:80, 30:70, 40:60, 50:50, 60:40, 70:30, 80:20, and 90:10 train:test splits. The testing dataset is used to evaluate the model’s predictive capacity, whereas the training dataset is used to develop the model [29]. The Sleep-EDF dataset is split into two subsets for this work: the training dataset contains 70% of the total observations in the original dataset, and the test dataset contains 30% of the total observations.




4.2.2. Dataset Scaling


The raw data found in datasets coming from the real world frequently have problems that make it impossible to use them for machine and deep learning tasks. The multiple scales used to portray the different dataset features are one of the most noticeable problems. As a result of this problem, the algorithms in deep learning and predictive machine learning learn less accurate models [30]. This is because algorithms tend to rely on features that fluctuate within a larger range of the dominant features, even if they may not necessarily be the most enlightening or significant elements for the appropriate categorization of data examples. To solve this problem, scaling techniques are used for the relevant data such that each feature fluctuates within the same range. Scaling is, therefore, one of several preprocessing steps that are usually necessary prior to applying a deep learning model to a dataset [31]. The Z-score normalization is implemented using the Standard Scaler approach, which standardizes features by taking the “mean” of each value and dividing the result by the standard deviation of the attribute. This yields a distribution with unit variance and zero mean. Let ‘  x ¯   be the mean of the “x” variable; Equation (1) transforms (scales) a value    x i    into     x ¯  i   .


    x ¯  i  =    x i  −  x ¯   S   



(1)




The sample mean of the property in this case serves as the translational term, while the standard deviation serves as the scaling factor. This approach has the potential to transform attributes with positive and negative values into a distribution that is substantially similar. When compared to a characteristic without any outliers, the final distribution of inliers narrows excessively in the presence of outliers [32].





4.3. Feature Selection Phase


Datasets can contain irrelevant and redundant features that impede the machine and deep learning processes. As a result, features that contribute to the machine learning process should be identified utilizing feature selection methods. Using domain knowledge and common sense, and seeking assistance from domain experts, may also aid in the detection and elimination of redundant features [33]. However, a more methodical approach is required for high-dimensional datasets. Because redundant and irrelevant characteristics have no substantial impact on machine learning, eliminating them from the learning process will aid in increasing learning speed, reducing overfitting, avoiding the curse of dimensionality, and creating simple models [34]. The standard approach for supervised feature selection consists of four steps, as shown in Figure 3.



Two of the most popular feature selection methods (ANOVA and mutual information) were used in the suggested Sleep-1D-CNN model. The total number of input variables is reduced by employing feature selection techniques to eliminate superfluous or redundant features. Then, only the features that are most relevant to the deep learning system remain in the set. The goal of feature selection in deep learning is to identify the most valuable collection of features that can be applied to build the proposed Sleep-1D-CNN model for sleep stage classification from EEG signals.



4.3.1. Select Features Based on Mutual Information (MI)


Mutual information is calculated between two variables to determine their mutual dependency. Mutual information always equals or exceeds zero. The higher the degree of mutual information, the stronger the association between the two variables. When mutual information equals 0, it indicates that the two variables are independent [35]. It is therefore connected to the entropy of a random feature, which is established by the quantity of data the feature includes. The mutual information between two discrete random variables, X and Y, is defined by Equation (2).


  I   X ; Y   =   ∑   x ∈ X     ∑   y ∈ Y   P   x   . y   l o  g 2      P   x . y     p  x  p  y       



(2)




where H(X) is the entropy of X, H(X|Y) is the conditional entropy of X given Y, p(x) and p(y) are the marginal distributions of x and y, and P (x, y) is the joint distribution of x and y [36].




4.3.2. Select Features Based on ANOVA


This approach is predicated on the F-test, which is limited to quantitative data. Highly correlated features receive a high score from the ANOVA F-test, which calculates the degree of linear dependency between an input variable and the target variable. Less linked features receive a low score. The F-value scores determine whether, after grouping the numerical characteristic by the goal vector, the means for each group differ significantly from one another [37]. Applying the following notation:


   s j 2  =   ∑   i = 1    N j         X  i j   −    X j   ¯     2  /    N j  − 1    



(3)




  x ¯  : The grand mean of predictor X:


   x ¯  =   ∑   j = 1  J   N j    X ¯  j  / N  



(4)




The notations given above rely on pairings of (X, Y). Next, p-value = Prob {F (J-1, N-J) > F} yields the p-value using the F statistic, where:


  F =     ∑   j = 1  J   N j  (   X ¯  j  −  X ¯  ) /   J − 1       ∑   j = 1  J  (  N j  − 1 )  s j 2  /   N − 1      



(5)









4.4. Classifying Features Using Convolution Neural Network (CNN)


Convolutional neural networks (CNNs) are feedforward deep neural networks that process EEG data through three layers: convolutional, pooling, and fully connected. The convolutional layer [38] combines the tensor with the shape, whereas the pooling layer [39] simplifies calculations to minimize data dimensions. The fully connected layer [40] connects neurons from previous layers to predict or classify target goals. This stacked-layer DL technique reduces input data while capturing the distinctive spatial dependency of EEG signals. In this work, a 1D-CNN is used; for this reason, we explain it in some detail. Containing millions of parameters and several hidden layers, deep 2D-CNNs can learn complex objects and patterns if they are trained on a large visual database containing ground-truth labels. When paired with appropriate training, this unique ability makes them the primary tool for a variety of technical applications utilizing 2D signals, including pictures and video frames [41]. In contrast to 1D signals, this might not be a feasible option in many applications, especially if the training data is constrained or application-specific [42]. 1D-CNNs were recently proposed as a solution to this issue, and they quickly achieved state-of-the-art performance levels in a number of applications, such as motor fault detection, structural health monitoring, early diagnosis and personalized biomedical data classification, anomaly detection and identification in power electronics, and structural health monitoring [43]. Another significant benefit is that while 1D-CNNs only conduct 1D convolutions (scalar multiplications and additions), their compact and straightforward design makes real-time, low-cost hardware implementation possible [44]. In this section, a one-dimensional convolutional neural network model (Sleep-1D-CNN) is developed using the Sleep-Edf dataset. The proposed Sleep-1D-CNN showed state-of-the-art performance levels in applications involving the classification of sleep stages using EEG signals, such as identifying sleep quality. The DL-EEG classification system displayed here is based on a one-dimensional convolutional neural network (EEG-1D-CNN), which is unique in that the CNN kernels can save time by simply swiping over the elements of the input pattern’s single dimension during convolution. The suggested Sleep-1D-CNN model classifies EEG signals to classify sleep stages; Table 3 displays the suggested Sleep-1D-CNN layers. Following the loading, splitting, processing, and feature selection of the dataset, the data are immediately classified using the suggested Sleep-1D-CNN model. The suggested CNN model has 26 layers, which are as follows:



The following details how the 1D-CNN works with EEG signals:




	
Input layer: The input of the 1D-CNN is a sequence of EEG signal samples recorded from a single electrode channel. Each sample represents the electric activity measured at a specific point in time.



	
Convolution layer: The convolutional layers of the network apply convolutional filters to the input EEG signal. These filters move over the input signal, extracting local patterns and characteristics at varying temporal scales. Each filter looks for specific patterns in the EEG signal, like oscillatory components or transient events.



	
Pooling Layers: Optional pooling layers can be added after convolutional layers to downscale the feature maps generated by the convolutional layers. Pooling reduces the dimensionality of feature maps while keeping crucial information, resulting in a more computationally efficient network and less overfitting.



	
Activation Functions: Non-linear activation functions, such as Leaky ReLU (Rectified Linear Unit), are added to the output of convolutional and pooling layers to bring nonlinearity into the network and allow it to understand complicated data correlations.



	
Fully Connected Layers: After processing the EEG data with convolutional and pooling layers, the feature maps are flattened and sent through one or more fully connected layers. These layers conduct high-level feature collection and manipulation, allowing the network to acquire discriminative representations for the given task.










5. Results and Discussion


A computer with an Intel (R) Core (TM) i5-1135G7 CPU running at 2.40 GHz was used for the research (RAM: 4.00 GB; x64-based CPU; 64-bit operating system). Evaluation metrics show the classifier and how well it performed on the entire test dataset. This is an overview of the predictions made for various classification tasks according to the evaluation metrics in Equations (6)–(9) [45].


  Accuracy =   TP + TN   TP + TN + FB + FN    



(6)






  Precision =   TP   TP + FP    



(7)






  Recall =   TP   TP + FN    



(8)






   F 1  = 2 ∗    precision ∗ recall    precision + recall      



(9)







5.1. Evaluation Model


The proposed Sleep-1D-CNN model achieved the best accuracy of 99.11% when the ANOVA-20 feature selection technique was used and 99.84% when the mutual information MI-50 feature selection technique was used. The graphical presentation shown in Figure 4, Figure 5, Figure 6 and Figure 7 presents the reported accuracy, precision, recall, and F-measure for the proposed classification Sleep-1D-CNN model considered in this research work.



Figure 8 shows the confusion matrix, which is explained in detail, and shows exactly all the results according to the five phases of sleep. In addition, Figure 9 and Figure 10 show the accuracy curve and the loss function.




5.2. Comparative Analysis


We examined the outcomes of the suggested Sleep-1D-CNN model and other contributing approaches that were tested on the same dataset to validate our suggested methodology. Table 4 display the full analysis.





6. Conclusions


In this paper, we presented a deep learning-based classification model for sleep staging. Seventy-three percent of training and testing data were used to train the suggested model utilizing sleep-related diseases and healthy control patients. In five scenarios (10, 20, 30, 40, and 50), the suggested model was evaluated utilizing two feature selection strategies, ANOVA and mutual information, using a proposed deep learning model called Sleep-1D-CNN. The efficacy of the model was evaluated using several performance metrics, including F-score, recall, accuracy, and precision. With MI-50 having the best accuracy, the suggested Sleep-1D-CNN achieved 99.84% accuracy. 1D-CNN-MI-50 achieved the maximum accuracy of 99.84%, precision of 100%, recall of 100%, and F-score of 100% when compared to state-of-the-art works.



Our proposed system achieved impressive results; however, there is always room for improvement and further research. For future work, some processing methods can be applied, such as in experimentation with different CNN architectures, including variations in the number of layers, type of layers (e.g., convolution, pooling, and dropout), and connectivity patterns (e.g., ResNet, Inception, DenseNet). Exploring deeper or wider architectures to capture more complex patterns in data can be considered. The hyperparameters of the model, such as learning rate, batch size, optimizer choice, dropout rate, and regularization strength, can be further fine-tuned. Finally, techniques like grid search or random search can be used to systematically explore the hyperparameter space and identify optimal configurations.
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Figure 1. Classification of sleep stages [2]. 
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Figure 2. The proposed sleep stage classification with feature selection. 
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Figure 3. Steps of feature selection. 
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Figure 4. Accuracy results. 
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Figure 5. Precision results. 
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Figure 6. Recall results. 
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Figure 7. F-score. 
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Figure 8. Confusion matrix of results (TP = 9900, TN = 9997, FN = 1, TN = 2). 






Figure 8. Confusion matrix of results (TP = 9900, TN = 9997, FN = 1, TN = 2).



[image: Algorithms 17 00229 g008]







[image: Algorithms 17 00229 g009] 





Figure 9. Loss function curve. 
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Figure 10. Accuracy curve. 
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Table 1. EEG signal characteristic frequency ranges for every sleep stage [5].
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Sleep Stage

	
Characteristic Frequency






	
W

	
Alpha (8–12 Hz)




	
N1

	
Theta (4–8 Hz)




	
N2

	
Spindle (12–15 Hz)




	
N3

	
Delta (0.5–4 Hz)




	
REM

	
Alpha (8–12 Hz)




	
Theta (4–8 Hz)











 





Table 2. Summary of literature survey.
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Architecture

	
Year

	
Dataset

	
Input Signal

	
Accuracy






	
1D-CNN

	
2019

	
Sleep-Edfx

	
Electroencephalogram (EEG),

Electrooculogram (EOG)

	
94.24% for 3 stages

90.98% for 5 stages




	
1D-CNN

	
2021

	
Sleep-Edf

Sleep-EdfX

ISRUC-Sleep

	
Electroencephalogram (EEG)

	
87.67%




	
CNN

	
2019

	
Sleep-Edf

	
Electroencephalogram (EEG)

	
90%




	
1D-CNN

	
2020

	
Sleep-Edf

Sleep-EdfX

	
Polysomnography (PSG)

	
93.7%

82.80%




	
DT

	
2020

	
Sleep-Edf

	
Electroencephalogram (EEG)

	
DT = 93.80%




	
SVM

	
SVM = 94.14%




	
RF

	
RF = 97.8%




	
2D-CNN

	
2018

	
ISRUC-Sleep

	
Electroencephalogram (EEG)

	
92%




	
2D-CNN

	
2019

	
Sleep-Edf

	
Fast Fourier Transform (FFT)

	
83.6%




	
CNN + LSTM

	
2023

	
Sleep-Edf

	
Electroencephalogram (EEG)

	
87.4%




	
CNN + LSTM

	
2023

	
Sleep-Edf

SHHS

	
Electroencephalogram (EEG)

	
87%




	
CNN

	
2024

	
CWT

	
Electroencephalogram (EEG)

	
99.39%











 





Table 3. The proposed Sleep-1D-CNN layers.
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	NO.
	Layer Type
	Filters
	Size/Stride
	Activation Function
	#Param





	1
	Convolutional
	16
	3/1
	ــ
	64



	2
	Max Pooling
	ــ
	ــ
	ــ
	0



	3
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	4
	Convolutional
	32
	3/1
	ــ
	1568



	5
	Max Pooling
	ــ
	ــ
	ــ
	0



	6
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	7
	Convolutional
	64
	3/1
	ــ
	6208



	8
	Max Pooling
	ــ
	ــ
	ــ
	0



	9
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	10
	Convolutional
	64
	3/1
	ــ
	12,352



	11
	Max Pooling
	ــ
	ــ
	ــ
	0



	12
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	13
	Dense
	32
	ــ
	Linear
	4160



	14
	Convolutional
	32
	3/1
	ــ
	6176



	15
	Max Pooling
	ــ
	ــ
	ــ
	0



	16
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	17
	Convolutional
	32
	3/1
	ــ
	3104



	18
	Max Pooling
	ــ
	ــ
	ــ
	0



	19
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	20
	Dense
	32
	ــ
	Linear
	1056



	21
	Convolutional
	16
	3/1
	ــ
	1552



	22
	Max Pooling
	ــ
	ــ
	ــ
	0



	23
	Leaky ReLU
	ــ
	ــ
	ــ
	0



	24
	Convolutional
	60
	3/1
	ــ
	2940



	25
	Flatten
	ــ
	ــ
	ــ
	0



	26
	Dense
	32
	ــ
	Softmax
	610,805










 





Table 4. Comparison results.
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	Ref.
	Best Accuracy





	Yildirim et al. [13]
	94.24



	Nguyen et al. [14]
	87.67



	Z. Mousavi et al. [15]
	90



	T. Zhu et al. [16]
	93.7



	S. Santaji and V. Desai [17]
	97.8



	Z. Cui et al. [18]
	83.6



	H. Phan et al. [19]
	87.4



	S. Satapathy et al. [20]
	87



	The proposed Sleep-1D-CNN-MI-50
	99.84
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file8.jpg
100

98

96

94

92

90

99
98 98
95
] l
10 20 30 40 50






media/file13.png
99
98 98
94 I l 94
10 20 30 40 50






media/file12.jpg
99
98
97
96
95
94
93
92
91

99
98 98
. I I .
10 20 30 40 50






media/file18.jpg
Acc

12

08

06

04

02

System Accuracy






media/file9.png
100

98

96

94

92

90

99
98 98
95
94 Allll
10 20 30 40 50






media/file14.jpg
True Label

I Negative

Actu

ositive

Actu

Predicted Negative

Confusion Matrix

Predicted Label

Predicted Positive





media/file5.png
Testing (

D > Results
e The proposed 1D-
CNN
Dataset
Selected
Features
Training
Data
Feature Selection Algorithm I
Subset
Training Subset Subset Selected
Data : . Features
Generation Generation

Goodness of the
Subset

l

Succeed

Failed






media/file15.png
True Label

Actual Negative

Actual Positive

Predicted Negative

Confusion Matrix

Predicted Label

Predicted Positive





media/file19.png
Acc

1.2

0.8

0.6

0.4

0.2

System Accuracy

Epoch

o \CC e—\/g]| AcC






media/file2.jpg
Training (70%)

)

Standard Scalar

1)

Feature Selecton (Mutual
Information or ANOVA)

Testing (30%)

1
Standard Scalar

Feature Selecton (Mutual
Information or ANOVA)

Predicton Mode!

—

Evaluation Model






nav.xhtml


  algorithms-17-00229


  
    		
      algorithms-17-00229
    


  




  





media/file11.png
98

96

94

92

90

10

20

30

40

50






media/file6.jpg
100

98

96

94

92

90

Sleep-Anova-Accuracy

99.11
97.76 . 97.63

93.47 “‘l\

10

20 30 40

93.83

50






media/file1.png





media/file20.png





media/file10.jpg
100

98

96

94

92

90

99
98 98
94
) l
10 20 30 40 50






media/file7.png
93.47

Sleep-Anova-Accuracy

99.11
97.76 . 97.63

20 30 40

93.83

50






media/file16.jpg
Loss

18
16
14
12

08
06
04
02

System Loss






media/file3.png
Sleep-EDF

Testing (30%)

Training (70%)

Standard Scalar

-

Splitting Data

Feature Selection (Mutual

Information or ANOVA)

(S "auoN)

(091271 “auoN)

(09 ‘9507 “auoN)

6-UOTIN[OAUO))

(91 ‘9€0T "2uoN) 8-NToY e
(91 “9£07 “auoN) 8-UOTNJOATO))
(91 ‘9€0T "2uoN) L-NTRY AYea]

(91 “9£07 “auoN)

£-UOTINJOATO)

(Z€ “9£07 “auoN)

(Z€ ‘9£07 “auoN)

9-N'TY AYeaT

(Z€ “9£07 “auoN)

(Z€ ‘9£07 “auoN)

0-UONIN[OAUO))

(Z€ ‘8£07 auoN)

(Z€ “8£0T “duoN)

(Z€ “8£07 “duoN)

(+9 ‘0$07 “duoN)

(+9 ‘0F0T “uoN)