
Citation: Habeb, M.H.; Salama, M.;

Elrefaei, L.A. Enhancing Video

Anomaly Detection Using a

Transformer Spatiotemporal Attention

Unsupervised Framework for Large

Datasets. Algorithms 2024, 17, 286.

https://doi.org/10.3390/a17070286

Academic Editor: Arslan Munir

Received: 7 May 2024

Revised: 22 June 2024

Accepted: 23 June 2024

Published: 1 July 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Article

Enhancing Video Anomaly Detection Using a Transformer
Spatiotemporal Attention Unsupervised Framework for
Large Datasets
Mohamed H. Habeb , May Salama and Lamiaa A. Elrefaei *

Electrical Engineering Department, Faculty of Engineering at Shoubra, Benha University, Cairo 11629, Egypt;
mohamed.rehan@feng.bu.edu.eg (M.H.H.); may.mohamed@feng.bu.edu.eg (M.S.)
* Correspondence: lamia.alrefaai@feng.bu.edu.eg

Abstract: This work introduces an unsupervised framework for video anomaly detection, leverag-
ing a hybrid deep learning model that combines a vision transformer (ViT) with a convolutional
spatiotemporal relationship (STR) attention block. The proposed model addresses the challenges
of anomaly detection in video surveillance by capturing both local and global relationships within
video frames, a task that traditional convolutional neural networks (CNNs) often struggle with due
to their localized field of view. We have utilized a pre-trained ViT as an encoder for feature extrac-
tion, which is then processed by the STR attention block to enhance the detection of spatiotemporal
relationships among objects in videos. The novelty of this work is utilizing the ViT with the STR
attention to detect video anomalies effectively in large and heterogeneous datasets, an important
thing given the diverse environments and scenarios encountered in real-world surveillance. The
framework was evaluated on three benchmark datasets, i.e., the UCSD-Ped2, CHUCK Avenue, and
ShanghaiTech. This demonstrates the model’s superior performance in detecting anomalies compared
to state-of-the-art methods, showcasing its potential to significantly enhance automated video surveil-
lance systems by achieving area under the receiver operating characteristic curve (AUC ROC) values
of 95.6, 86.8, and 82.1. To show the effectiveness of the proposed framework in detecting anomalies in
extra-large datasets, we trained the model on a subset of the huge contemporary CHAD dataset that
contains over 1 million frames, achieving AUC ROC values of 71.8 and 64.2 for CHAD-Cam 1 and
CHAD-Cam 2, respectively, which outperforms the state-of-the-art techniques.

Keywords: video anomaly detection; unsupervised learning; spatiotemporal modeling; large datasets

1. Introduction

Video surveillance systems have become an essential component of our security in-
frastructure, playing a critical role in monitoring and ensuring safety in various settings,
like public spaces, transportation systems, and commercial establishments. Since surveil-
lance systems are used in various areas and environments, it has always been difficult
to identify abnormal activity accurately and quickly in recordings. Further, more than
1 billion security cameras were used worldwide in 2023 [1], and that number is projected
to exceed 2.24 billion by 2030, with a compound annual growth rate of 12.2% [2]. This
growing volume of video data generated by these systems demands an efficient and reliable
method for anomaly detection, which remains a challenging task due to the dynamic and
complex nature of video content. Traditional approaches often rely on manual monitoring
or primitive automated techniques, which are time consuming and prone to errors and
inefficiencies. Since abnormal activities are rare compared to normal ones, identifying and
detecting anomalies is more complicated than other video analysis forms because of the
data imbalances between normal and abnormal segments. This has increased interest in
leveraging advanced machine learning methods, particularly deep learning, to automate
and improve anomaly detection accuracy in video surveillance.
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Video anomaly detection involves identifying events or patterns in video data that
deviate from the norm. These abnormalities might be anything from identifying safety
risks in industrial settings to strange behaviors in crowded areas. The critical challenge
in video anomaly identification is the wide range of behaviors that are considered normal
in various contexts but anomalies in others; for instance, running is a typical activity for
people as part of an exercise routine but running inside a bank could be perceived as
anomalous or suspicious behavior. Moreover, anomalous events are complicated in nature,
are often rare, and vary greatly in appearance and nature. Traditional machine learning
and deep learning methods are the two main categories of anomaly detection approaches.
Traditional machine learning techniques have shown impressive results in many video
anomaly areas, such as abnormal human action recognition, by capturing shallow fea-
tures from video data [3]. These techniques included support vector machines (SVMs) [4],
Markov models [5], Bayesian networks [6], random forests (RFs) [7], probabilistic-based
models [8], sparse reconstruction [9], histograms of optical flows (HOFs) [10], and his-
tograms of oriented gradients (HOGs) features [11,12]. On the other hand, they mostly
rely on handcrafted features and preprocessing, which take a lot of time and resources to
complete. According to Hu et al. [13], they perform poorly in real-world scenarios and
do not scale well for various datasets. The use of deep learning techniques introduced
novel strategies that surpass conventional approaches and tackle the drawbacks related
to traditional machine learning [14–16]. We do not address traditional machine learning
techniques in this work; instead, we concentrate on the most recent advancements in deep
learning models.

Recent improvements in deep learning have produced effective techniques for analyz-
ing videos, which have significantly improved anomaly identification. These techniques, in
particular, convolutional neural networks (CNNs) and recurrent neural networks (RNNs),
have demonstrated remarkable potential in terms of capturing the temporal dynamics and
spatial characteristics of videos. Nevertheless, they typically require an extensive amount
of labeled data and have trouble capturing the nuances and variability of anomalies, which
can result in errors like missed detections and false positives. Notably, the attention mecha-
nism in deep learning allows models to focus on the most relevant parts of the input data,
enhancing their ability to learn context-dependent features for tasks such as language trans-
lation, image recognition, and sequence prediction. It dynamically weighs the significance
of different input components, improving the model’s interpretability and performance
by mimicking cognitive attention in human learning. For example, Tian et al. [17] showed
how dilated convolutions and self-attention may be used in weakly-supervised video
anomaly detection, emphasizing how well they can capture temporal information and
enhance the discriminability of anomalies. Furthermore, the incorporation of attention
mechanisms and memory units into transformer models has recently been investigated
in more detail to improve the models’ effectiveness in video anomaly detection. [18] used
the transformer’s network capability to maintain global and local associations in videos to
offer a method for weakly supervised video anomaly detection utilizing “Dual Memory
Units with Uncertainty Regulation”.

Deep learning-based video anomaly detection (VAD) models presently employ unsu-
pervised or weakly supervised learning, since collecting anomalous data is difficult. Unsu-
pervised learning techniques often rely on autoencoders [19–21] or pre-trained CNNs [22,23]
to extract features, and then identify anomalies by reconstructing frames or predicting
future frames. For weakly supervised learning techniques, only video-level labels are
needed [24–26] which use multi-instance learning to differentiate between normality and
abnormality. Hence, this research focuses on unsupervised approaches since they are more
appropriate for real-world application settings.

The introduction of the transformer model, basically developed for natural language
processing tasks, has opened new directions in computer vision, including video anomaly
detection. With their ability to focus on the most relevant portions of the input data, vision
transformers (ViTs), first introduced by Dosovitskiy et al. [27], provide a paradigm change
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away from the inductive biases of CNNs. ViTs can capture global context and long-range
interdependence thanks to their attention mechanism, which is very useful for interpreting
complex scenarios in video surveillance. In addition, ViTs learn robust and discriminative
features that are not limited to local neighborhoods, as CNNs are, which accounts for their
efficacy in anomaly detection.

Based on the aforementioned reasons and to take advantage of both ViTs and CNNs,
we propose an unsupervised frame-based spatiotemporal video anomaly detection tech-
nique that automatically detects anomaly frames in surveillance videos by utilizing a
pre-trained ViT transformer model with the attention of spatiotemporal relationships
among objects (STR attention model) [28]. The proposed model was trained and validated
over three video anomaly benchmark datasets in the literature; the UCSD-Ped2 [29] dataset,
the CHUCK Avenue [30] dataset, and the largest benchmark available, the sophisticated
ShanghaiTech [31] dataset. In addition, we challenged the proposed model against the
recent, very large Charlotte Anomaly Dataset (CHAD) [32] to prove its efficacy with very
large video anomaly datasets. Due to the lack of intrinsic inductive biases of CNNs in
ViTs, the STR attention model allowed better capturing of the spatiotemporal relationships
among objects in successive frames, including spatial locations, movement speeds and
directions, and morphological changes, which enhanced the detection accuracy of abnormal
frames. In addition, the existing self-attention ViT-based models use the transformers to
capture relationships between long-range pixels and the global contexts of the images.
Hence, we utilized the STRA model which is a spatiotemporal-based model that leverages
these features by obtaining the relationships among objects in the input sequence of the
fames, which strengthens the learned features of the normal videos’ events and situations.
This allows the proposed framework to strongly reconstruct normal frames and detect the
poorly reconstructed frames as anomalous. Moreover, to tackle the problem of detection
accuracy degradation when training the vision transformers on small and medium-sized
datasets, an advanced training strategy was applied by dually combining the datasets
and grouping all of them to form various synthetic heterogeneous datasets, then training
the proposed model on the datasets individually and on the different combinations that
improved anomaly detection accuracy for the models trained on the combined datasets.
In addition, two different up-sampling approaches are introduced to enlarge the size of
the smaller datasets, i.e., the UCSD-Ped2 and CHUCK Avenue. This strategy proved the
robustness and effectiveness of the introduced spatiotemporal ViT-based model in iden-
tifying anomalies in larger heterogeneous video anomaly datasets captured in different
environmental and lighting conditions and varied resolution and quality, which is a step
towards developing a real-time video anomaly detection multi-modal surveillance system.
The contributions of this work are summarized below:

1. An unsupervised framework for video anomaly detection-based ViT transformer and
spatiotemporal block using an encoder–decoder architecture to address and effectively
detect diverse video abnormalities;

2. Proposing a hybrid deep learning framework which is, to the best of our knowledge,
the first one to combine the ViT model with the convolutional STR attention block for
video anomaly detection;

3. Adopting a different training strategy by creating different combinations of the utilized
datasets to improve the performance of the proposed model for identifying anomalies
in videos, despite the diverse environmental difficulties, lighting settings, and video
quality of these datasets, towards developing a video anomaly detection multi-modal
surveillance system;

4. Conducting a comprehensive evaluation using publicly available video anomaly detec-
tion datasets for the introduced framework shows that when compared to cutting-edge
methods, the proposed approach produces outstanding results.

The rest of this paper is structured as follows: Section 2 covers related VAD work,
while Section 3 provides background information about the underlying used techniques.
Details about the proposed model are provided in Section 4, while the experiments using
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the introduced model, their findings on the datasets, and the discussion are shown in
Section 5. Finally, the conclusion is in Section 6.

2. Related Work

In the next two subsections, we present the related work from the point of view of ap-
proaches based on vision transformer (ViT) (Section 2.1) and video anomaly detection works
based on other techniques (Section 2.2). The former leverages the recent advancements in
transformers applied to video processing, while the latter encompasses a variety of other
methods developed for identifying anomalies in video data, such as CNNs, LSTMs, etc.

2.1. Vision Transformer-Based Approaches

Vision transformers (ViTs) have emerged as a powerful tool in video anomaly de-
tection, offering new perspectives and capabilities. Yuan et al. [33] demonstrated the
usefulness of combining the “Video Vision Transformer” (ViViT) [34] with neural architec-
tures like U-Net [35] for enhanced performance in anomaly detection. They have shown
significant improvements in handling complex video data, achieving higher accuracy in
detecting anomalies. Other notable works in this area include [36,37]. The former dealt
with road accident detection from dashboard cameras using ViTs, while the latter provided
work on violence detection in videos. These works highlight the diverse applications of
ViTs in surveillance, from detecting violent incidents to monitoring road safety, reflecting
a significant shift towards more sophisticated, AI-driven surveillance systems. Tahir and
Anwar [38] explored the application of vision transformers for pedestrian image retrieval
and person re-identification in multi-camera systems, demonstrating the effectiveness of
combining vision transformers with CNN models. Lee and Kang [39] presented AnoViT, a
vision transformer-based encoder–decoder model to overcome the shortcomings of conven-
tional convolutional encoder–decoders. The model exploited image anomaly detection and
localization by learning both local and global relationships between image patches.

Leveraging vision transformers’ success in deep learning and imagine classification,
Berroukham et al. [40] suggested a strategy by fine-tuning a pre-trained vision transformer
“ViT-B16” model to divide video frames into groups for normal and abnormal behav-
ior. Another vision transformer-based framework for anomaly recognition in smart-city
surveillance videos, called “ViT-ARN”, was introduced by Ullah et al. [26]. The goal of the
framework was to address the limitations of existing automated surveillance systems and it
was composed of two phases: online anomaly detection, using a lightweight one-class deep
neural network, and anomaly classification, using a vision transformer and a bottleneck
attention mechanism. In addition, a multi-reservoir echo-state network was used to enable
the assessment of real-world anomalies such as vandalism and road accidents. Furthermore,
the ViT model was employed by Lee et al. [41] to carry out spatiotemporal context-based
video anomaly detection in surveillance videos. The introduced model consisted of a
contextual appearance module and a motion reconstruction module to concentrate on the
masked, whole, and partial contextual prediction streams. An enhanced time-series vision
transformer (TSViT) was developed by Lee et al. [42] to identify any irregularities in the
pedestrians’ (victim and follower) gait. In this model, the pedestrians’ spatial information
is encoded into 2D patterns, which are then passed to the TSViT as tokens. After that, the
TSViT is regularized to enable training for small datasets. In addition, the use of ViT in the
novelty detection of traffic scenario infrastructure was examined by Wurst et al. [43]. They
converted the output of Vanilla ViT from predictive class labels to latent representations
to fine-tune it. Furthermore, they used ViT to create latent representations for input road
infrastructure pictures within a triplet loss-based autoencoder framework.

To alleviate the catastrophic forgetting problem in deep learning models, which causes
a substantial reduction in overall performance when additional classes are added progres-
sively during training, Fan et al. [44,45] established a contrastive learning approach for
ViT. The approach used ViT as a feature extractor and performed image anomaly detection
step-by-step using a contrast learning framework. A self-supervised model called UNETR
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was utilized by Park et al. [46] to address the issue of insufficiently labeled data leading to
inaccurate out-of-distribution detection (OOD). The model is a 3D UNET, with the ViT struc-
ture being employed as an encoder. Then, they used a skip-connection structure to connect
the input pictures to the decoder after converting them into sequence representations. They
noted that self-supervised learning is crucial to the study of medical OOD identification, as
certain anomalous images of uncommon diseases are extremely challenging to produce. In
the construction area, Lin et al. [47] rebuilt unlabeled pavement pictures using the ViT-S
self-supervised learning model. They suggested a pavement anomaly detection technique
based on encoding, retrieval, and matching to deal with the classification retraining issue.

The authors of [48] introduced a unique model for anomaly detection called “ViV-Ano”
that is based on an encoder–decoder design, where the encoder comprises a variational
autoencoder (VAE) and ViT to extract both local and global characteristics from the images
for anomaly identification in industrial processes. Work for low-resolution image-based
anomaly detection and localization in industrial fields was proposed by Smith et al. [49].
The work investigated the use of ViT in the classification and localization of surface defects
in leather. Furthermore, Yao et al. [50] presented an approach to identifying logical flaws un-
der sophisticated semantic conditions in the industry area, particularly for defect inspection
industrial tasks involving printed circuit boards (PCBs). The provided method used a pre-
trained network for multi-scale prior embeddings, followed by a vision transformer with
dual attention mechanisms for global–local two-level reconstruction. A masked multi-head
self-attention method was used by De Nardin et al. [51] to enable the model to understand
the link between various input picture patches for anomaly detection in the industrial
quality control field. To accomplish high-precision picture anomaly detection, they added
a new masking component to the ViT architecture and adjusted the attention between
patches of varying forms. A hybrid transformer model called ViTALnet was introduced by
Tao et al. [52]. It was constructed based on fine-grained feature reconstruction. To leverage
the global semantic capturing capacity, ViTALnet used the vision transformer (ViT) to
derive the local discriminating characteristics as feature representation. Then, a pyramidal
design and global attention mechanisms were combined to create an anomaly estima-
tion module that improves contextual data for the localization of fine-grained industrial
anomalies. By using a ViT to encode the input image that has been split into fragments,
VT-ADL [53] was able to obtain the features that represent the normal image and perform
the image abnormality identification task for industrial textured surfaces from various
fine-grained levels in a reconstruction-based manner. In addition, a Gaussian mixture
density function was also introduced for pixel-level picture anomaly localization. Hence,
the distribution of ViT-encoded features is modeled using the Gaussian mixture density
function to model the distribution of normal data in the potential space.

2.2. Other Techniques in Video Anomaly Detection

Beyond ViTs, various other techniques are explored in video anomaly detection. This
includes research on using neural networks, CNNs, and LSTM networks for anomaly
detection in video surveillance. Franklin and Dabbagol [54] achieved a high accuracy rate
in their neural network-based anomaly detection system, indicating the potential for real-
time monitoring applications. Ullah et al. [55] presented a framework using CNN features
and bi-directional LSTM, showing improved accuracy in benchmark datasets. Moreover,
Qi et al. [56] introduced a dual-generator generative adversarial network method for
detecting anomalies by learning the anomaly distribution in advance. It employs a noise
generator for creating pseudo-anomaly frames and a reconstruction generator to learn
normal video frame distribution. In addition, a second-order channel attention module
enhances learning capacity. Furthermore, a self-supervised predictive architectural building
block was developed by Ristea et al. [57]. The block has a convolutional layer that masks
the central region of the receptive field using dilated filters. Then, the generated activation
maps are transmitted through a channel attention module. The block has a loss function
that reduces the reconstruction error for the masked region in the receptive field.
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To replace the conventional two-stream network, a convolutional recurrent autoen-
coder (CR-AE) integrating an attention-based convolutional long short-term memory
(ConvLSTM) network with a convolutional autoencoder to simultaneously capture both
temporal and spatial irregularities was introduced by Wang and Yang [58]. Another atten-
tion encoder–decoder-based framework was developed by Li et al. [59], which used the
corresponding intermediate layers from the encoder and decoder to train the model simulta-
neously. The authors pointed out that this improved the model’s ability to detect anomalies
by enabling it to capture more complex characteristics. Besides, the motion feature ex-
traction was performed using a motion loss function that uses the actual video frames
instead of optical flow with a parameter-free variance attention method that concentrates
attention on moving objects. Furthermore, Wang et al. [28] utilized a fully convolutional
encoder–decoder network with symmetric skip connections to discover the spatiotemporal
relationships among objects. The authors implemented an attention mechanism during the
encoding phase to improve the understanding of the spatiotemporal relationships among
different object types. In addition, a dynamic pattern generator in the decoding phase
was designed to memorize these relationships, thereby improving the reconstruction of
normal samples and making abnormal sample reconstructions more challenging. Another
encoder–decoder framework called SMAMS was proposed by Fu et al. [60] and built using
memory modules and a spatiotemporal masked autoencoder. It utilized spatiotemporal
cubes and extracted the spatiotemporal properties of the video events by using a spatiotem-
poral masked autoencoder. Then, memory modules were used to maintain unmasked
video patches of various feature layers with skip connections to recompense for crucial
information loss.

A method that used parallel spatial-temporal CNNs to address the unusual distri-
bution of information in video frames was introduced by Hu et al. [61]. They utilized
an optical flow algorithm combined with a varied-size cell structure to segment spatial-
temporal interest blocks containing moving objects. A parallel 3D-CNN was utilized to
describe the same behavior at different temporal lengths, ensuring comprehensive capture
of behavior information while reducing irrelevant data. Another 3D-CNN-based work
proposed by Hwang and Kang [62] focused on both spatial and temporal data for detecting
anomalies, specifically violent behaviors, in videos. It incorporates a convolutional block
attention module (CBAM) to improve interpretability and focus on crucial information in
the video data. Unlike traditional 3D-CNNs that use multiple frames simultaneously, this
method merges various frames into one image, reducing memory usage to enable more
precise detection of anomalies.

A weakly supervised video anomaly detection technique to bridge the gap between
normal and abnormal instances and tackle the problem of false alarms was proposed
by Lee et al. [63]. They utilized a unique multiple instance learning (MIL) framework
based on a memory unit that comprised a multi-head attention feature augmentation
(MHFA) module, a loss function with KL divergence, and Gaussian distribution estima-
tion. Kotkar and Sucharita [64] proposed a classification approach called MST-RNN-LSTM,
“Modified Spatiotemporal Recurrent Neural Network using Long Short-Term Memory”,
for detecting anomalies in video surveillance as part of IoT-based smart city initiatives.
Cuboids were created by processing the normalized frames for motion tracking, and
a discrete wavelet transform (DWT) with principal component analysis (PCA) was ap-
plied to the cuboids. The training of the features and the classification were performed
by an RNN–LSTM model. A similar work for video anomaly detection in surveillance
systems, proposed by Taghinezhad and Yazdi [65], utilized a 2D CNN-based decoder, a
time-distributed 2D encoder, and an architecture resembling U-Net. In addition, a memory
module was included to save the most pertinent prototypical patterns of normal activities
to facilitate inaccurate predictions for abnormal inputs. In summary, the video anomaly
detection domain is rapidly evolving, with significant contributions from transformer-
based and other advanced techniques. These developments are substantial for enhancing
the capabilities of surveillance systems and contributing to public safety and security.
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A weakly supervised data augmentation network was conducted by Lei et al. [66] to
support attention-guided data augmentation and enrich the input pictures. The method
used the multi-scale feature extraction technique to extract visual information from video
footage at different scales. Then, the model was trained by incorporating the enhanced
convolutional block attention module (CBAM) into the base U-Net architecture to sup-
press interference from non-anomalous areas in the video, enabling the model to focus on
anomaly-relevant regions.

The state of the art shows that recent research focuses on vision transformers as leading
models for detecting video anomalies in different fields, but there is a great demand for
intelligent surveillance systems for preserving public safety and security.

3. Background

There is an increasing need for reliable anomaly detection systems in the rapidly
developing industry of video surveillance. Conventional methods have frequently relied
on techniques that work well for identifying local patterns but poorly in terms of fully
understanding complex and dynamic situations. This research investigates a novel hybrid
deep learning model that combines the advantages of autoencoders, CNNs, and vision
transformers (ViTs) to overcome these drawbacks. Through the integration of these tech-
nologies, the proposed model is able to improve the accuracy and reliability of anomaly
identification in a variety of surveillance contexts, while also capturing the complex spa-
tiotemporal correlations present in videos. This background serves as the foundation
upon which our hybrid model is built, enabling it to achieve superior performance on
benchmark datasets and offering a comprehensive solution to the challenges faced in video
anomaly detection.

3.1. Vision Transformers

The ViT emerged as a novel deep learning model initially developed for natural
language processing (NLP) tasks [67], which has acquired attention recently in the field
of image analysis, especially for anomaly detection in images. ViTs deviate from the
conventional deep learning models by employing self-attention mechanisms rather than
the traditional convolutional layers, enabling them to capture the global dependencies
among image patches effectively. This model processes an image by dividing it into
non-overlapping patches, which are then projected into vectors through linear projection.
The integration of positional encodings with these patch embeddings ensures that the
model retains the spatial context of the image, which is crucial for understanding the global
layout of the image components. In contrast to traditional methods, a ViT’s self-attention
mechanism in the transformer encoder enables it to concentrate on various regions of the
picture according to contextual importance, which enables a more comprehensive and
nuanced analysis.

After the preliminary processing, the vision transformer improves the feature extraction
process by using residual connections, layer normalization, and multi-head self-attention
processes. This enhances the model’s ability to identify complex patterns and relationships
in the analyzed image. This advanced architecture enables the transformer to process the
image patches in a manner that captures both local and global contextual information,
leading to highly accurate image classification outcomes. With a multi-layer perceptron
(MLP) head acting as the classification layer at the end of the model, the input images are
given class labels according to the characteristics that the transformer encoder retrieved.
The ViT’s unique approach, which makes use of the self-attention mechanism for image
classification tasks, represents a significant shift from traditional convolution-based meth-
ods, offering a promising new direction for advancing the capabilities of deep learning
models in image analysis and other fields.

The vision transformer (ViT) architecture, as shown in Figure 1 [68], could be summa-
rized in several key stages, described as follows:
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1. Patch extraction: the input image is divided into fixed-size patches (e.g., 16 × 16 pixels).
This step transforms the 2D image into a sequence of flattened 2D patches;

2. Patch embedding: via a trainable linear projection, each extracted patch is projected
linearly into a higher-dimensional vector (embedding). This procedure modifies
the image patches so the transformer can process them, like embedding tokens in
NLP tasks;

3. Positional encoding: positional encodings are added to the patch embeddings to
retain the positional information of each patch. This step ensures the model can
recognize where each patch is located in the image, which is crucial for understanding
the overall structure of the image;

4. Transformer encoder: this is the core of the ViT. This encoder consists of multiple
layers, each containing two main components, a multi-head self-attention mechanism
and a position-wise feed-forward network. Layer normalization is applied before
each component, and residual connections are used after each component;

5. Multi-head self-attention: this mechanism allows the model to weigh the importance
of different patches relative to each other, enabling the capture of global dependencies
across the entire image;

6. Feed-forward network: after attention aggregation, each patch embedding is pro-
cessed independently by a feed-forward network, which allows for nonlinear trans-
formations of the patch representations;

7. Classification head: finally, the output from the transformer encoder is passed through
a classification head, typically a multi-layer perceptron (MLP), to produce the final
class predictions. This head processes the global representation of the image derived
from the concatenated patch embeddings.
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3.2. CNNs and Autoencoders for Video Anomaly Detection

CNNs were designed to learn the spatial hierarchies of data automatically and adap-
tively. Furthermore, the convolutional layers apply filters to picture areas to preserve the
spatial relationships between pixels and capture local characteristics. Due to their design,
CNNs are superior in image classification and recognition tasks because they can learn
progressively complicated patterns as input data flow through successive layers [69]. Al-
though CNNs utilize filters on different picture regions, this naturally restricts the network’s
capacity to capture global relationships, even if it works incredibly well for identifying
local characteristics. Thus, their capacity to comprehend the full context of an image is
still restricted.

Using a nonlinear mapping function, a deep AE transforms the input data into their
hidden low-dimensional representation. The objective is to train the AE to recreate the
input patterns at the network’s output. AEs cannot replicate anomalous data samples when
trained on regular data samples. Therefore, deviations from the training model caused by
abnormal activities lead to poor reconstruction (high reconstruction error).
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4. Methodology
4.1. Model General Structure

In this work, a spatiotemporal attention encoder–decoder-based approach is explored.
It comprises a model structure that can automatically perform video anomaly detection.
The proposed structure is shown in Figure 2 where the encoder uses ViT-B_16 [27]. The
multi-head self-attention (MSA) of the ViT is used to capture the relationships between
image patches in the representation. The spatiotemporal attention mechanism is placed
after the ViT to gather the spatiotemporal dependencies of the obtained features. The
decoder consists of four CNN layers to allow fast reconstruction for the video frames with
an adaptive pooling layer that provides an output reconstructed frame with the same size
as the input.
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4.2. Model Operation

The proposed approach learns the normal data distribution and minimizes the recon-
struction errors, which are the differences between the input images and the reconstructed
ones. The model accepts the input frames sequence (I1I2 . . . It) and produces the recon-
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structed output sequence (Î1Î2 . . . Ît), as depicted in Figure 2. An anomaly score is calculated
at the output of each frame. The score is then compared to a threshold value. If the score is
more than the threshold then the frame is anomalous, otherwise it is anomaly free.

4.2.1. ViT-Based Encoder–Decoder

As mentioned in Section 3.1, the ViT is useful for capturing the global context depen-
dencies for images, unlike CNNs which focus on local characteristics. The model utilizes
the ViT-B_16 pre-trained model in the encoder part with its classification head dropped,
which was designed originally for image classification. This allows the model to be used as
a feature extractor, as shown in Figure 3. The ViT-B_16 receives the input frame and divides
it into 16 × 16 patches, which are subsequently linearly embedded into vectors. Then, posi-
tional encodings are employed to preserve the spatial information in the obtained vectors.
In ViT-B_16, each patch is represented by a 768-dimensional vector. The ViT-B_16 model has
twelve transformer encoder layers and each encoder has twelve attention heads. Thus, the
input patches are processed through these multi-head self-attention mechanisms, followed
by feed-forward networks that allow the ViT to focus on different parts of the input image
simultaneously, capturing dependencies and relationships across the entire image. Finally,
the multi-layer perceptron (MLP) head is utilized to aggregate the information from all
patches. The obtained features are fed to the spatiotemporal attention model to capture the
spatiotemporal relationships among objects in the video frames. Subsequently, the decoder
part uses those features to reconstruct the input frames and minimize the reconstruction
loss. The decoder consists of four CNN layers to allow fast reconstruction of the video
frames with an adaptive pooling layer that provides an output reconstructed frame with
the same size as the input.
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In the proposed framework, each video frame was encoded into a compact and
informative representation using the ViT-B_16 model in an unsupervised manner for video
anomaly detection. The network was trained on normal frames only to preserve their
normal distribution, which enables the normal and anomaly samples to be distinguished.
After that, the STRA model is applied to capture the spatiotemporal dependencies and
relationships between objects among the input frames sequence to leverage the features of
the normal frames. A CNN decoder then reconstructs the original video frames using the
features obtained from STRA model. In this way, the transformer is capable of capturing
global dependencies and intricate patterns within the frame, which is crucial for identifying
anomalies that often appear as unusual patterns or objects in a video sequence.

The proposed model configuration becomes efficient at reconstructing normal frames
during testing but finds it difficult to rebuild anomalous frames, as it does not learn to
cope with such patterns. Hence, the reconstruction error can then be used as a signal to
detect anomalies.

4.2.2. Spatiotemporal Relation Attention Model

Current attention-based techniques use global average pooling to help the model
gather global information. However, the spatiotemporal connections among objects are
more significant for video anomaly identification than the information in a layer’s chan-
nels [28]. Accordingly, we used the STR attention block, as shown in Figure 4, to capture
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the spatiotemporal interconnections among objects in the video frames. In contradistinc-
tion to the framework proposed by Wang et al. [28], the ViT transformer was adopted as
the encoder part of the proposed model to capture the global context between the image
patches instead of using CNN modules, which enable the model to obtain both global
image context features and spatiotemporal relationships between objects to enhance the
process of video anomaly detection. The STR attention block uses both temporal and spatial
attention to identify complex correlations in video data. The spatial attention is attained by
using convolutional layers and pooling techniques (with kernel sizes of H × 1 and 1 × W) to
aggregate information along horizontal and vertical axes. The spatial attention scores are
then generated by concatenating the obtained features and passing them through a shared
convolutional layer to emphasize important spatial components. The temporal attention
is performed through temporal pooling and convolutional processes to find relationships
between frames and produce the temporal attention scores. Furthermore, a spatiotemporal
attention map is created by combining these spatial and temporal scores, weighting the ini-
tial feature maps to increase attention to areas with important spatiotemporal correlations.
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According to Wang et al. [28], the introduced attention method combines temporal and
spatial information to obtain the spatiotemporal relationship information, which allows it
to extract and aggregate dimensional components independently. The STR attention archi-
tecture consists of input processing, dimensional feature encoding, feature aggregation, an
attention mechanism, and attention weighted output. The operation details are as follows:

A one-to-one dimensional feature encoding procedure uses two pooling kernels with
spatial sizes of (H,1) and (W,1) to encode each channel along the horizontal and vertical
axes, respectively, and encode the input X ∈ R(C×H×W). The following is the output of the
H dimension’s C-th channel:

Yh
c (h) =

1
W ∑

0≤i<W

xc(h, i) (1)

where the features of the H dimension are represented by the input X, which typically
comes from the fixed kernel size convolution layer. Additionally, the following formula is
used to determine the output of the W dimension’s C-th channel:

Yw
c (w) =

1
H ∑

0≤j<H

xc(j, w) (2)
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Then, the features of the video frame sequence at the time t are derived from every
channel feature in the following manner:

Yt(X) = F3×3σ
(

F1×1(X)
)
, X ∈ RC/r×(H+W) (3)

where the normalization process is represented by σ and the convolution operation is
represented by F. The convolution kernel sizes are represented by 3 × 3 and 1 × 1, while
the reduction ratio that regulates the change in the number of channels is denoted by r.
A collection of spatiotemporal-aware feature mappings is produced by aggregating the
outputs of the three transformations mentioned above along each of the three dimensions.
The aggregation process is performed firstly by concatenating feature maps obtained from
Equations (1) and (2) as follows:

Yhw = δ
(

F1×1[Yh, Yw]) (4)

where [.,.] represents the concatenation of two tensors, F1×1 indicates the convolutional
transformation through a convolutional kernel of size 1 × 1, and d represents the nonlinear
activation function. Then, the output Y is split into two tensors with the same dimension,
i.e., Yh ∈ RC/r×H and Yw ∈ RC/r×W. After that, the spatial and temporal attentions are
obtained by applying the activation function to each of the split tensors as follows:

gh = Sigmoid
(

Fh
(
Yh)) (5)

gw = Sigmoid
(

Fw
(
Yw)) (6)

where Fh and Fw indicate two different 1 × 1 convolutional kernels. Then, Yt(X) is obtained
by the nonlinear activation function to represent the region feature weight tensor gt that is
sensitive to time change as follows:

gt = Relu(Yt(X)) (7)

Finally, the attention weighted output of the spatiotemporal relationship attention
module Y is as follows:

Yc(i, j) = Xc(i, j)× gh
c (i)× gw

c (i)× gh
t (i, j) (8)

Hence, the network can more precisely determine the spatiotemporal links among ob-
jects because the three transformations capture the long-range temporal dependencies and
spatial relationships in the feature space. Accordingly, the introduced attention mechanism
captured the region of interest by using spatial connections and temporal interdependence
among objects. Moreover, the STR attention module could be plugged into the model
without altering the input–output structure.

The mean squared error (MSE) is applied as a loss function by computing the average
squared difference between the input and output frames to estimate how far the recon-
structed frame is from the original. Because the model has only been trained for normalcy,
the MSE values will be higher for anomalous frames and lower for regular ones. The goal
is to reconstruct the normal video segments in a meaningful way. Thus, stable structures
must be used to minimize the reconstructive loss between the ground truth Y and decoder
output Ŷ. Furthermore, the obtained reconstruction error is used as an anomaly score to
distinguish between the normal and anomaly frames. The reconstruction error could be
calculated as follows:

Lrec = ∥Ŷ − Y∥2 (9)

In addition, an experimental threshold is established, meaning that if a frame’s
anomaly score exceeds a threshold value, it is regarded as abnormal, and vice versa.
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5. Experiments
5.1. Datasets

The proposed framework was evaluated using three challenging, publicly available
anomaly datasets that are commonly used as benchmark datasets; the UCSD-Ped2, CUHK
Avenue, and ShanghaiTech, and the extra-large CHAD anomaly dataset.

• UCSD-Pedestrian 2 (Ped2) [29] is considered one of the most popular datasets for
unsupervised video abnormality detection. Researchers at the University of California,
San Diego (UCSD) produced this dataset in 2010 to record usual pedestrian activity
and rare anomalies in a controlled setting. The videos were taken from the same area at
various times of the day, with varying lighting and shadow effects, which complicate
the anomaly identification procedure. In this dataset, pedestrians crossed in front of
the camera. Normal circumstances usually involve people strolling along walkways,
but abnormalities are distinguished by the appearance of strange objects (like carts,
bicycles, skateboards, etc.), strange motion patterns (like skating on a board), and
people walking on grass. Ped2 consists of 16 videos with 2550 frames for training and
12 videos with 2010 frames for testing, each with a size of 240 by 360 pixels;

• The CUHK Avenue [30]: the Chinese University of Hong Kong (CUHK) produced
the CUHK Avenue dataset in 2013, which provides a broader variety of anomalies in
an open campus setting. The videos are captured from a single scene of the campus
avenue. With 21 test films and 16 training videos, there are a total of 15,324 frames for
testing and 15,328 frames for training in this dataset. The resolution of each frame is
360 by 640 pixels, and around 47 anomalous behaviors, such as loitering, throwing
objects, and running through the gate, were noted. The CUHK Avenue dataset’s
training and testing clips are no longer than two minutes;

• ShanghaiTech [31]: the most extensive and available unsupervised dataset for video
anomaly detection, consisting of 437 clips from 13 cameras positioned across the
ShanghaiTech campus at a frame resolution of 856 × 480 pixels. It has 107 test
videos with both normal and abnormal occurrences; there are a total of 130 abnormal
events, and 330 training clips containing 274,515 frames with only normal events.
Every scenario in the videos has a different cast of individuals, difficult lighting, and
unusual camera angles. Among the human anomalies in the dataset are activities
like skateboarding, riding motorcycles and bikes, chasing, fighting, and jogging. All
videos have frame and pixel annotations;

• The CHAD [32] is a multi-camera anomaly dataset set in a commercial parking lot,
which includes 420 videos with over 1.15 million high-resolution frames from four cam-
era views. Scenes 1–3 and Scene 4 are captured at 30 frames per second, and at
1920 × 1080 resolution and 1280 × 720 resolution, respectively. According to its au-
thors, it is the largest fully annotated anomaly detection dataset, offering detailed
person annotations from continuous video streams captured by stationary cameras.
The CHAD provides human detection, tracking, and pose annotations encompassing
four types: frame-level anomaly labels, person bounding boxes, person ID labels,
and human key points. It includes 59,172 anomalous frames representing 22 distinct
behaviors categorized into group and individual activities, and 1,093,477 normal
frames. The group activities comprise fighting, punching, pushing, pulling, slapping,
strangling, theft, etc., while the individual activities include throwing, running, riding,
falling, littering, etc.

The summary for the four video anomaly datasets is shown in Table 1. Different
samples from the datasets displayed in Figure 5 vary from normal to anomaly, with short
descriptions for anomaly samples.

To add another complexity level to the model to prove its effectiveness in detecting
abnormalities in videos, we opted to make new mixed datasets by combining the utilized
datasets in permutations, as shown in Table 2. This mechanism will allow the model to be
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trained on heterogeneous and very large-sized data with extremely diverse environmental
conditions and data qualities.

Table 1. Summary of video anomaly datasets.

Dataset #Training
Videos

#Training
Frames

#Test
Videos

#Test
Frames Anomaly Types

UCSD-Ped2 16 2550 12 2010
• Carts;
• Bicycles;
• Skateboards, etc.

CUHK Avenue 16 15,328 21 15,324

• Loitering;
• Throwing;
• Running;
• Jumping, etc.

ShanghaiTech 330 274,515 107 40,791

• Skateboarding;
• Motorcycles;
• Bikes;
• Chasing;
• Fighting;
• Robbing;
• Jogging, etc.

CHAD 278 1,026,174 134 126,475

Group activities

• Fighting;
• Punching;
• Pulling;
• Slapping;
• Strangling;
• Theft;
• Pick-pocketing;
• Chasing, etc.

Individual activities

• Throwing;
• Running;
• Riding;
• Falling;
• Jumping, etc.

Algorithms 2024, 17, x FOR PEER REVIEW 15 of 33 
 

• Jogging, etc. 

CHAD 278 1,026,174 134 126,475 

Group activities 
• Fighting; 
• Punching; 
• Pulling; 
• Slapping; 
• Strangling; 
• Theft; 
• Pick-pocketing; 
• Chasing, etc. 
Individual activities 
• Throwing; 
• Running; 
• Riding; 
• Falling; 
• Jumping, etc. 

 

 
(a) 

 
(b) 

Figure 5. Different anomaly samples for (a) UCSD, Avenue, and Shanghai datasets. (b) Cam 1 and 
Cam 2 from the CHAD dataset. 

Figure 5. Cont.



Algorithms 2024, 17, 286 15 of 31

Algorithms 2024, 17, x FOR PEER REVIEW 15 of 33 
 

• Jogging, etc. 

CHAD 278 1,026,174 134 126,475 

Group activities 
• Fighting; 
• Punching; 
• Pulling; 
• Slapping; 
• Strangling; 
• Theft; 
• Pick-pocketing; 
• Chasing, etc. 
Individual activities 
• Throwing; 
• Running; 
• Riding; 
• Falling; 
• Jumping, etc. 

 

 
(a) 

 
(b) 

Figure 5. Different anomaly samples for (a) UCSD, Avenue, and Shanghai datasets. (b) Cam 1 and 
Cam 2 from the CHAD dataset. 

Figure 5. Different anomaly samples for (a) UCSD, Avenue, and Shanghai datasets. (b) Cam 1 and
Cam 2 from the CHAD dataset.

Table 2. Size of the combined video anomaly datasets.

Dataset #Training Frames

UCSD + Avenue 17,878
UCSD + Shanghai 277,065

Avenue + Shanghai 289,843
UCSD + Avenue + Shanghai 292,393

5.2. Model Implementation and Assessment Metrics

The proposed framework was implemented using Python 3 and Pytorch backend on a
machine equipped with an NVIDIA GeForce RTX 3080 GPU and 16 GB of memory for the
experiments. The input video frame was resized to 224 × 224 × 3 dimensions to capture its
characteristics from the ViT. The Adam optimizer [70] was used to train and optimize the
model with a learning rate of 1e−4, batch size 16, and a five-frame input sequence length.
The hidden dimension in MLP in ViT was set to 128, 512, 1024 and 1024, for the UCSD,
Avenue, Shanghai, and CHAD, respectively.

The performance of the model was assessed using the area under the receiver operating
characteristic (ROC) curve, following the other research such as [26,49,56,64,71,72]. The AUC
ROC was employed to determine the capability of the introduced method to discriminate
between normal and abnormal frames. Accordingly, the existence of abnormalities in the
recordings at the frame level was assessed following the assessment methodologies [73–75].
The true positive rate (TPR) against the false positive rate (FPR) curve constitutes the ROC
curve. The TPR and FPR are computed using Equations (10) and (11), respectively.

TPR =
TP

TP + FN
(10)

FPR =
FP

FP + TN
(11)

The abbreviations TP and FN stand for true positive and false negative, respectively,
whereas FP and TN are abbreviations for false positive and true negative.

5.3. Preprocessing

Due to the remarkable difference in sizes among the four utilized datasets, as shown
in Table 1, two different up-sampling approaches were applied as preprocessing steps to
the UCSD and Avenue datasets to enlarge their sizes and study the effect of augmentation
on the learning process of the proposed model. To add another level of complexity, the
three datasets, UCSD-Ped2, CUHK Avenue, and ShanghaiTech, were merged interchange-
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ably, and the model was trained using the merged versions to prove the effectiveness and
robustness of the proposed model for large datasets. The up-sampling step was conducted
using two different approaches.

• Approach (A) aims to increase the size of the dataset by five times, where each original
frame is boosted by five augmented frames. The applied transformation operations
were flip and crop. In the flip operation, the image is randomly flipped horizontally
with a 50% chance, while in crop the image is randomly cropped to 224 × 224 pixels;

• Approach (B) involves applying a series of transformations, both individually and
in dual combinations, to each frame to obtain a 1:10 original–augmented frame ra-
tio. These transformations include random cropping to a size of 224 × 224 pixels,
random horizontal flipping, random rotation within a range of 0 to 60 degrees, and
random affine transformations that include slight translations (up to a 10% shift in
x and y directions), scaling (between 90% and 110% of the original size), and shearing
(distortion) by up to 10 degrees.

These approaches significantly increase the diversity of the training dataset by intro-
ducing various geometric changes in perspective that generally improve the robustness
and generalization ability of the training models. Table 3 shows the number of frames in
each dataset after applying different up-sampling approaches.

Table 3. The augmented dataset sizes.

Augmentation Approach #Frames UCSD #Frames Avenue

Approach (A) 15,300/2550 91,968/2550
Approach (B) 28,050/15,328 168,608/15,328

5.4. Results and Discussion

This section gives a thorough investigation about our experimental evaluation of the
model using a variety of large-scale anomaly detection datasets. Different experiments
based on the encoder–decoder architecture were launched, where the pre-trained ViT model
is considered an encoder with the decoder constituting the “baseline” architecture. Then,
the STR attention block was involved after the ViT to show the usefulness of using the
spatiotemporal characteristics for video anomaly detection.

The proposed model architecture for anomaly identification produced outstanding
results, as shown in Table 4, which demonstrates the effectiveness of using the STR attention
model for improving anomaly detection accuracy. Table 4 compares the results of using
the STR attention model to the results of using the framework without it. Accordingly, the
obtained results show that the proposed architecture can successfully detect anomalies with
high detection rates by utilizing the local characteristics and global dependencies (context)
of the video frames captured by the proposed model for the video anomaly detection
process. Moreover, the detection accuracy results depicting the efficacy of the proposed
model are shown in Figure 6. The figure shows the ROC results for different test videos
from the four datasets, which demonstrate the effectiveness of using the ViT transformer
coupled with the spatiotemporal attention model to enhance the detection accuracy of
normal/abnormal frames for surveillance videos.

Table 4. The effectiveness of the model for the different datasets.

Model\Dataset UCSD% Avenue% Shanghai%

Baseline 94.5 84.9 77.3
Baseline + STR attention 95.6 85.2 81.9

The effect of using augmentation and combined datasets is presented in Table 5,
which shows that the augmentation techniques improved the ViT + STR attention model’s
anomaly detection accuracy for the Avenue datasets when strategy ‘B’ was applied. This
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demonstrated the usefulness of the model in identifying anomalies when trained on large
datasets. Furthermore, merging the datasets improves the individual and overall detection
rate when the STR attention model is applied, even though each dataset contains movies
of varying qualities and a range of shooting scenarios, colors, and angles. Additionally,
by combining the larger dataset with other datasets, as shown in Table 6, the accuracy of
anomaly identification significantly improves. The combination strategy is considered a
leading idea for developing automated real-time video surveillance anomaly detection
systems. It is well known that those surveillance systems have heterogeneous captured
videos with different environmental circumstances and various anomaly types.

Table 5. AUC ROCs (%) for different up-sampling approaches for the UCSD and Avenue datasets.

Dataset
Approach Approach A Approach B

Baseline Baseline + STRA Baseline Baseline + STRA
UCSD 92.4 92.8 91.0 90.1

Avenue 84.5 84.6 84.8 86.8

Table 6. AUC ROCs (%) for different combinations for the UCSD, Avenue, and Shanghai datasets.

Model Trained on Model Tested on Baseline Baseline + STR Attention

Avenue + UCSD
UCSD 94.6 94.5

Avenue 84.8 85.0
Avenue + UCSD 87.5 87.7

Shanghai + UCSD
UCSD 89.3 89.9

Shanghai 80.2 82.1
Shanghai + UCSD 80.9 82.5

Shanghai + Avenue
Avenue 86.6 86.1

Shanghai 79.1 80.6
Shanghai + Avenue 80.3 81.5

Shanghai + Avenue + UCSD

UCSD 90.2 92.3
Avenue 85.8 86.8

Shanghai 79.4 80.3
Shanghai + Avenue + UCSD 81.4 81.8
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Based on the results obtained from the ShanghaiTech dataset, which proves the ability
of the proposed model, ViT + STRA, to detect anomalies in large datasets and to leverage
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our findings about the efficiency of the proposed model when trained on larger datasets,
we trained the model on the CHAD dataset. Precisely, we utilized a subset of the CHAD
dataset of videos captured by Cam 1 and Cam 2 to train and evaluate the proposed model.
The new subset comprises 492,671 normal frames for training and 62,879 frames for testing,
totaling 555,550 frames, which is much bigger than the ShanghaiTech and considered an
extra-large dataset. The model achieved an impressive average ROC of 68% for Cam 1 and
Cam 2 combined as a test set.

5.5. Comparative Methods

As demonstrated in Table 7, the proposed method achieved comparable performance
for both the UCSD and Avenue datasets compared to the state-of-the-art (SOTA) approaches.
Notably, the two datasets are characterized by small and medium size, respectively, and
the model was designed to deal with the large datasets. For the Shanghai University
of Science and Technology dataset, there are thirteen distinct complicated contexts and
situations, including dense crowds, varied movement patterns, and unusual occurrences.
Nevertheless, the proposed model showed a 7.3% increase in detection performance over
existing VAD methods on this dataset, which is considered the large-scale benchmark
dataset currently available in the video anomaly detection domain. The proposed method’s
power is demonstrated by its comparison with other recent SOTA methods, such as the spa-
tiotemporal convolutional autoencoder model introduced by Kommanduri and Ghorai [76]
and the transformer memory autoencoder approach used by Wang et al. [77], which yielded
detection superiorities of 8.4% and 9.6% for the Shanghai dataset, respectively. In addition,
it achieved a superior result compared to the recent work in [66] which employed an
attention U-Net based on multi-scale feature extraction with a data augmentation network,
achieving +0.6% for the Avenue dataset, but the authors did not use the Shanghai dataset
in their experiments. As a result, the proposed model made progress towards finding
a high-detection performance solution to the problem of finding abnormalities in large,
diverse, and heterogeneous anomaly datasets. Therefore, this research may contribute to
the development of reliable real-time video anomaly detection systems.

Table 7. Frame-level AUC performance comparison of the proposed framework against state-of-the-art
anomaly detection methods for the UCSD, Avenue, and Shanghai datasets.

Method Model UCSD-Ped2 (%) Avenue (%) ShanghaiTech (%)

Non-Recon.

[78]
Multivariate Gaussian Fully

Convolution Adversarial
Autoencoder (MGFC-AAE)

91.6 84.2 -

[79] FSM-GAN 98.1 80.1 73.5

[80] Two U-Net generators +
discriminator 96.3 85.1 73.0

[19] Memory-guided AE 97.0 88.5 70.5

[81] Spatiotemporal consistency
enhanced network (STCEN) 96.9 86.6 73.8

[75] Attention residual AE 97.4 86.7 73.6

Recon.

[82] Memory-augmented AE 94.1 83.3 71.2

[83] AE + Probability distribution
density estimator 95.4 - 72.5

[84]
Gaussian Mixture Fully

Convolutional Variational
Autoencoder (GMFC-VAE)

92.2 83.4 -

[85] Two-stream clustering Autoencoder 96.5 86.0 73.3

[86] Residual autoencoder 83.0 82.0 -
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Table 7. Cont.

Method Model UCSD-Ped2 (%) Avenue (%) ShanghaiTech (%)

Recon.

[87] Two-stream autoencoder 84.5 80.3 -

[58] Attention-based ConvLSTM
network þ Conv Autoencoder 95.6 - 73.1

[71] AE + DPU + Attention module 97.9 85.9 -

[88] Implicit two-path AE +
normalizing flow 97.3 85.8 74.7

[56] Noise AE + AE + Second-order
channel attention 97.9 86.2 -

[21] Residual AE 95.4 80.9 -

[76] ConvLSTM-AE 97.9 89.8 73.7

[77] Transformer memory + AE 98.1 88.5 72.5

[66]
Multi-scale feature attention
U-Net + weakly supervised

data augmentation
97.9 86.2 -

Ours ViT + STR attention 95.6 86.8 82.1

Table 8 shows a comparison of the introduced framework against the state of the
art. There are few works that employed the CHAD for video anomaly detection because
the CHAD is a recent dataset, for example, Yao et al. [89] evaluated some pose-based
techniques on this dataset. From Table 8, it is obvious that our ViT + STRA framework
outperforms these techniques, taking into consideration that the TSGAD [90], GEPC [91],
and STG-NF [92] techniques were trained on Cam 1 or Cam 2 individually. On the other
hand, our model was trained on a combined set of Cam 1 and Cam 2, which makes it more
complex and presents more challenges for the proposed model to detect anomalies.

Table 8. A comparison of AUC ROCs (%) for different models trained on the CHAD dataset.

Model Cam 1 Cam 2

TSGAD [90] 63.2 60.1
GEPC [91] 63.0 63.0

STG-NF [92] 61.5 56.2
Proposed 1 71.8 64.2

1 Our model was trained on a combined set of Cam 1 and Cam 2.

Based on Tables 4–8, we could conclude that: (1) the proposed model obtains a
higher AUC of 82.1% on the complicated ShanghaiTech; (2) on the UCSD, Avenue, and
ShanghaiTech databases, it produces an AUC performance boost over the baseline
of 1.1%, 0.3%, and 4.6%, respectively; (3) the combination of the various training datasets
demonstrates the efficacy of the proposed method for learning and extracting spatiotem-
poral characteristics and its robustness for identifying anomalies under different condi-
tions and scenarios for very large datasets; (4) the recent video anomaly CHAD dataset
achieved the highest average AUC of 68% on Cam 1 and Cam 2, with a superiority
of +8.6% and +1.2% for Cam 1 and Cam 2, respectively, over SOTA, and (5) the model
demonstrated an outstanding ability to identify abnormal events and objects in videos
compared to SOTA.

5.6. Case Studies with Visualizations

To gain further insight into the effectiveness of the proposed model, Figures 7–11
display the anomaly scores for different videos from the three datasets with some key
normal and abnormal frames, with the anomaly ground truth shaded in pink. Two dif-
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ferent anomaly scores from each of the Ped2 and Avenue datasets are displayed, as the
two datasets represent single-scene videos (taken from a fixed position camera from a
fixed view angle). For the ShanghaiTech dataset, there are thirteen distinct scenarios;
hence, we display three different scenes with two situations for each. In addition, we show
two different videos for each Cam 1 scene and Cam 2 scene from the CHAD dataset. The
proposed approach responds successfully to anomaly event occurrences that are shown by
the rising anomaly scores during the anomaly periods and the falling anomaly scores for
the regular situations.
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Figure 7. Anomaly score curves of two different videos for UCSD-Ped2 dataset: (a) Test 02 (anomaly
type: cyclist); (b) Test 04 (anomaly type: cart and cyclist).

For instance, Figure 7 depicts the anomaly scores for test videos 02 and 04 from the
UCSD-Ped dataset. When the cyclist’s anomalous event, shaded in pink, happened in
Figure 7a, the score increased and remained high until it reached the end of the anomaly
period. Furthermore, Figure 7b shows how the anomaly score rises as soon as the anomaly
object, the cart, enters the picture and stays high for the duration that the anomaly objects,
the cart and the cyclist, remain in the scene. Moreover, Figure 8 displays the anomaly scores
for test clips 05 and 06 from the Avenue dataset. The anomaly score in Figure 8a indicates
that the anomalous event “playing with the bag” is correctly identified. The anomalous
events in test video 06 (throwing bag and wrong direction) may be seen in Figure 8b during
four periods, three of which are very short and represent a guy throwing a bag. Despite
this, the proposed model was able to identify the anomalous times.



Algorithms 2024, 17, 286 22 of 31

Algorithms 2024, 17, x FOR PEER REVIEW 23 of 33 
 

Figure 7. Anomaly score curves of two different videos for UCSD-Ped2 dataset: (a) Test 02 (anomaly 
type: cyclist); (b) Test 04 (anomaly type: cart and cyclist). 

 
(a) 

 
(b) 

Figure 8. Anomaly score curves of two different videos from the CHUCK Avenue dataset: (a) Test 
05 (anomaly type: throwing bag); (b) Test 06 (anomaly type: wrong direction and throwing bag). 

Figures 9–11 represent the anomaly scores for test videos from three distinct scenes 
from the challenging ShanghaiTech dataset. The anomaly scores in the figures demon-
strate how the anomaly events/periods in every video were identified successfully with 
high scores. The presence of the motorcyclist in the scene raised the abnormality score in 
test video 0016 from scene 01, as shown in Figure 9a, which is the same behavior that 
occurred in Figure 9b with the biker’s existence in test video 0177 from the same scene. 
For scene 03, two test video anomaly scores, 0031 and 0032, are shown in Figure 10. The 
first shows a guy who hijacks the bag from his colleague and then starts chasing. In the 
latter, the anomalous event was represented by a person falling to the ground. As seen in 
Figure 10a, the model was able to correctly identify the complex abnormal situation with 
a high anomaly score, in the same manner as for the anomalous period in Figure 10b. In 
Figure 11, which exhibits the anomaly scores with shaded ground truth for videos 0144 
and 0147 from the Shanghai scene 06, the model optimally recognized the unusually mov-
ing car on the sidewalk with extremely high scores, as shown in Figure 11a. On the other 
hand, Figure 11b depicts a cyclist with an umbrella and shows that the anomaly score was 
extremely high when this anomalous event occurred. As a result, the above figures show 

Figure 8. Anomaly score curves of two different videos from the CHUCK Avenue dataset: (a) Test 05
(anomaly type: throwing bag); (b) Test 06 (anomaly type: wrong direction and throwing bag).

Figures 9–11 represent the anomaly scores for test videos from three distinct scenes
from the challenging ShanghaiTech dataset. The anomaly scores in the figures demonstrate
how the anomaly events/periods in every video were identified successfully with high
scores. The presence of the motorcyclist in the scene raised the abnormality score in test
video 0016 from scene 01, as shown in Figure 9a, which is the same behavior that occurred
in Figure 9b with the biker’s existence in test video 0177 from the same scene. For scene 03,
two test video anomaly scores, 0031 and 0032, are shown in Figure 10. The first shows a guy
who hijacks the bag from his colleague and then starts chasing. In the latter, the anomalous
event was represented by a person falling to the ground. As seen in Figure 10a, the model
was able to correctly identify the complex abnormal situation with a high anomaly score,
in the same manner as for the anomalous period in Figure 10b. In Figure 11, which exhibits
the anomaly scores with shaded ground truth for videos 0144 and 0147 from the Shanghai
scene 06, the model optimally recognized the unusually moving car on the sidewalk with
extremely high scores, as shown in Figure 11a. On the other hand, Figure 11b depicts a
cyclist with an umbrella and shows that the anomaly score was extremely high when this
anomalous event occurred. As a result, the above figures show that the model performed
exceptionally well in detecting distinct anomalous events and objects in the three different
datasets. It demonstrated its efficacy in differentiating between normal and abnormal
events in videos by producing high anomaly scores for anomalous intervals and low scores
for normal ones.
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Figure 10. Anomaly score curves of two different videos for Scene 03 of Shanghai dataset:
(a) Test03_0031 (anomaly type: robbing and chasing); (b) Test03_0032 (anomaly type: falling).
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Figure 11. Anomaly score curves of two different videos for Scene 06 of Shanghai dataset: (a) Test06_0144
(car in pedestrian walkway); (b) Test06_0147 (biker with the umbrella in pedestrian walkway).

The anomaly scores for four test videos with two scenarios from the CHAD dataset
are displayed in Figures 12 and 13. The figures depict that the proposed model was able to
identify different abnormal events with high score values. The abnormal event of “biking”
from the Test 1_066_1 video of the CHAD-Cam 1 scenario is represented in Figure 12a, which
shows that the abnormal event was successfully recognized. The “falling” and “running”
events from the Test 1_084_1 movie of the same situation, as seen in Figure 12b, were also
recognized with strong anomaly scores in the same way. For Test 2_077_1 from CHAD-Cam
2, two people appeared to fight, “one is strangling the other”, then they chased, and the
model was able to detect the whole complicated event, as shown in Figure 13a. A runner
who appeared in Figure 13b, from the Test 2_095_1 video, was identified correctly with high
anomaly scores, even though it appears as a small object, far from the camera position, and
intertwined with objects in the scene background.
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(anomaly type: strangling and chasing); (b) Test 2_095_1 (anomaly type: running).

On the other hand, it was found that some ShanghaiTech test videos contain badly
annotated frames (minor falsely annotated frames), such as frames No. 151, 157, and 162 in
video 06_0144, frame No. 184 in video 06_0147, and frame No. 72 in video 06_0150. In
addition to frame No. 161 in video 03_0033 and frame No. 202 in video 02_0164, falsely
annotated frames were excluded from the test. Accordingly, these videos need to be revised
by the dataset authors.
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It is worth noting that the introduced approach does not perform optimally on all
three datasets for the following reasons: the three datasets differ significantly in terms
of shooting situations, colors, and perspectives, making it challenging for a system to
produce comparable results across all datasets. Moreover, ViTs do not have CNNs’ inher-
ent inductive biases, and they frequently need a massive amount of data to be trained
efficiently. However, they can outperform CNNs when they are trained, particularly on
large-scale datasets. The proposed ViT + STRA-attention model proved this point when
mixed combinations of the datasets were used as the detection accuracy improved de-
spite the diverse natures of the three datasets, which include various illumination and
environmental conditions, various view angles, different scenes with different quality
and resolutions, and the large number and diversity of anomalous events and objects in
the datasets. Moreover, CNNs use convolutional layers, assuming the spatial hierarchies
and localizations in images. This strong inductive bias allows CNNs to learn well from
very limited datasets by using the intrinsic structure of visual data. In contrast, ViTs use
self-attention processes to identify associations between patches in pictures by treating
them as a succession of patches. Because it makes no assumptions about the intrinsic
order or locality among the patches, this method has less inductive bias concerning the
spatial structure of images. This gives ViTs great flexibility and not only enables them
to extract intricate relationships, but also implies that for them to learn these patterns
efficiently, more data are needed. This reduced inductive bias might cause underfitting
for the smaller training datasets, whereby the ViT might not pick up enough information
about the relevant characteristics of the pictures to operate effectively on unobserved data.
In addition, we believe that the proposed model is more sophisticated and thus able to
perform on small datasets such as the UCSD-Ped2, since it consists of low-quality grey
frames, however, it achieved promising results of 95.6%. On the other hand, a better
performance was obtained with the much larger Avenue dataset, making it superior to the
Shanghai dataset which is considered the largest dataset available for VAD. Additionally,
VIT + STR attention enhances the detection of larger datasets (i.e., Shanghai and Avenue)
compared to the baseline model for the different combinations of the datasets, as shown in
Table 6. We call the combined versions ‘very large datasets’. In addition, it outperforms the
SOTA techniques for the Cam 1 and Cam 2 data from the largest CHAD dataset with AUC
scores of 71.8% and 64.2%, respectively. This shows the ability of the proposed model to
extract robust, effective, and complex features and successfully identify anomalies with
high scores from extremely diverse videos captured from different environments, with
different qualities, and in different conditions that contain a wide range of various anomaly
events and types.

However, we think that by taking into account the following issues and constraints,
our framework might be improved in the future:

1. We could benefit from the recent memory-augmented neural networks (MANNs)
to improve the suggested approach. MANNs are networks that preserve a larger
collection of representations throughout time by selectively storing and updating
only the relevant information. Hence, these networks may be augmented in our
model to improve its capacity to recognize more subtle and complicated patterns.
Memory networks have efficient scaling abilities and adaptability to various scenarios
and circumstances. Further, this could lead to high-accuracy anomaly detection for
larger datasets, which is our focus in this research, and enhance anomaly detection
in videos for real-time systems. As in real-world applications, the characteristics of
anomalies could vary over time; hence, scaling capacity and adaptability are essential.
Consequently, normal and abnormal behaviors may be distinguished more precisely;

2. It is important to note that the thorough results of each threshold are the basis for the
proposed model’s performance evaluation. Nevertheless, only the optimal threshold
may be chosen for real-world use. A dynamic threshold-based anomaly detection
technique was presented by Jia et al. [93], which offers an alternative viewpoint on
how to improve our approach;
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3. Since not every frame in a video is worth detecting, frame summarization may also
improve. More video data can be analyzed simultaneously and processing power can
be conserved if the frames that are more likely to be abnormal can be identified. The
literature [94,95] motivated our investigation into future work.

6. Conclusions

The proposed framework leverages a novel integration of vision transformers with the
spatiotemporal relationship attention technique to address the challenges of video anomaly
detection in surveillance systems. In addition, this work applied a novel training strategy
by combining different benchmark datasets to prove its robustness in dealing with large
and distinct data. By utilizing the advantages of ViTs for capturing global context and the
dynamic processing of STR attention for analyzing motions and interactions within frames,
the unsupervised method produces a high-performance model suitable for large-scale
and heterogeneous environments. This improvement illustrates the appropriateness of
our technique for real-world scenarios, where diverse environmental conditions and data
qualities often challenge existing systems. Our experiments show that our model not
only performs superiorly to state-of-the-art anomaly detection techniques, but it also
effectively adapts to the intricate variability of surveillance video data. Future research
will examine how to scale this approach and improve the feature extraction capabilities
using different ViTs, if we access more powerful resources, to handle even more complex
and varied datasets, such as the whole 1.15 million frame CHAD dataset. Moreover,
the memory mechanism could be incorporated to increase the capacity of the model for
feature acquisition. Additionally, further adjustments and optimizations could improve the
framework’s application, potentially setting a new standard for automated surveillance
systems and making them more reliable, efficient, and capable of handling the intricacies
of real-world anomalies.
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