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Abstract: Unsupervised learning is a type of machine learning that learns from data without human
supervision. Unsupervised feature selection (UFS) is crucial in data analytics, which plays a vital role
in enhancing the quality of results and reducing computational complexity in huge feature spaces.
The UFS problem has been addressed in several research efforts. Recent studies have witnessed
a surge in innovative techniques like nature-inspired algorithms for clustering and UFS problems.
However, very few studies consider the UFS problem as a multi-objective problem to find the optimal
trade-off between the number of selected features and model accuracy. This paper proposes a multi-
objective symbiotic organism search algorithm for unsupervised feature selection (SOSUFS) and
a symbiotic organism search-based clustering (SOSC) algorithm to generate the optimal feature
subset for more accurate clustering. The efficiency and robustness of the proposed algorithm are
investigated on benchmark datasets. The SOSUFS method, combined with SOSC, demonstrated
the highest f-measure, whereas the KHCluster method resulted in the lowest f-measure. SOSFS
effectively reduced the number of features by more than half. The proposed symbiotic organisms
search-based optimal unsupervised feature-selection (SOSUFS) method, along with search-based
optimal clustering (SOSC), was identified as the top-performing clustering approach. Following this,
the SOSUFS method demonstrated strong performance. In summary, this empirical study indicates
that the proposed algorithm significantly surpasses state-of-the-art algorithms in both efficiency and
effectiveness. Unsupervised learning in artificial intelligence involves machine-learning techniques
that learn from data without human supervision. Unlike supervised learning, unsupervised machine-
learning models work with unlabeled data to uncover patterns and insights independently, without
explicit guidance or instruction.

Keywords: unsupervised learning; symbiotic organisms search algorithm; clustering; unsupervised
feature selection; multi-objective

1. Introduction

In the ever-expanding landscape of data-driven applications, unsupervised learning
techniques play a pivotal role in extracting meaningful patterns from raw data. Clustering,
as one of the fundamental tasks in unsupervised learning, seeks to group similar data points
together while maintaining separation between distinct clusters [1]. Several research works
have been carried out, and various clustering approaches have been proposed, including
kernel methods such as support vector machine (SVM) [2], self-organizing maps (SOM) [3],
and k-means clustering [4]. However, achieving optimal clustering results remains a
challenging endeavor due to various factors such as noisy features, high dimensionality,
and the need for robust initialization.
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Unsupervised feature selection (UFS), on the other hand, aims to identify the most
relevant subset of features from the original feature space [5]. By selecting informative
features, computational complexity would be reduced, and the quality of clustering results
could also be enhanced. Based on evaluation criteria, the current unsupervised feature-
selection studies can also be categorized into two primary groups: wrapper and filter-based
studies [6]. The evaluation criterion for wrapper-based techniques is the chosen features’
classification performance. On the other hand, the assessment criterion in filter techniques
remains unaffected by the machine-learning technology. The filter approaches employ a va-
riety of metrics, including distance measurements [7], consistency measures [8], correlation
measures [9], and information theory-based measures [10]. Wrapper methods generally
outperform filter methods because they evaluate the performance of the unsupervised
selected features on a classification algorithm, even though filter methods are usually less
computationally expensive [11]. However, these selection techniques continue to face
issues with high computational time and convergence to local optima [12]. In addition,
traditional unsupervised feature-selection methods often operate independently of the
clustering algorithm, overlooking the inherent synergy between feature selection and the
clustering process [13]. Metaheuristic techniques have been frequently adopted recently
due to their robust global-search capabilities, which help overcome these shortcomings,
especially when the number of features increases. Some of these classic metaheuristic algo-
rithms, most widely applied to the unsupervised feature-selection and clustering problems,
include the genetic algorithm (GA) [14–16], particle swarm optimization (PSO) [17–19], and
harmony search algorithms, among others [20,21].

The SOS technique, first introduced by [22], is a stochastic metaheuristic approach us-
ing randomization to determine a collection of solutions. Based on the interactions between
species in an ecosystem, the SOS algorithm was designed with a faster convergence time
and greater robustness than these classic metaheuristic algorithms [23]. When compared to
other population-based metaheuristic algorithms that searched for near-optimal solutions
by training a set of candidate solutions using population characteristics to iteratively guide
the searching, like the ant colony optimization (ACO) algorithm, the SOS algorithm is
better for three key reasons. One benefit of the mutualism and commensalism stages of the
SOS algorithm is that it concentrates on creating new creatures, which makes it possible
for the algorithm to find a variety of solutions. It follows that the algorithm becomes more
adept at exploring. For a second reason, the parasitism phase makes the algorithm more
exploitation-capable by keeping it from being stuck in local optima. The final benefit is
that there are just two general parameters for the SOS algorithm: the maximum number
of iterations and the population size. Because of all these benefits, the SOS algorithm is
widely used and has been modified to address a variety of optimization issues across a
number of industries. Recently, to enhance its performance, modified [24] and hybrid [25]
versions of the SOS algorithm have been developed as an alternative to the initial SOS
algorithm proposed by [22]. Ref. [20] addressed the supervised feature-selection issue for
19 datasets from the UCI repository using the binary version of the SOS algorithm. The
results indicated that, for the majority of datasets, the binary SOS algorithm may achieve
a high classification accuracy with the fewest characteristics. The SOS algorithm has also
been used to solve multi-objective problems in optimization. A multi-objective symbiotic
organism search technique based on the weighted-sum method was proposed by [26] as a
supervised learning method for economic/emission dispatch problems in power systems.
The proposed method has been found to outperform other optimization algorithms such as
the genetic algorithm (GA), differential evolution (DE), particle swarm optimization (PSO),
the bees algorithm (BA), the mine blast algorithm (MBA), ant colony optimization (ACO),
and cuckoo search (CS).

The application of SOS algorithms has since increased, particularly in the engineering
field [27]. Though unsupervised learning has the capability to improve computational
efficiency and retrieval recall, very few studies has been carried out in the literature
specifically addressing unsupervised learning problems such as feature selection and clus-
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tering [27,28]. Previous studies concentrated on identifying optimal feature selection for
brain–computer interfaces [26] and satellite image classification issues [29]. Within the litera-
ture, Refs. [30,31] explored text clustering and feature selection utilizing the SOS method. In
their empirical research, Ref. [32] addressed text classification problems, and [31] proposed
an SOS-based approach for feature extraction issues. Though the literature provides a larger
proportion of works on single-objective approaches than on multi-objective optimization
methods, it is observed that multi-objective optimization methods for FS problems based on
metaheuristics techniques are not sufficiently examined [11]. Non-dominated sorting GA II
(NSGA-II) or its variants form the basis of the majority of multi-objective techniques [33–36].
Other evolutionary computation (EC) approaches used in multi-objective feature selection
include DE [37], ACO [38], and PSO [39]. According to the results of all these studies,
multi-objective optimization algorithms outperform single-objective techniques in terms
of both the quantity of features needed for supervised learning and classification perfor-
mance. However, the existing literature has predominantly focused on datasets of modest
to intermediate scale, indicating that the multi-objective feature-selection problem remains
an unexplored field of study for unsupervised learning, much like high-dimensional data
clustering. In addition, given that multi-objective evolutionary computation algorithms
used for the FS problem are based on conventional algorithms like ACO, PSO, and GA,
which typically have significant drawbacks such as slow convergence rate, high computa-
tional complexity, and trapping into local optima, there is also a need to investigate a novel
multi-objective algorithm’s capability to handle the feature-selection problems [33,40].

Although feature selection has been studied extensively, the literature review indi-
cates that multi-objective unsupervised learning for two problems—unsupervised feature
selection and clustering—has received relatively less attention. Furthermore, existing
multi-objective research faces many of the aforementioned issues and has not addressed
large-scale datasets such as TDT TREC data. This study proposes a multi-objective algo-
rithm with a wrapper-based approach for data clustering, taking into account the short-
comings of the existing literature and the benefits of the SOS method. To the best of our
knowledge, this study is the first to employ a multi-objective SOS algorithm to find the
best possible unsupervised feature combination that maximizes clustering performance
while decreasing the total number of selected features for a given set of data. To show the
suggested method’s robustness and dependability, it is evaluated using popular datasets
from benchmark datasets. The results obtained are compared with the current approaches
for both datasets, and the contribution related to the solution quality is given. The results
of the study demonstrated that the proposed method performed better in terms of its ca-
pacity to provide acceptable outcomes, which included both an improvement in clustering
performance and a reduction in the number of selected features. The robustness of this
method is demonstrated by the better results it yields for both datasets. This work also
examines and applies many SOS algorithm variants. The findings of these algorithms are
compared with one another, and their benefits and drawbacks are identified.

The rest of the paper is organized as follows: Section 2 presents a review of related
works, covering the background of the SOS algorithm, global-search unsupervised feature-
selection algorithms based on SOS methods, and the clustering algorithm utilizing SOS
algorithms. Section 3 outlines the proposed methods for this study. Sections 4 and 5 detail
the experimental settings and results, respectively. Finally, the conclusion of the work is
provided in Section 6.

2. Review of Related Works

This section includes the background of the SOS algorithm, global-search unsupervised
feature-selection algorithms based on SOS methods, and clustering algorithms utilizing
SOS approaches
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2.1. Background of the SOS Algorithm

In this section, we introduce the original SOS algorithm, which is inspired by the three
coexistence relations of mutualism, commensalism, and parasitism among organisms in
the ecosystem. What follows explains these three phases of the SOS algorithm in detail.

2.1.1. Mutualism Phase

In this phase, interactions between two organisms, Xi and Xj, happen at random. Note
that Xi and Xj, are two different organisms (where Xi ̸= Xj). A mutual advantageous
relationship between the two entities is formed by these interactions. Improved reciprocal
survival rates of the two entities in the ecosystem are the goal of the correlation between Xi
and Xj. By using Equations (1) and (2), the potential solutions Xinew and Xjnew, respectively,
are obtained.

Xinew = Xi + rand(0, 1)× (Xbest − Xmutual× BF1) (1)

Xjnew = Xj + rand(0, 1)× (Xbest − Xmutual × BF2) (2)

where Xmutual is represented in Equation (3).

Xmutual =
Xi + Xj

2
(3)

BF1 = 1 + round(rand(0, 1)) (4)

BF2 = 1 + round(rand(0, 1)) (5)

Within the range of 0 to 1, the rand(0, 1) function produces a vector of random numbers
with a uniform distribution. According to [41], the organism designated as Xbest exhibits
the highest fitness function values in relation to their environmental adaptation. The
term ‘Xmutual’, on the other hand, suggests that the two species exhibit mutualistic traits
that promote their mutual survival. Equations (4) and (5) specify the random selection
procedure used to determine the values of the benefit factors BF1 and BF2. Those parameters
show the degree of benefit resulting from interacting with each organism. Subsequently, the
newly computed value of the fitness function is expressed as f(Xinew) and f

(
Xjnew

)
. These

values show better performance than the previous fitness functions, f(Xi) and f(Xj) [42].
Therefore, Equations (1) and (2) can be further transformed as follows:

Xinew = Xi + rand(0, 1)× (Xbest − Xmutual × BF1)if f(Xinew) > f(Xi) (6)

Xjnew = Xj + rand(0, 1)× (Xbest − Xmutual× BF2)if f
(
Xjnew

)
> f

(
Xj
)

(7)

2.1.2. Commensalism Phase

In the commensalism phase, two organisms, Xi and Xj, are randomly chosen from the
ecosystem, and the organism Xi is updated according to Equation (8) [43].

Xinew = Xi + rand(−1, 1) ∗
(
Xbest − Xj

)
, if f(Xinew) > f(Xi) (8)

A vector with randomly distributed values, which are evenly spaced over the range
of −1 to 1, is produced by the rand(−1, 1) function. If organism Xinew shows a superior
fitness value, it may replace organism Xi. (Xbest − Xj) refers to the benefits that Xi gains
with respect to Xj. In addition, there is no new solution for Xj, since Xj gains nothing
from the interaction. In this phase, solution Xj serves to update Xi which is contrary to the
mutualism phase, and therefore, the vector Xinew is updated according to Equation (8).

2.1.3. Parasitism Phase

In a symbiotic relationship where one species exclusively benefits at the expense of
another, parasitism is exemplified by the interaction between humans, the Anopheles
mosquito, and the Plasmodium parasite. The Anopheles mosquito, acting as a vector
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for the parasite, remains unaffected, while the human host experiences negative effects.
According to [42], the Plasmodium parasite reproduces within the human body. There-
fore, in the solution search space, organism Xi generates an artificial vector Xparasite to
mimic the parasitic behaviors previously reported for the Anopheles mosquito. This is
accomplished by modifying organism Xi’s randomly selected dimension through a process
of adjustment [42]. Following that, an organism called Xj is randomly selected from the
environment to serve as the host for the parasite Xparasite. The Xparasite will then try to
replace Xj within the ecosystem. If Xparasite proves to be more fit than Xj, Xj will be replaced
with Xparasite. This implies that Xj develops immunity to Xparasite, which ultimately causes
Xparasite to become extinct in the environment. This can be expressed as follows:

Xparasite = rand(0, 1)× (UB − LB) + LB (9)

where the two boundary points that require addressing are denoted by LB (lower bound)
and UB (upper bound). The majority of improvements to the traditional SOS algorithm have
been achieved by the alterations to either the commensalism phase, the mutualism phase, or
a combination of the two approaches. The addition of a fourth phase to the existing phases
occurs only in exceptional and rare situations. This work presents a thorough analysis of
several recent advances and hybridization approaches used in SOS algorithms, as reported
in the previous studies.

2.2. Global-Search Unsupervised Feature-Selection Algorithms Based on SOS Methods

In the context of data mining and machine learning, unsupervised feature-selection
methods have attracted a number of research interests as a result of their capability to
identify and select relevant features without relying on class-label information. Feature
selection aims to identify the relevant characteristics and remove the irrelevant features
from the dataset in order to achieve benefits such as a decrease in the dimensionality
of the data, an improvement in the performance of classification methods, and helps in
the learning process [26]. However, it is noteworthy that there are two types of feature
extraction approaches: wrapper-/coating-based and filter-based methods [21]. Coating-
based methods use classification algorithms as a criterion for selecting the best possible
solutions. Conversely, filter-based methods show a reasonable level of computing efficiency
and are not dependent on any particular algorithm.

Researchers argue that since coating-based systems incorporate classification algo-
rithms in the evaluation criteria, they perform better than filter-based methods [44,45]. In
light of this background, the authors [21] offer different wrapper-based binary techniques
that use the SOS method to solve feature-selection issues. BSOSST was first utilized, while
BSOSVT was used as the second model. The binary SOS (BSOS) is developed using these
two coating-based approaches. In the third method, EEBCSOS demonstrated its efficacy
and exploratory capabilities. In order to address the problem of feature selection, Ref. [46]
presented a novel technique called the improved binary symbiotic organism search (IB-
SOS), which makes use of the wrapper method. To preserve the delicate balance between
exploration and exploitation, the authors also included the same biological symbiosis
approaches that are used in the continuous SOS method in the proposed IBSOS technique.
The NSMOSOS algorithm, a wrapper-based multi-objective algorithm, was introduced
by [26] to generate the ideal feature subset. The study evaluated a brain–computer interface
(BCI) system’s effectiveness and robustness for motor-imaging feature selection across
two datasets, achieving the highest accuracy results for both. In a recent study, Ref. [31]
introduced an innovative feature-selection technique to extract the most relevant features
from extensive input data, using the BSOS metaheuristic to enhance email spam detection.
Research by [20] demonstrated that the BSOS algorithm could identify the minimal set of
features across various datasets while maintaining high classification accuracy. However,
the Bayesian structural optimization method (BSOS) has limitations with low-dimensional
datasets and reduced sensitivity in high-dimensional datasets. Additionally, Ref. [47] pro-
posed a new feature-selection approach employing the SOS method to enhance the accuracy
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and effectiveness of sleep staging by using physiological data to classify sleep stages. To
cope with high-dimensional feature-selection problems, parallel multi-objective optimiza-
tion approaches were also proposed by [48]. The proposed multi-objective evolutionary
alternative (MOEA) approaches were implemented on EEG signals for brain–computer
interface (BCI) benchmarks, which show the superior results in terms of hypervolume
and speedup.

When comparing performance, wrapper methods generally surpass filter methods.
However, for high-dimensional datasets like microarray datasets, where sample sizes are
smaller than the feature dimensions, the wrapper method can become computationally
intensive. To address this, researchers have developed hybrid strategies that integrate
both wrapper and filter techniques [48,49]. The authors tested five distinct discrete SOS
algorithms [48]. These techniques aim to improve classification accuracy by optimizing
the neighborhood sizes of the k-nearest neighbor method and feature subsets through a
two-step process. First, a large number of features are removed using a filter approach.
Subsequently, a wrapper approach is applied to select the best subset among the other
features that remains. Different approaches to SOS and feature selection are compiled in
Table 1.

Table 1. A list of the various feature-selection techniques and SOS algorithms.

S/N SOS Variations Feature-Selection
Approaches References Supervised or

Unsupervised Learning

1 Modified SOS Wrapped based [20] Unsupervised learning

2 Hybrid method Wrapper/coating-based [21] Unsupervised learning

3 Multi-objective SOS Wrapper based [26] Unsupervised learning

4 Modified SOS Wrapper based [31] Unsupervised learning

5 Improved SOS Wrapper based [46] Supervised learning

6 Modified SOS Filter based [47] Unsupervised learning

7 MOEA Wrapper based [48] Unsupervised learning

8
Five distinct SOS algorithms
that combine modified and

hybridized techniques
Wrapper based [49] Supervised learning

9 Hybrid approach Filter and wrapper-based [50] Supervised learning

10 Hybrid method - [51] Unsupervised learning

11 Hybrid method [52] Supervised learning

2.3. Clustering Algorithms Based on SOS Methods

According to [26,49,53], SOS algorithms have been widely used for classification
problems but not yet evaluated for the unsupervised feature-selection and clustering
problems. An unsupervised technique for analyzing data referred to as clustering is
used to find sets of objects that are homogeneous based on the values of their properties.
Clustering can be divided into two primary categories: partitional clustering methods and
hierarchical clustering methods. The recurrent hierarchical grouping of data objects is an
essential component of the hierarchical clustering technique. In addition, a single partition
of a dataset is created using the partitional clustering technique to find the underlying
categories in the data. This method is non-hierarchical and is based on the application of a
predetermined objective function. k-means is an example of this.

In an effort to further solve problems associated with automatic data clustering, an
automatic k-means clustering-based SOS (CSOS) was proposed by [54]. By integrating
the global and local search strategies in a sub-ecosystem built on the automated k-means
clustering technique, the CSOS algorithm essentially performs a hybrid search approach.
Mutualism and commensalism are the two distinct phases that are covered by the local
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search. Furthermore, in CSOS global search, this is referred to as the parasitism phase,
in which only the best solution within a cluster can communicate with the best solutions
in other clusters. Additionally, a data categorization methodology combining an SOS
algorithm and a regularized extreme learning machine was developed by [55]. The newly
developed algorithm, SOS-RELM, consists of two separate SVM phases: backpropagation
and least-squares support vector machines. As a result, the SOS method is both an effective
and efficient optimization approach. In the second phase, it optimizes the regularization
parameters, invisible biases, and input weights. Moreover, [49] presented DSOS algorithms
in a different study for the optimization of neighborhood size and feature subsets as
supervised learning.

Furthermore, [53] presented a method for automatic data clustering that makes use
of the SOS algorithm. In this article, we have discussed the ease of trapping in a local
optimum and the strong dependence of the k-means clustering algorithm on the beginning
solution. To create clusters, the SOS framework used an automated k-means clustering
algorithm. The most effective solutions interact with one another within each cluster,
combining local and global search techniques [56]. However, such an approach leads to a
rise in computational cost.

Similarly, by including a multi-agent system (MAS) and self-adaptive benefit factors in
the SOS algorithm, [57] created a multi-agent SOS (MASOS) to enhance the performance of
the original SOS algorithm. Using this method, every organism acts as an agent interacting
locally to choose the best course of action. When an agent chooses another agent from its
immediate area, the SOS algorithm would execute in three separate steps. Despite that,
there was a lot of computational complexity in the proposed task. The adopted clustering
approaches that were described are listed in Table 2.

Table 2. The clustering approach adopted.

Authors Adopted Clustering Approach

[54] The number of clusters that form at the beginning is half of the ecosize, which is
divided into smaller ecologies. Subsequently, CSOS optimization is then applied.

[58] Enhancing the BDI and BIC through the optimization process.

[56]
The CVI functions as the objective function in the optimization problems of the
Davies–Boulding index and the compact separated index, both of which must

be minimized.

[53] To optimize the clustering problem, the SOS algorithm randomly initializes the
cluster within the ecosystem.

[59] The benefit factors are found by a non-linear method, and their weights are used to
effectively explore and exploit the search region.

[60] The number of initial clusters is determined by the eco-size, which is the number of
sub-ecosystems that the self-organizing system (SOS) forms and then optimizes.

3. Proposed Method

Unsupervised feature selection plays a crucial role in mitigating the curse of dimen-
sionality, particularly in tasks like document clustering where high-dimensional text data
are involved. The role of feature selections is multifaceted. They serve purposes such as en-
hancing performance (e.g., accuracy), aiding data visualization, simplifying model selection,
and minimizing dimensionality by eliminating noise and unnecessary attributes [61,62].

In this study, a symbiotic organism search algorithm (SOS) was developed to solve
numerical optimization over a continuous search space. The proposed SOS algorithm,
like other population-based methods, iteratively employs a population of candidate so-
lutions within the search space to find the optimal global solution. SOS starts with an
initial population (referred to as the ecosystem), where organisms are randomly generated.
Each organism represents a candidate solution, and its associated fitness value reflects
its adaptation to the desired objective. This approach models the ecological interaction
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between two organisms in the ecosystem to control the production of new solutions. The
three phases, including parasitism, commensalism, and mutualism, which resemble the
real-world biological interaction framework, are shown.

The nature of interactions determines the primary principle for each phase. In the
mutualism phase, interactions benefit both sides. In the commensalism phase, one side
benefits without affecting the other. In the parasitism phase, one side benefits while actively
harming the other. Throughout all stages, interactions between the organisms are random
and continue until the termination conditions are met. The SOS algorithm processes are
described in full in the following algorithm, and further information about the three phases
as provided in the next section include

Initialization
REPEAT

1. Mutualism phase.
2. Commensalism phase.
3. Parasitism phase.

UNTIL (the termination criterion is met).

3.1. Mutualism Phase

An illustrative example of mutualism, which benefits both participating organisms,
is the symbiotic relationship between bees and flowers. Bees actively fly among flowers,
collecting nectar that they transform into honey—a process beneficial to the bees themselves.
Simultaneously, this activity also benefits the flowers, as bees inadvertently distribute
pollen during their foraging, facilitating pollination. In the context of the SOS phase, this
mutualistic interaction serves as a model.

In SOS, Xi is an organism matched to the ith member of the ecosystem. Another
organism Xj is then selected randomly from the ecosystem to interact with Xi. Both organ-
isms engage in a mutualistic relationship to increase the mutual survival advantage in the
ecosystem. New candidate solutions for Xi and Xj are calculated based on the mutualistic
symbiosis between organism Xi and Xj, which is modeled in Equations (10) and (11).

Xinew = Xi + rand(0, 1)× (Xbest-mutual vector × BF1 ), (10)

Xjnew = Xi + rand(0, 1)× (Xbest-mutual vector × BF2), (11)

Mutual Vector =
Xi + Xj

2
(12)

rand(0,1) in Equations (10) and (11) is a vector of random numbers.
What follows explains the function of BF1 and BF2. In the natural world, certain

mutualistic connections may benefit one organism more than another. In another context,
interactions with organism B may be extremely advantageous for organism A. When
interacting with organism A, organism B may only receive minimal or insignificant benefits.
In this case, benefit factors (BF1 and BF2) are arbitrarily assigned to 1 or 2. These variables
indicate the extent to which each organism benefits from the contact—that is, whether one
organism gains all or some benefit from it.

The relationship feature between organisms Xi and Xj is represented by a vector
named ‘Mutual_Vector’, as shown in Equation (12). The mutualistic effort to accomplish
their objective of enhancing survival advantage is reflected in the (Xbest-Mutual Vector
× BF1) component of the equation. Moreover, all species are compelled to increase their
degree of adaptation to their ecosystem, based on Darwin’s theory of evolution, which
states that ‘only the fittest organisms will prevail’. Some of them enhance their adaption to
survival by forming symbiotic relationships with other organisms. Since Xbest represents
the maximum level of adaptation, it is required in this scenario. Consequently, we model
the highest degree of adaptation as the objective point for the fitness increment of both
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organisms using (Xbest/global solution). In the end, organisms are only updated if their
current fitness exceeds their fitness before the interaction.

3.2. Commensalism Phase

A common example of the interaction between remora fish and sharks can be used to
define commensalism. In such a scenario, the remora gains the advantage when it clings to
the shark and consumes its remaining food. The behaviors of remora fish do not affect the
shark, and their relationship offers very little benefit to it.

As in the mutualism phase, an organism denoted Xj is chosen at random from the
environment to engage in interactions with Xi. In this situation, organism Xi makes an
effort to gain something from the exchange. However, the relationship does not benefit
or harm organism Xj itself. The commensal symbiosis between organisms Xi and Xj,
which is described in Equation (13), is used to determine the new candidate solution of Xi.
By the rules, organism Xi is modified only if its current fitness exceeds its fitness before
the interaction.

Xinew = Xi + rand(−1, 1)× Xbest − Xj (13)

The portion of the equation denoted by (Xbest − Xj) reflects a positive advantage that
Xj offers by helping Xi maximize its survival advantage within ecosystems in the current
organism (represented by Xbest).

3.3. Parasitism Phase

The Plasmodium parasite, which spreads between human hosts using its connection
with the Anopheles mosquito, is a good example of parasitism. Whereas the parasites
grow and replicate in the human body, their human host may suffer malaria and die as
a result. By creating a synthetic parasite known as ‘Parasite Vector’, SOS gives organism
Xi a function like that of the Anopheles mosquito. Using a random value to adjust the
randomly chosen dimensions, organism Xi is duplicated in the search space to form a
parasite vector. The host for the parasite vector is an organism denoted by Xj, which is
chosen at random from the ecosystem. Xj is being replaced by the parasite vector in the
ecosystem. Consequently, the fitness of both organisms is determined.

If the parasite vector has higher fitness values than organism Xj, it will be eliminated
and its place in the ecosystem will be taken over. In other words, if the fitness value of Xj is
higher, the parasite will not be able to survive in that ecosystem since Xj will be resistant
to it.

3.4. Development of Initial Features

The values of selected features appear to be organized as an array. In optimization
terminology, particle position corresponds to this array in particle swarm optimization
(PSO), while genetic algorithms refer to it as a ‘Chromosome’. As a result, the proposed
approach labels each individual feature as a ‘Raindrop’ feature. In the problem selection
of Nvar dimensional features, a raindrop represents an array of 1 × Nvar. Such an array is
explained as follows:

Feature of symbiotic = [X1, X2, X3. . . XN] (14)

At the beginning of the feature selection, a candidate representative of a matrix of size
raindrops Npop × Nvar is created (i.e., features raindrops). Then, the matrix X is randomly
created and provided as follows (columns and rows are the quantity of the variable of
design and the quantity of unsupervised feature selections):
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Feature Ecosystem =


eco1
eco2
eco3

...
ecoNeco_size

 (15)

 x1
1x1

2x1
3 · · · x1

Nfeature
...

. . .
...

xNeco_size
1 xNeco_size

2 xNeco_size
3 · · · xNeco_size

Nfeature


Every value of the decision variable (X1, X2, X3. . . XNvar) can be described as the

following numbers (0 or 1), where Nvars and Npop are the number of design variables
and the number of raindrops (preliminary unsupervised features selection), respectively.
Moreover, Npop raindrops are generated, and subsequently, the raindrop cost is obtained by
the assessment of the function of cost (Cost) as follows.

Costi = f
(

xi
1, xi

2, . . . xi
Nfeature

)
i = 1, 2, 3, . . ., Neco_size. (16)

3.5. Cost of Solutions

As previously established, each row in eco is associated with many features in the
document. In the context of eco a row’s set of features is represented is denoted by
f = ( f1, f2. . . fk). The objective for each row in eco is to assess the mean absolute difference
(MAD), as detailed in [61]. MAD is used to determine the most relevant features for text
classification by correlating the scores with the importance of each feature. The aim is to
assign scores that accurately reflect the significance of each feature. One way to obtain such
a score is to take the difference between the mean values and the sample. It can be depicted
as per the following equation:

MADi =
1
ni

∑n
j=1

∣∣Xij − Xi
∣∣ (17)

where Xij is the value of feature i in accordance with the document j and Xi is the mean of
the feature i, which is computed according to the equation as follows:

Xi =

(
1
n

)
∑n

j=1 Xij (18)

Every element in the solution indicates the cluster number as C = (c1, c2. . .ck), and
the computation of each solution in eco corresponds to a document cluster. The set of K
centroids that correspond to a row in eco is represented by the C. The centroid of the kth
cluster can be calculated as follows: ck = (ck1. . .,).

ckj=
∑n

i=1 akidij

∑n
i=1 aki

(19)

The goal is to verify that by minimizing distances within and between clusters, cluster
centroids optimize similarity both within and between clusters. The row corresponds to the
average distance of documents from the cluster centroid and the associated fitness value.
Following this, a suitable solution is derived based on this information. The condition is
commonly known as attention deficit disorder with hyperactivity (ADDC).

Cosi =

[
∑K

i=1
1
ni ∑

n
j=1 D(Ccent, dj)

]
/K (20)

The cosine similarity is denoted by the D (.,.), where dij is the jth document in cluster
i, K represents the number of clusters, and ni is the number of documents contained in
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cluster i (e.g., (ni = ∑n
j=1 aij)). If the cost value of the locally optimized vector is higher than

that of the eco solutions, the newly solution generated can be replaced within a row in eco.

4. Experimental Settings
4.1. Parameter Setting of Symbiotic Organisms Search as Unsupervised Feature Selection

This section examines how the solutions of the algorithms evolved over generations
under various configurations of just one important parameter. This is eco, where eco is the
organism count (the initial feature population). In this case, this section clarifies the effects
of changing certain parameters and specifically looks at three different scenarios, as shown
in Table 3. Furthermore, utilizing the internal evaluation known as MAD, the experimental
investigation demonstrated that the best results were obtained by a clear relationship
between ecoNeco_size and the number of features. We looked at every situation and
determined that the maximum repetition count for each run should be 100. Section 3.5
discusses the use of MAD to determine the fitness function value, which is the solution cost
value. Additionally, the unsupervised symbiotic organism search algorithm used for the
assessment is based on the feature selection covered in Section 2.2, at dmax = 1 × 103. The
scenario with ecoNeco_size = 40 is the best one, related to the fifth.

Table 3. Some scenarios of the parameters’ symbiotic organisms search as the feature selection.

Scenarios ecoNeco_size

1 8
2 16
3 24
4 32
5 40
6 48
7 56
8 64
9 72

4.2. Investigating the Impact of Different SOS Parameters on Cluster SOS

The aim of this section is to examine how the algorithms’ solutions have evolved over
generations under various configurations for a single parameter. This is ecoNeco_size,
where ecoNeco_size is the quantity of documents and the number of groups, both of which
are user-specified.

Given these conditions, this section focuses on highlighting the effect of a single
parameter changes. Specifically, the following three scenarios have been tested and are
displayed in Table 4. Empirical research has also demonstrated that the best results can be
obtained with a linear relationship between ecoNeco_size and the number of clusters. All
scenarios were tested over ten runs, with a maximum number of iterations fixed at 100 for
all runs. The fitness function value is the ADDC value of the solution. The SOS algorithm,
which is covered in Section 5, is the evaluation algorithm. dmax = 1 × 103 was obtained
using the Routers dataset.

The evolution of the solution for various SOS parameter values as clusters shows that
when ecoNeco_size is decreased, the solution is found more slowly than when ecoNeco_size
is increased, which causes the solution to be found faster than when ecoNeco_size is small.
Nevertheless, with the benefits of reducing the required amount of space and converging
to the optimal result, using the appropriate ecoNeco_size seems to be a reasonable and
logical choice. In addition, doubling the number of clusters (8 × 2 in this dataset) can yield
the best results with a specific selection of ecoNeco_size.
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Table 4. Scenarios for analysis of SOS convergence behavior.

Scenario Npop

1 2
2 4
3 6
4 8
5 16
6 18
7 20
8 24
9 28

Performance Measurement and Datasets

The universal F-measure from [63] was used in this study to evaluate the external
condition. The F-measure, which takes into account recall and accuracy of information
retrieval, is high if clusters are ideal. Each class is expected to have its own set of essential
documents, and each class will continue to have its required document compilation. Higher
F-measure values indicate better clustering performance, with a metric comprising a range
of 0 to 1. Equation (21) shows the mathematical expression of F-measures for cluster j and
class i:

F(i, j) =
2Recall(i, j)× Precision(i, j)
Recall(i, j) + Precision(i, j)

. (21)

Equation (22) is used to determine the overall value for the F-measure, which is taken
as in the weighted average of all.

F = ∑i
ni
N

maxF(i, j) (22)

Thus, the F-measure values are distributed across the interval (0,1), and the values are
proportional to higher levels of clustering quality.

This study used four independent and separate datasets to conduct a thorough evalu-
ation of algorithm performance. This approach guaranteed an exhaustive and objective
evaluation and comparison of the algorithms. The main dataset, known as classic 3, was
used as a benchmark for comparison during the text-mining process. There are 3892 docu-
ments in the collection, which have been classified into three groups. In particular, there
are 1460 documents centered on information retrieval (CISI), 1033 documents referring to
medical problems (MEDs), and 1399 documents related to aviation systems (CRANs) [64].

The second dataset was made up of 1445 CNN news articles that were selected from the
TDT2 and TDT3 corpora. Replicating the dataset, the i-Event experiment uses information
from the TDT2 and TDT3 corpora [65]. A significant number of chosen documents are
usually required to experiment and create clusters on the user interface. The concision
of CNN’s reporting and the significance of the events they covered also had a role in the
choice of these sources.

The 20 newsgroups data [66] are the data used in this study and include 10,000 mes-
sages in total. Each Usenet newsgroup had 1000 messages, and these messages were
collected from ten different newsgroups. The current study utilizes this dataset as its
third dataset, which had 3831 documents in total after pre-processing. Thus, to assess
how effectively algorithms handle large-scale datasets, a dataset with 20 newsgroups
was utilized.

Another popular dataset used extensively in earlier academic studies is Reuters-
21578 [67], which is a test set for the classification of text. However, there are several
limitations related to the procedure of data collections in this setting. Many documents
belong to more than one class, and most of the papers do not have labels for the class
annotations. Moreover, the dataset distribution shows consistency across different groups.
Some classes, like ‘earn’ and ‘acquisition’, have a huge number of documents, while other
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classes, like ‘reserve’ and ‘veg-oil’, have very few documents. To overcome these constraints,
this study used a data with eight main groups and 1100 documents in each group. The
summary description of document set is given in Table 5 with number of documents and
number of clusters respectively.

Table 5. Summary description of document set.

Document Source #of Document #of Cluster

DS1 Classic 3 3892 3
DS2 TDT2 and TDT3 of TREC 2001 1445 53
DS3 20 NEWSGROUP 3831 10
DS4 routers 4195 8

# represent the number of documents and clusters in each category.

5. Results and Discussion
5.1. Evaluation of the SOS Cluster Using All Features

In this section, we evaluate different algorithms, including harmony search as cluster-
ing (HSCLUST), k-means, one-step k-means with harmony search (KHS), and SOS, using
standard datasets. For all these algorithms, the similarity metric was the cosine correlation
measure. Notably, the results presented in this section represent the average performance
over 20 runs (to ensure unbiased comparisons). Additionally, each algorithm is executed
with 1000 iterations per run. It is worth noting that no specific parameters need to be set
up for the k-means algorithm. For SOS, the ecoNeco_size is set to twice the number of
classes in the dataset. This paper adapts the same settings as [61] Bsoul et al. (2021) for the
other HSCLUST algorithm. Specifically, the authors set the HMS to be twice the number of
clusters in the dataset, and PARmax was set to 0.9, PARmin was 0.45, and HMCR was set
to 0.6.

In Table 6, the algorithmic performances in the document collections are evaluated
based on the F-measure. Among the different algorithms, HS + k-means stands out with
the highest F-measure. On the other hand, HS as clustering performs poorly. Interestingly,
the proposed SOS algorithm is comparable to the k-means algorithm. Specifically, in four
datasets, SOS outperforms k-means. In terms of clustering, SOS outperforms HS when
compared to the SOS algorithm. As a result, SOS outperforms HS in locating the optimum
centroids, while k-means is not very good at locating the global optimal initial centroids. In
other words, the SOS is not as powerful in local optima as k-means. Building upon this
observation, the next section explores the combination of SOS-based unsupervised feature
selection and SOS in clustering. The goal in the subsequent sub-section is to leverage SOS’s
strength in finding global optima most important features.

Table 6. The result of three cluster algorithms using the external evaluation F-measure.

Datasets k-Means HS SOS KHS

Classic 3 0.929 0.909 0.933 0.935
TREC 2001 0.804 0.829 0.831 0.853
Newsgroup 0.582 0.611 0.649 0.659

Routers 0.636 0.682 0.702 0.712
Best result: underline and bold; second-best result: bold.

Evaluation of SOS-Based Unsupervised Feature Selection with SOS Cluster

As shown in Table 7, the summary comprises the number of features derived from
the k-means and bag-of-words (BOW) models, as well as the results of the SOSFS and the
SOSC algorithms for cluster performance evaluation. Based on our findings, DS1 had the
best F-measure (92.9%) obtained by using the k-means clustering algorithm, whereas DS3
had the lowest F-measure (58.2%). For dataset DS1, the optimization of the PSOC method
yielded the highest F-measure of 89.1%. In contrast, for dataset DS3, PSOC resulted in the



Algorithms 2024, 17, 355 14 of 19

lowest F-measure of 60.6%. When utilizing the HSC method, dataset DS1 achieved the
highest F-measure of 90.9%, whereas dataset DS3 had the lowest F-measure of 61.4%. For
the SOSC technique, dataset DS1 produced the highest F-measure of 93.3%, while dataset
DS3 recorded the lowest F-measure of 64.9%. Finally, the KHCluster method achieved the
maximum F-measure of 93.5% for dataset DS1, but for dataset DS3, KHCluster resulted in
the lowest F-measure of 65.9%.

Table 7. The f-measurement of the cluster using all features.

Comparison DS1 Classic 3 DS2 TREC 2001 DS3 Newsgroup DS4 Routers

Features F-Measure Features F-Measure Features F-Measure Features F-Measure

k-means 13,310 0.929 6737 0.804 27,211 0.582 12,152 0.636

PSOC 13,310 0.891 6737 0.841 27,211 0.606 12,152 0.688

HSC 13,310 0.909 6737 0.829 27,211 0.611 12,152 0.682

WDOC 13,310 0.933 6737 0.83 27,211 0.64 12,152 0.69

KHCluster 13,310 0.935 6737 0.853 27,211 0.659 12,152 0.712

Best result: underline and bold; second-best result: bold.

Table 8 illustrates the performance of the SOSFS algorithm with various clustering techniques:

Table 8. The f-measurement of the proposed SOS-based unsupervised feature selection.

Comparison DS1 Classic 3 DS2 TREC 2001 DS3 Newsgroup DS4 Routers

Features F-Measure Features F-Measure Features F-Measure Features F-Measure

k-means 8186 0.93 5573 0.824 20,854 0.602 9561 0.636

PSOC 9927 0.928 4826 0.847 13,824 0.636 5084 0.688

HSC 10,843 0.929 5128 0.831 11,843 0.621 10,854 0.682

WDOC 9824 0.939 5834 0.83 19,283 0.64 6891 0.69

KHCluster 10,289 0.949 6057 0.861 20,851 0.668 5732 0.748

Best result: underline and bold; second-best result: bold.

For dataset DS1, the integration of SOSFS with k-means achieved the highest F-
measure of 93%. Conversely, for dataset DS3, the same integration produced the lowest
F-measure of 60.2%. The SOSFS algorithm effectively reduced the number of features in DS1
by 8186 out of 13,310, in DS2 by 5573 out of 6737, in DS3 by 20,854 out of 27,211, and in DS4
by 9561 out of 1215.When SOSFS was combined with PSO, the lowest F-measure of 63.6%
was observed for dataset DS3. The feature reduction for SOSFS with PSO was significant:
9927 out of 13,310 features in DS1, 4826 out of 6737 in DS2, 13,824 out of 27,211 in DS3, and
5084 out of 12,152 in DS4.With SOSFS and HSC, dataset DS3 had the lowest F-measure
of 62.1%. Feature reduction was also substantial: 10,843 out of 13,310 in DS1, 5128 out of
6737 in DS2, 11,843 out of 27,211 in DS3, and 108,54 out of 12,152 in DS4.

When the SOSFS algorithm was combined with WDOC, dataset DS3 yielded the
lowest F-measure of 65%. In DS1, DS2, DS3, and DS4, SOSFS effectively decreased the
number of features by 9824 out of 13,310, 5834 out of 6737, 19,283 out of 27,211, and 6891 out
of 12,152. The lowest F-measure of 66.8% was achieved for dataset DS3 when the SOSFS
algorithm was combined with the KHCluster. In DS1, DS2, DS3, and DS4, SOSFS effectively
decreased the number of features by 10,289 out of 13,310, 6057 out of 6737, 20,851 out of
27,211, and 5732 out of 12,152. For SOSUF reduction in DS1, k-means was the best. In DS2,
SOSUFS was best in PSOC; in DS3, it was best with HSC; and in DS4, it was best with
PSOC. Comparing Tables 7 and 8, the KHCluster showed the best performance and was
more powerful than used all the features. From Tables 7 and 8, we can observe that the
SOSUFS proved that some of the features mis-cluster and reduce the performance of cluster
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algorithms. In all cluster algorithms, the SOSUFS enhances the performance when looking
to the F-measure.

As seen in Table 9, when combined with SOSC, the SOSFS approach produced the high-
est F-measure for dataset DS1: 95.3%. In DS1, DS2 and DS3, 10,346 and 12,152 features, 7096
and 4731 features, and 5651 and 12,152 features, respectively, were successfully reduced
by SOSFS. The proposed symbiotic organisms search-based optimal unsupervised feature
selection (SOSUFS) in conjunction with symbiotic organism search-based optimal clustering
(SOSC) was found to be the best text clustering strategy. Following the evaluation, the
SOSFS algorithm combined with the k-means algorithm demonstrated a relatively strong
performance. The SOSC and particle swarm optimization clustering (PSOC) algorithms
also showed moderate performance. In contrast, the KHCluster method ranked third in
terms of performance. Out of all the approaches that were assessed, the k-means algorithm
performed the worst. Text clustering performance has been demonstrated to be enhanced
by using the UFS with the k-means algorithm.

Table 9. The f-measurement of the proposed hybrid multi-objective clustering.

Comparison DS1 Classic 3 DS2 TREC 2001 DS3 Newsgroup DS4 Routers

Features F-Measure Features F-Measure Features F-Measure Features F-Measure

k-means 8186 0.93 5573 0.824 20,854 0.602 9561 0.636

PSOC 9927 0.928 4826 0.847 13,824 0.636 5084 0.688

HSC 10,843 0.929 5128 0.831 11,843 0.621 10,854 0.682

WDOC 9824 0.939 5834 0.83 19,283 0.64 6891 0.69

KHCluster 10,289 0.949 6057 0.861 20,851 0.668 5732 0.748

SOSFS with SOSC 7096 0.953 4731 0.865 10,346 0.686 5651 0.734

Best result: underline and bold; second-best result: bold.

A statistical evaluation of the proposed hybridized SOS multi-objective methods for
clustering, unsupervised feature selection was conducted. The optimal performance of text
clustering can be assessed, as can whether significant differences can be obtained, using
this multi-objective method for clustering and unsupervised feature selection. Based on
the Friedman criterion, Table 10 shows the ranks of the multi-objectives proposed for the
clustering, unsupervised feature selection and other methods. The criteria establish the
rating, with a lower value signifying a higher rank.

Table 10. The ranking of the proposed algorithms using the Friedman test.

Algorithms Ranking

k-means 10.18
PSOC 10.15
HSC 10.01

WDOC 9.61
SOSC 9.39

KHCluster 9.3
SOSC and SOSFS 8.53

Friedman test (p-value) 0.00
man-Davenport (p-value) 0.00

The best is in bold font.

Table 10 demonstrates that our unsupervised feature selection and grouping tech-
nique, which employs SOS, had the lowest value and was ranked highest. The last two
rows of Table 10 display the Friedman and Iman–Davenport p-values. Hybridize SOS in
unsupervised feature selection with SOSC, KHCluster, SOSCe, WDOC, HSC, PSOC, and
k-means is in the second, third, fourth, fifth, sixth, and seventh ranks, respectively.
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5.2. Discussion

This study focused on the problems of finding a near-optimal partition cluster con-
cerning the ADDC criterion for a given set of texts, to split them into a specified number of
clusters and find near-optimal features. To this point, this work studied each of the existing
clustering methods and detected the behavior of k-means, HSC, KHSC, and PSO. Although
each algorithm exhibits considerable performance, some of the weaknesses of each algo-
rithm are found and discussed. The k-means algorithm, for instance, performed depending
on the initial centroid selected. However, the memory requirements for large datasets are
its major limitation. In addition, the k-means algorithm is also found to perform better than
the PSO algorithm. Given the limitations of existing clustering methods, metaheuristics
approaches, such as harmony search clustering, filled the gaps. The HS method shows
an amazing performance compared to other approaches based on the ADDC evaluation,
whereas HSCLUST was found to have the worst performance compared with other tradi-
tional clusters. The proposed algorithms using SOS in unsupervised feature selection and
in clustering in this article aimed to address the limitations of the traditional methods by
demonstrating the partitioning problems as optimization issues. Primarily, the symbiotic
organism search algorithm, the SOS, was employed as an unsupervised feature-selection
and cluster method to optimize the objective functions related with the optimal clustering
method. The effect of the ecoNeco_size parameter was verified, and the experimental
works show that with linear relations between ecoNeco_size and the number of features
and clusters, better results would be possible. As shown from the results, ecoNeco_size
has a better performance with two times the number of classes in the dataset. The first
experimental findings revealed that the SOS method has equivalent performance to the
k-means algorithm but performed better than the HS method for the clustering task. Based
on the experimental analysis of benchmark datasets, the result shows that the hybridization
of SOS-based unsupervised feature selection with SOS in clustering was better than other
hybrid approaches, due to the effective nature of the SOS, which focuses on the global
optima features and centroids. However, the results show that the performance was better
achieved by combining the SOS-based unsupervised feature-selection method with an
SOS-based cluster method compared to KHS, SOS, k-means, and HS, respectively.

6. Conclusions

This study investigates a multi-objective symbiotic organism search algorithm for un-
supervised feature selection that simultaneously takes into account the number of selected
features and the accuracy of the clustering. The effectiveness of the proposed approach is
examined using reputable benchmark datasets. Based on the results, the proposed feature-
selection model offered a feature subset of high quality for feature selection, and the final
model outperformed the other techniques in terms of clustering accuracy for both datasets.
The fact that the proposed feature-selection technique produced satisfactory results for both
datasets indicates that it may be able to provide a potential solution to this problem. In
addition, the robustness of the model across datasets is also demonstrated by this finding.
However, in comparison to the traditional unsupervised feature-selection algorithms, the
computing cost of the proposed algorithm is significant. Although unsupervised feature
selection is typically an offline procedure, this is not a total disadvantage. Additionally,
hybrid techniques are presented in this paper and applied to all datasets for unsupervised
feature selection. These algorithms were shown to have both strengths and limitations. Out
of all the algorithms discussed in this study, the combination of SOSFS and SOSC produced
the best clustering accuracy results while reducing features that are not relevant. This
approach presents an optimal solution set instead of a single solution and demonstrates
the significance of handling feature-selection problems as a multi-objective process. As
a result, this study concludes that the proposed SOSFS is a realistic and efficient method
for solving unsupervised feature-selection problems. Additionally, the proposed SOSC
model outperformed the other algorithms for both datasets in terms of clustering accuracy.
Furthermore, various datasets for feature selection and clustering may also be used to test
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the proposed hybrid approach. In addition, future research needs to examine the nature of
features chosen by the SOSFS algorithm when combine with k-means and SOSC, which
have not yet been evaluated.
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