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Abstract: Several machine learning (ML) techniques have demonstrated efficacy in precisely fore-
casting HIV risk and identifying the most eligible individuals for HIV testing in various countries.
Nevertheless, there is a data gap on the utility of ML algorithms in strengthening HIV testing world-
wide. This systematic review aimed to evaluate how effectively ML algorithms can enhance the
efficiency and accuracy of HIV testing interventions and to identify key outcomes, successes, gaps,
opportunities, and limitations in their implementation. This review was guided by the Preferred
Reporting Items for Systematic Reviews and Meta-Analysis guidelines. A comprehensive literature
search was conducted via PubMed, Google Scholar, Web of Science, Science Direct, Scopus, and Gale
OneFile databases. Out of the 845 identified articles, 51 studies were eligible. More than 75% of the
articles included in this review were conducted in the Americas and various parts of Sub-Saharan
Africa, and a few were from Europe, Asia, and Australia. The most common algorithms applied were
logistic regression, deep learning, support vector machine, random forest, extreme gradient booster,
decision tree, and the least absolute shrinkage selection operator model. The findings demonstrate
that ML techniques exhibit higher accuracy in predicting HIV risk/testing compared to traditional
approaches. Machine learning models enhance early prediction of HIV transmission, facilitate viable
testing strategies to improve the efficiency of testing services, and optimize resource allocation,
ultimately leading to improved HIV testing. This review points to the positive impact of ML in
enhancing early prediction of HIV spread, optimizing HIV testing approaches, improving efficiency,
and eventually enhancing the accuracy of HIV diagnosis. We strongly recommend the integration of
ML into HIV testing programs for efficient and accurate HIV testing.

Keywords: machine learning; algorithms; HIV testing; predictive modeling; support vector machine;
XGBoost; LASSO; random forest; deep learning; efficient; accurate

1. Introduction

For the past four decades, human immunodeficiency virus/acquired immunodefi-
ciency syndrome (HIV/AIDS) has been a devastating burden to populations worldwide.
According to the recent World Health Organization (WHO) estimates, HIV/AIDS has
infected 85.6 million individuals and killed 40.4 million people since the epidemic began [1].
By the end of 2022, at least 39.0 million people were living with HIV (PLHIV), of which
25.6 million lived in Sub-Saharan Africa (SSA) [1]. Despite the global attempts to address
HIV/AIDS, high HIV incidence and reluctance to test for HIV persist, particularly in South
and Eastern Africa, which bear the heaviest HIV burden [1,2]. Accelerated action to end the
AIDS epidemic by 2030, also known as the Fast-Track (95-95-95), was developed in 2020 by
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the Joint United Nations Program on HIV/AIDS (UNAIDS) [3]. This HIV/AIDS response
established an interim target for 2025, proposing that 95% of PLHIV know their status,
95% of those who know their status are linked to treatment, and 95% of those who are on
treatment are virally suppressed [3]. If achieved, this would mark a magnificent milestone
in the history of epidemiology and reshape healthcare sectors for the greater good.

As part of the cross-sectoral efforts to meet the UNAIDS 2030 target, the WHO devel-
oped a consolidated framework for HIV prevention and care, with a specific emphasis on
prioritizing new HIV testing strategies [2]. HIV testing serves as the gateway to realizing
the UNAIDS Fast-Track goal because being tested is the only way to be catered for in a
specific HIV intervention. However, the recent UNAIDS report indicated that only 86% of
PLHIV are aware of their status, while 90% of PLHIV are currently on treatment [4].

Although a significant number of PLHIV have been accurately diagnosed and linked
to treatment through conventional counseling and testing approaches over the years, these
methods still fall short of adequately serving certain groups [5,6]. Key populations (KPs),
who are often the main drivers of HIV transmission, frequently face stigma and discomfort
when accessing public healthcare services, which has led the WHO to recommend HIV
self-testing (HIVST) [7]. Furthermore, traditional statistical models, while useful, often
struggle to predict HIV risk when applied to complex datasets [6].

As we approach the 2030 agenda, conventional HIV testing methods alone seem inad-
equate for the ambitious goal of ending HIV as an epidemic [6]. Limitations of traditional
HIV testing, including issues related to accessibility, acceptability, and privacy, have become
more apparent. As a result, their effectiveness in diagnosing high-risk populations remains
questionable [5-7]. Moreover, the impacts of COVID-19 on the global economy are still
fresh, poising resource constraints on the implementation of universal screening for HIV,
especially in developing countries [8,9]. Therefore, these issues, coupled with emerging
epidemics, demand the integration of more innovative HIV testing approaches such as
machine learning (ML) [10].

Machine learning involves the use of computational and statistical algorithms that
learn from complex data to identify hidden patterns and associations, improving the
efficacy of predictions and the quality of decisions compared to traditional methods [5,6,10].
Recently, experts have developed ML algorithms to discover hidden factors associated
with HIV testing [10]. These methods are applied to any human data consisting of socio-
behavioral, sociodemographic, and HIV risk information [11-13]. Machine learning can
accurately predict high-HIV-risk groups that could not be identified through traditional
approaches [10,14]. These techniques can enhance early prediction of HIV transmission to
develop targeted testing approaches, thereby improving the efficiency of testing services
and optimizing the allocation of resources [15,16]. Interestingly, ML models can also be
incorporated into HIV testing devices, ultimately enhancing diagnostic accuracy [17,18].

Several ML techniques have demonstrated efficacy in precisely forecasting HIV risk
and identifying the most eligible individuals for HIV testing. Least absolute shrinkage and
selection operator (LASSO) models, logistic regression (LR), and random forest (RF) were
used to accurately predict the HIV status of individuals based on nationwide electronic data
in Demark [15]. In the United States of America (USA), ML models discovered that old age,
inpatient visits, alcohol use, male gender, condom use, sexual behavior, and substance use
were key predictors of HIV risk and diagnosis [19-22]. In a similar study by [23] in the USA,
the incidence of HIV diagnosis among women was accurately predicted via retrospective
analysis of electronic health record (EHR) data using extreme gradient boosting (XGBoost)
and LASSO models. Multiple ML algorithms predicted timely clinic attendance and the
uptake of HIV testing among men who have sex with men (MSM) in China [24].

Fascinatingly, ML experts are even developing novel models that can be integrated into
HIV testing devices to enhance automated testing and mitigate the rate of false-positive HIV
results. Demey et al. [25] applied deep learning techniques to detect 38% of false-positive
HIV results in France. Additionally, in a South African pilot study, artificial intelligence
(AI) conversational agents were developed on Android phones, enabling participants to
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conduct self-HIV counseling, risk determination, rapid testing, and linkage to care for
positive cases [17]. According to the study participants, speaking with the Al agent felt
normal, like talking with a human, and they felt more at ease taking an actual HIV test
with the agent [17]. Beyond reasonable doubt, it is evident that ML methods significantly
enhance HIV counseling and testing owing to their precise accuracy, preservation of privacy,
rapidity, and facilitation of easy access to HIV testing. This review aims to understand to
what extent ML algorithms can be employed to enhance the efficiency and accuracy of HIV
testing interventions, as well as identify key outcomes and successes, gaps, opportunities,
and limitations associated with their implementation.

2. Materials and Methods
2.1. Approach of the Systematic Review

This systematic review was conducted in accordance with the Preferred Reporting
Items for Systematic Reviews and Meta-Analysis (PRISMA, 2020) guidelines [26]. Before
starting the systematic review, the protocol was registered with the Protocol Review Inter-
national Prospective Register of Systematic Reviews (PROSPERO) (ID: CRD42023464960).
Thereafter, a comprehensive search was conducted for both the published and gray liter-
ature focused on utilizing ML algorithms to strengthen HIV testing globally. Published
studies aimed at improving HIV testing with ML techniques were identified using devel-
oped search terms (see search strategy). A comprehensive literature search was conducted
across various scientific databases, and eligible articles were screened and analyzed.

2.2. Inclusion and Exclusion Criteria

The Population, Intervention, Comparison, Outcome, and Study (PICOS) design
framework [27] was used to establish criteria for selecting eligible studies for this review
(the PICOS framework for this study can be found in Table S1).

2.2.1. Inclusion Criteria

This review included published scientific articles and gray literature focused on
utilizing ML algorithms to strengthen HIV testing among individuals aged 15 years and
above globally. In this study, we considered gray literature such as published theses,
citable preprints, and book chapters. A few studies that applied predictive modeling
using traditional approaches were included to compare the accuracy between ML and
conventional methods. We also included studies that utilize ML in both primary and
secondary data, prospectively or retrospectively predicting HIV risk, HIV status, and HIV
testing, as well as studies assessing the accuracy and efficiency of ML HIV testing devices.
Moreover, this review considered only studies written in English, conducted between 2010
and 2024, and available as a full text.

2.2.2. Exclusion Criteria

The review excluded published studies conducted before the year 2010, non-English
studies, those not available in full text, those involving participants under 15 years of age,
review articles, and studies that were not within the scope of the review.

2.3. Databases and Search Strategy

The established criteria for this review aided in developing keywords synonymous
with “machine learning”, “algorithms”, and “HIV testing”. Search terms (Table 1) were
generated from the Medical Subject Headings (MeSH) database and published literature on
ML algorithms and HIV testing interventions. A manual literature search was conducted
in different electronic databases such as PubMed, Scopus, Web of Science, Science Direct,
Google Scholars, Google, and Gale OneFile: Health and Medicine. Relevant studies were
further selected by searching the references of the initially identified articles. Table 1 shows
search strings that were generated from electronic databases.
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Table 1. Search strategy.

No Items

Search Strategy

#1

(“HIV testing” [Mesh] OR “Testing, HIV” [Mesh]) OR “AIDS Testing” [Mesh] OR

HIV testing OR HIV diagnosis) “HIV Diagnosis” [Mesh] OR “Testing HIV-AIDS” [Mesh] OR “Rapid HIV testing” OR

OR HIV prevention “HIV Self-Testing” OR “HIV Prevention” OR “HIV Screening” OR “Human
Immunodeficiency Virus Testing”)
(“Machine Learning” [Mesh] OR “Artificial Intelligence” [Mesh] OR “Unsupervised
Machine Learning” [Mesh] OR “Supervised Machine Learning” [Mesh] OR
4 Machine learning “Algorithms” [Mesh] OR “Models” [Mesh] OR “Deep Learning” [Mesh] OR “Neural

AND algorithms

Networks, Computer” [Mesh] OR “Support Vector Machine” [Mesh] OR “Random
Forest” [Mesh] OR “Decision Trees” [Mesh] OR “Convolutional Neural Networks”
OR “Recurrent Neural Networks” OR “XGBoost”)

#3 #1 AND #2

(“HIV testing” [Mesh] OR “Testing, HIV” [Mesh]) OR “AIDS Testing” [Mesh] OR
“HIV Diagnosis” [Mesh] OR “Testing HIV-AIDS” [Mesh] OR “Rapid HIV testing” OR
“HIV Self-Testing” OR “HIV Prevention” OR “HIV Screening” OR “Human
Immunodeficiency Virus Testing”) AND (“Machine Learning” [Mesh] OR “Artificial
Intelligence” [Mesh] OR “Unsupervised Machine Learning” [Mesh] OR “Supervised
Machine Learning” [Mesh] OR “Algorithms” [Mesh] OR “Models” [Mesh] OR “Deep
Learning” [Mesh] OR “Neural Networks, Computer” [Mesh] OR “Support Vector
Machine” [Mesh] OR “Random Forest” [Mesh] OR “Decision Trees” [Mesh] OR
“Convolutional Neural Networks” OR “Recurrent Neural Networks” OR “XGBoost”)

2.4. Screening Process

After searching the various databases mentioned above, the references were exported
to RefWorks [28] and compiled as RIS files. The review was registered on the Covidence
website where the complied RIS files were imported for screening and data extraction. The
Covidence software automatically removes duplicate studies and keeps track of the entire
screening process. The PICOS framework (Table S1) guided the selection of eligible articles
in each stage of the screening process.

2.4.1. Phase I: Title and Abstract Screening

The first phase of the screening focused on study titles and abstracts, and only studies
that applied ML algorithms to improve HIV testing interventions proceeded to the full-
text screening. For studies to be eligible for full-text screening, we focused on the study
population, study type, interventions, and primary objective. The authors considered study
titles and abstracts demonstrating the use of ML techniques in predicting HIV risk, testing
status, or the accuracy/efficacy of diagnostics tools. This was accomplished by having two
independent screeners (M.]. and E.P.). For each evaluation, the two screeners independently
evaluated the titles and abstracts of the qualifying articles using the inclusion and exclusion
criteria, as well as a predetermined agreed-upon score criterion. In case of differences, a
third member (RNPM) was asked to give input and make the final decision based on the
reviews of the two members.

2.4.2. Phase II: Full-Text Screening

In the second phase, full-text screening was conducted to identify studies showcas-
ing the efficiency/accuracy of ML algorithms in enhancing HIV testing. The full texts
of the articles were read thoroughly, focusing on the study designs, methods, types of
ML algorithms employed, how data were validated, evaluation techniques of models,
results, and conclusions. This phase also involved two team members (M.]. and E.P.), who
independently evaluated the completed the text of the qualifying articles using the criteria
established by the PICOS framework (Table S1). In case of any differences, a third member
(RNPM) was asked to give input and make the final decision based on the reviews of the
two members. When an article was eligible for the extraction phase, a note stating the
reason for inclusion was made. The same procedure applied to excluded articles.
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2.5. Data Extraction and Evidence Synthesis

A data extraction tool (Table S2) was used to extract relevant information from eligible
articles. Information such as study title, author names, year of publication, country, study
design, study population, study sample size, outcome, type of ML algorithms used, number
of models developed, details of the ML technique used to develop each model, evaluation
techniques of models, key outcomes and successes, gaps, opportunities, and limitations
associated with ML implementation, and key findings are shown in tables. This process
was guided by the same PICOS (Table S1) framework used to define the eligibility criteria
of this study on the Covidence web software. The extracted information was presented in
tables and graphs, and the results were narratively summarized.

2.6. Quality Appraisal

Quality appraisal was conducted using the Critical Appraisal Skills Program System-
atic Review (CASPSR) checklist (Table S3), which allows for the investigation of a study’s
validity, precision, and generalizability. Two reviewers (M.]. and E.P.) screened all eligible
studies independently. They evaluated the complete text and abstract of the qualifying
articles using the inclusion and exclusion criteria and a predetermined and agreed-upon
score criterion for each evaluation. In case of any differences, a third member (RNPM) was
asked to give input and make the final decision based on the reviews of the two members.
The PRISMA checklist was also used to ensure that all the components of the systematic
review were transparent and documented (Table S4).

2.7. Analysis

The shreds of evidence extracted from the eligible studies were summarized in figures
and tables, and then key themes were used to describe the important findings. The
first part of the results section consists of the studies’ characteristics, such as authors’
information, geographical distributions of studies, publication trends, study types, and
populations. The subsequent sections narratively summarized the types of ML algorithms,
their performances, key findings, strengths, limitations, and future directions of ML models
employed in HIV testing interventions. We compared the accuracies of traditional methods
(TMs) and ML models. Empirical differences between the studies that applied both TMs
and ML within our sample were evaluated. An independent ¢-test was used to determine if
there was a statistically significant difference between the accuracies of ML and TM, where
the significance level was set at p < 0.05 using 95% confidence intervals (CI). Statistical
analysis was performed using STATA version 18.

2.8. Summary of the Systematic Review Process Using the PRISMA Guidelines

In this review, a total of 2261 articles were found through the initial search con-
ducted on different databases (PubMed = 804, Web of Science = 456, Google Scholar = 444,
Scopus = 345, Science Direct = 198, Gale OneFile = 6), Google = (3), and Citation search
(=5). After removing duplicates, 845 articles remained, which went through title/abstract
screening, and ineligible articles were also removed. Thereafter, 218 eligible articles were
further screened for full-text review, out of which 51 articles were retained for the final
systematic review. The study selection process is shown in Figure 1.
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Studies identified through database searching (n=2253)

PubMed (1 = 804)

Web of Science (n = 456)
Google Scholar (n = 444)
Scopus (1 = 345)

Science Direct (1 = 198)
Gale OneFile (1 = 6)

Records identified through other

sources (n=8)
Citation searching (n = 5)

Grey literature (n = 3)

Identification

v

Duplicates removed (n=1845)

y

Records after duplicates (n=845)

A

Titles and abstracts screened (1=845)

> Records excluded (n=627)

Full text assessed for eligibility (n=218)

Studies excluded (n=167)

Reviews (n=11)

Wrong outcomes (1 = 74)

Screening

Wrong intervention (n = 41)
Wrong study design (1 = 12)
Full text not available (n = 14)

Wrong population (1 = 15)

A 4

o)
s
_—
Q
=
fl=

Studies included in the final synthesis

(n=51)

Figure 1. PRISMA flow chart representing the review selection process. Note: Reviews—any form
of review article; Wrong intervention/outcome—uses of ML in CD4 and viral load testing, uses of
ML in other HIV prevention and treatment protocols other than HIV testing, papers without results,
and papers that reported findings related to ML in relation to HIV risk, status, and testing; Wrong
design—studies without an ML approach or predictive modeling comparable to that in ML; Wrong
population—studies on individuals less than 15 years old.

3. Results
3.1. Characteristics of the Selected Studies

This review analyzed 51 eligible studies, which are narratively summarized below. The
first section of the narrative analysis describes the study characteristics, focusing on author
information, geographical region, year of publication, study types and designs, study
population, and sample sizes (see Table S5: a tabular summary of the study characteristics).

3.1.1. Geographical Distributions of the Selected Studies

The selected 51 studies were conducted across various regions of the world. Figure 2
shows the continental distributions of the selected studies, and Figure 3 shows countries
with the highest number of studies applying ML to strengthen HIV testing within our
sample. Most of these studies were produced in the Americas (1 = 21), followed by Africa
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(n=18) and Asia (n = 8) (Figure 2). Comparing the number of studies by country, the USA
(n = 18) has the highest, followed by China (n = 5), Zimbabwe (n = 5), Ethiopia (n = 5),
Australia (n = 4), and South Africa (n = 3) (Figure 3). The list of all the countries and their
number of studies can be found in Table S5.

20
18
16
14
12
10

Number of studies

oON B OO

North South
America  America

B Number of Studies 18 3 2 4 8 18
Geographical location

Europe  Australia Asia Africa

Figure 2. Distribution of studies by region. Note: Seven studies were conducted in multiple countries.

Machine Learning Studies in HIV Testing

Number of studies by country [

1 18
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N o
J:;%J E{{
ina ¢ g
ot
Y
\ h
.\ /%?
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N\ AR
N /G o -
Pavi
Nk
;/Australia\
Ty / 3
4 /
Hg——;;ﬁiﬁ\\ T *wm’/\/"/rmﬁaﬁ\“}\' Powered by Bing
~ © Australian Blreau of Statistics, GeoNames, Microsoft, Navinfo)ﬁien Places, OpenStreetMap, TomTom, Zenrin

Top 10 countries with a minimum number of 3 studies

Number of Studies No. Country Number of Studies
1 USA 18 6 South Africa 3
2 China 5 7 Tanzania 3
3 Zimbabwe 5 8 Kenya 3
4 Ethiopia 5 9 Zambia 3
5 Australia 4 10 | Malawi 3

Figure 3. Distribution of studies by country.
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3.1.2. Yearly Publication of the Selected Studies 2010-2024

This review analyzed 51 eligible articles that were published between 2010 and 2024.
Figure 4 exhibits increased trends of studies applying ML in HIV testing interventions
between 2010 and 2024. The highest number of publications was between 2020 and 2024
(74.5%; n = 38), while the lowest trends were observed between 2010 and 2014 (3.9%; n = 2)
(Figure 4).

74.5%

21.5%

9%

2010-2014 2015-2019 2020-2024

==@==Yearly publication 2010 — 2024

Figure 4. Yearly publication of the selected studies.

3.1.3. Additional Characteristics of the Selected Studies

Figure 5 shows that the selected studies comprised both general and KPs (i.e., PLHIV
and MSM) aged 15 years and above. However, a study involving individuals aged between
12 and 80 years was included in the analysis. Although the lower age group falls below the
threshold of 15 years of age outlined in our inclusion criteria, the study’s comprehensive
content and alignment with our research objectives warranted its inclusion. Furthermore,
36 studies were conducted among general and PLHIV, and 15 involved MSM. Most (37)
studies conducted cross-sectional retrospective analyses using secondary data. Only a
few (14) were primary studies, with 10 being experimental /intervention studies, 1 being
a nested case—control study, and 3 being cross-sectional. The most common secondary
data types included demographic and health surveys (DHS), EHR, and social media data.
The smallest sample size was 10 participants, while the largest was 4,384,178 participants
(Figure 5). The complete list of characteristics of studies included in the analysis can be
found in the Supplementary Materials (Table S5).
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4, 384,178 participants
37 Studies
80 36 Studies
Studies
14 Stu

15

I 10 participants

Age in Years Sample Size Population Data Type

B Minimum B Maximum B Geneneral Pop & PLHIV B MSM Only M Primary Data M Secondary Data

Figure 5. Study characteristics. PLHIV: people living with HIV; MSM: men who have sex with men.

3.2. Machine Learning Interventions for Enhanced HIV Testing
3.2.1. The Machine Learning Algorithms Applied

The studies included in this review employed various ML algorithms and interven-
tions to enhance HIV testing, along with key findings from the selected studies. Of the
51 articles, 47 utilized several ML types, including supervised and unsupervised learning,
and some studies applied both TMs and ML models. Four studies that developed predictive
models using only traditional statistical methods were included in the sample. Across
all the chosen studies, more than 30 distinct commonly used ML algorithms were imple-
mented. A few studies developed novel ML models such as HealthPulse AI, MySTIRisk,
and SexPro for effective HIV risk assessment and improved testing.

Most Frequently Utilized Machine Learning Algorithms in HIV Testing Interventions

The results (Table 2) reveal that the most frequently used ML algorithm was LR, a
supervised machine learning (SML) technique applicable for classifications [24], featured
in 22 studies with high accuracy [14,15,19-21,24,29-44]. Random forest, another SML classi-
fier [24], was the second most common algorithm, exhibiting exceptional performance in
nearly all the 17 studies in which it was applied [10,13,15,19-21,24,29,31,32,34-36,41,42,45,46].
Support vector machine (SVM), an SML algorithm, ranked third and was employed in
14 studies [10,20,22,24,30-32,36,39-42,47,48].
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Table 2. Most frequently utilized machine learning algorithms in HIV testing interventions.
ML Algorithms No. of Studies L'argest Dataset Best Performance/Reference Binned Size References
Size/Reference
- 90.5% highest accuracy e ) "
LR 19 4,348,178 [15] Best model in [14,36] Large [14,15,19-21,24,29-44]
. 94.4% highest accuracy ) ) 11 A5 A= 4

RF 15 4,348,178 [15] Best modtel in [13,10.35,34,36] Large [10,13,15,19-21,24,29,31,32,34-36,41,42,45 46]

) 95.1% highest accuracy ) AT
SVM 13 124,777 [40] Best model in [22] Large [10,20,22,24,30-32,36,39-42,47,48]

; 99% highest sensitivity y P
XGBoost 9 124,777 [40] Best model in [10,23,24,35,40] Large [10,13,23,24,29,30,34,35,40]
DL models (ANN, 98% highest accuracy ) -
RNN, CNN, LSTM)  ° 88,642 [13] Best model in [47—49] Large [13,24,30,31,47-51]
LASSO model 7 4,348,178 [15] 82% highest accuracy Large [15,22-24,37,52,53]

81.9% highest accuracy L oe -

DT 7 56,682 [25] Best model in [31] Large [14,25,31,32,35,39,50]
KNN 6 6672 [35] 80% highest accuracy Small [10,24,29-31,35]

Note: LR, logistic regression; RF, random forest; SVM, support vector machine; XGBoost, extreme gradient
boosting; DL, deep learning; ANN, artificial neural network; RNN, recurrent neural network; CNN, convolutional
neural network; LSTM, long-short-term memory; LASSO, least absolute shrinkage and selection operator; DT,
decision tree; KNN, K-nearest neighbor.

Furthermore, XGBoost was ranked the fourth most common algorithm and was
employed in nine studies [10,13,23,24,29,30,34,35,40]. Moreover, nine studies employed
various deep learning (DL) models, including the artificial neural network (ANN), recur-
rent neural network (RNN), convolutional neural network (CNN), and long—short-term
memory (LSTM) [13,24,30,31,48-51]. The sixth most common algorithm was LASSO, a
regression model that combines variable selection and regularization to improve prediction
accuracy and interpretability [54]. The LASSO model and decision tree (DT) were each
implemented in seven studies, and the K-nearest neighbor (KNN) algorithm appeared in six
studies [10,14,15,22-25,29-32,35,37,39,41,52,53].

The least utilized models, including both TMs and ML algorithms, were as follows: gra-
dient boosting machines (GBMs), light gradient boosting machines (LGBMs), elastic net (EN),
naive Bayes (NB), principal component analysis (PCA), HealthPulse Al, adapting boosting (Ad-
aboost), extra tree, partial least squares discriminant analysis (PLS-DA), class analogy (SIMCA),
MySTIRisk, SexPro, bagging classifier (BC), linear discriminant analysis (LDA), generalized
additive model (GAM), classification and regression tree (CART), Al conversational agent,
baseline model, unigram model, graph convolutional network (GCN), generalized linear mod-
els (GLMs), nomogram, Al Chatbot, association rule algorithm, greedy algorithm, multivariate
ML, Al algorithm, Cox proportional hazard regression model, and extreme-gradient-boosted
tree model (xgbTree) [10,15,17,20-22,24,29-31,34,35,37,40,42,46,50,55-67]. The list of all the ML
algorithms in the various studies analyzed in this review can be found in the Supplementary
Files (Table S6).

Best Performing Machine Learning Algorithms

Several studies utilized multiple algorithms, and their performance metrics are re-
ported in Table 2. XGBoost demonstrated the highest performance compared to other
algorithms in [10,23,24,35,40]. Additionally, RF emerged as the best-performing algorithm
compared to other models in the reviewed studies [13,19,32,36]. The DL models, like RNN
and CNN models, achieved the best performances in several studies [47-49]. The remaining
algorithms that achieved the best performance metrics included DT, GBM, SVM, LR, GCN,
nomogram, and xgbTree [14,21,31,34,36,37,42].

3.2.2. Machine Learning Interventions Employed to Enhance HIV Testing

In this review, studies were given priority based on their focus on ML interven-
tions within specific thematic areas. These thematic areas include the prediction of HIV
risk/test/status, evaluation of the accuracy and efficiency of ML in HIV testing compared
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to TMs, and novel ML techniques for enhanced HIV testing uptake, including HIVST.
Furthermore, several studies investigated and identified predictors related to HIV risk,
status, and testing. The ML interventions are elaborated in the following thematic contexts:

Predicting HIV risk/testing: As summarized in Table 3, numerous studies predicted
individuals at the highest risk of HIV, as well as those who were likely to undergo
HIV testing. This study’s central focus on predictive modeling within the context of
HIV testing has unearthed compelling evidence showcasing the effectiveness of ML
in enhancing HIV testing interventions. For instance, [15] utilized LASSO models,
LR, and RF to predict the HIV status of individuals based on nationwide electronic
data. The findings demonstrated enhanced predictive performance, estimating that
384 individuals would need to be tested to identify one undiagnosed person with
HIV [15]. A parallel study by [51] used DL models to forecast HIV incidence between
2022 and 2023 in the Philippines. The study predicted a cumulative case count of
145,273 by 2030 [51].

Table 3. Machine learning interventions employed to enhance HIV testing.

Machine Learning Interventions

Key Findings References

. Predicting HIV risk/testing
. Socio-behavioral and demographic
predictors of HIV

Models were developed; ML models that accurately predicted
individuals at the highest risk of HIV for prioritized testing

were validated

-HIV diagnosis was accurately predicted from secondary data

A study predicted monthly incidences of HIV from 2020 to 2030
-Biomarker indicators for HIV diagnosis were identified

Dynamic changes in the immune state were associated with HIV

Age, gender, race, wealth index, province, contraceptive use, sexual
behavior, condom use, alcohol/drug usage, knowledge of HIV, intimate
partner violence, hepatitis diagnosis, pregnancy, depression, male
circumcision, being male, MSM, and STTI history/diagnosis as key
predictors of HIV

Studies developed models such as MySTIRisk and SexPro for self-HIV
risk assessment

-The number of those who needed to be tested to find one undiagnosed
PLHIV from certain communities/countries was predicted

HIV diagnosis from magnetic resonance imaging (MRI) was predicted
using ML

-HIV prevalence and incidence was forecasted

[10,13,15,19-22,24,30-33,35-38,40,43-48,50—
53,56,58,59,61,62,65-68]

. Early HIV diagnosis

Models that enhance early HIV diagnosis using multiple ML from

secondary data were developed

Models predicted the number of people to be diagnosed with HIV in the

next decade by analyzing their socio-behavioral data

Individuals” HIV statuses were predicted using DHS, EHRs, and [22-25,29,49,53,68]
hospital records

HIV hotspots in multiple countries were identified

ML models improved workflow with the ability to report immediately to

reduce infection

. Accurate/Efficient HIV testing

. Cost and resource optimization in
HIV testing
. Misinterpretation of HIV test results

ML is more likely to correctly interpret true-negative HIV test results
(NPV = 100%)

ML models improve diagnostics performance and reduce
false-positive/-negative results

HealthPulse Al provides accurate and consistent results in interpreting
HIV RDT test results

ML models that are efficient and effective for HIV testing among KPs
such as MSM were developed [22,29,33,34,48-50,57,59,63]
ML methods outperformed traditional approaches in several studies
Studies developed ML algorithms that can accurately facilitate HIV
counseling and testing as well as interpret HIV test results with and
without internet connectivity

Cost-effective HIV testing for low-income countries was achieved

An ML method increased the economic benefits of HIVST kit
distribution by more than 23%

. Enhancing HIV-Self Testing
. Innovative approaches in HIV
diagnostic tools

ML models enhance SHIVT and improve interpretations of results
Chatbots and conversational agents with mHealth solutions improve
convenience for using HIVST

Models diagnosed HIV from MRI using ML

[17,29,41,60,64,65]

Note: HIV, human immunodeficiency virus; HIVST, HIV self-testing; ML, machine learning; MRI, magnetic
resonance imaging; DHS, demographic and health survey; EHRs, electronic health records; MSM, men who have
sex with men; STI, sexually transmitted infections.
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A nested case—control study in Peru utilized LASSO ML to predict HIV acquisition,
incorporating selected biomarkers and socio-behavioral covariates among MSM and trans-
gender women [52]. The findings underscored that changes in immune states are associated
with HIV acquisition, and the inclusion of biomarker, demographic, and behavioral data
provided complementary information to assess HIV risk [52]. Similarly, several SML algo-
rithms were applied to the Zimbabwean DHS dataset to predict HIV positivity [35]. The
study highlighted that condomless sex, multiple sex partners, a lack of understanding
about HIV transmission, being unemployed, and intimate partner abuse were all related to
HIV transmission [35]. From a retrospective analysis of EHRs, the XGBoost and LASSO
models were able to accurately predict the incidences of HIV diagnoses among women in
the USA [23]. Various studies have also used EHRs, DHS, and clinical data to predict HIV
risk /testing based on sociodemographic and socioeconomic variables in both general and
KPs [10,13,14,20-22,32,36-38,40,47,48,50,53,58,59].

Machine learning can predict those at higher risk of HIV infection, improve opti-
mal HIV screening choices, and facilitate HIV testing [69]. Our analysis identified socio-
demographic, socio-behavioral, and other factors associated with increased HIV risk for
prioritized testing. A study by the authors of [52] discovered that dynamic changes in
immune states are associated with HIV acquisition, and biomarker, demographic, and
behavioral data added complementary information to HIV risk. Studies from the USA
highlight factors such as old age, inpatient visits, alcohol use, male gender, condom use,
sexual behavior, and substance use as key predictors of HIV risk and diagnosis [19-22]. Fur-
thermore, studies on MSM in China and Australia used different algorithms to predict HIV
risk and timely HIV testing [24,32]. Triage reasons such as STI symptoms, asymptomatic
screening, sex overseas in the previous 12 months, PLHIV, contact with someone with
the infection, current sex work, screening reminder frequency, type of screening reminder
method, sex with a male in the previous three months, and condom use were among the
major predictors [24,32].

Most of the studies from SSA were conducted in East and Southern Africa, in-
cluding the Population-Based HIV Impact Assessment (PHIA) countries. The findings
of [10,14,31,40,42,58] showed that age, relationship with the family head, the highest level
of education, the highest grade at that school level, work for payment, avoiding pregnancy,
age at the first experience of sex, wealth quintile, male circumcision, sex, province, sexual
debut, sexually transmitted infection (STI), race, wealth index, contraceptive use, longitude,
latitude, altitude, knowledge of HIV, place of residence, age of the most recent partner,
total lifetime number of sexual partners, years lived in the current place of residence,
having receptive vaginal sex, and condom use during the last intercourse were significant
predictors of HIV status.

In the In the Mano River Union countries (Liberia, Sierra Leone, Cote d’Ivoire, and
Guinea), Cote d’Ivoire was reported as the hotspot for HIV prevalence between 2005 and
2015, while Guinea and Sierra Leone became hotspots for HIV prevalence from 2016 to
2020 [53]. In addition, the study indicated that HIV prevalence was higher among women
than among men who lived in urban areas. The model used in the study further predicted
that comprehensive correct knowledge about HIV was below the UNAIDS threshold for
ending HIV endemic [53].

e  Accurate and efficient HIV testing interventions utilizing machine learning techniques:
This review encompasses studies that employed novel technologies and algorithms
to enhance HIV testing accuracy and efficiency. In a study conducted in France, De-
mey et al. [25] employed DL techniques to enhance the efficiency of HIV diagnostic
tests. The research involved a retrospective analysis of “Centaur® CHIV” assays and
confirmatory tests conducted at Amiens University Medical Center between 2012 and
2018 [25]. The findings revealed the detection of 38% false positives and 62% confirmed
true positives [25]. Remarkably, the models demonstrated high accuracy by signifi-
cantly reducing the number of false-positive CHIV assay results from 171 to 12 [25].
Similar studies conducted in the USA developed models that effectively reduced HIV
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false-positive results [22,57]. One of the South African studies we reviewed developed
Al conversational agents for automated HIV self-counseling and testing [17]. The Al
conversational agents/models were developed on Android phones, enabling partici-
pants to conduct self-HIV counseling, risk determination, rapid testing, and linkage to
care for positive cases. Out of the ten participants in the study, six testers found that
talking to the agent felt natural and equivalent to chatting with a human. At the same
time, seven said they would feel comfortable taking a real HIV test with the agent.
The study argues that this method is more effective than traditional HIV testing and
counseling due to its anonymity, privacy, speed, and easy access [17].

The findings of this study underscore a significant demand for the application of
mobile-based algorithms for efficient, accurate, automated, and cost-effective HIV testing.
An inbuilt mHealth model, combined with DL, demonstrated the ability to reduce false-
negative HIV RDT test results with high levels of sensitivity and specificity compared to
traditional HIV rapid diagnostic tests in South Africa [48]. HealthPulse, another Al-based
mobile algorithm designed to detect and interpret RDTs for HIV in low- and middle-
income countries (LMICs), not only enhances RDT efficiency but also prioritizes privacy,
accountability, and accessibility [50,55]. Moreover, ML interventions have demonstrated
high accuracy in HIV prediction and detection in Ethiopia, Kenya, and Uganda [33,49,55]
(Table 3; also see Table S6).

e  Enhancing the uptake of HIV self-testing among MSM using machine learning: The
WHO recommends HIVST as a convenient and confidential option for HIV testing,
especially among KPs who are often reluctant to access facilities for counseling and
testing services [7]. This review synthesized studies that used ML to improve the
uptake and utilization of HIVST among MSM from different countries. In China,
an ML approach increased the efficiency of HIVST by 17.7%, and the distribution
of HIVST kits was improved by 18% [39]. In a mixed study from Malaysia, an Al
Chatbot was compared with human HIVST counseling and testing [60]. The study
revealed that 93% of the participants perceived that the Al Chatbot provided more
comprehensive information about testing, 100% of them stated that the chatbot was
more convenient, and 79% were willing to continue using it [60]. Jing et al. [63] used a
Greedy algorithm to increase the economic benefits of the secondary distribution of
HIVST kits by more than 23% compared to those achieved by conventional methods.
However, the uptake of HIVST is still low in many developing countries as the services
are more friendly to individuals who can read and comprehend English. One of the
recommendations from Cheah et al. [60] is to develop ML-aided HIVST technologies
suitable for illiterate people. This study agrees with these recommendations since the
novel technique is required more in developing countries like SSA, with its high HIV
prevalence and high rates of illiteracy among its population.

3.3. Comparison between Traditional and Machine Learning Predictive Modeling in HIV Testing
3.3.1. Empirical Difference between Traditional and Machine Learning Methods

Table 4 compares nine studies that applied both TMs and ML for enhancing HIV
testing. Machine learning outperformed both human and traditional statistical methods
employed in seven out of the eight studies. The results highlighted that ML models are
more precise and accurate in HIV testing predictive modeling than traditional LR [32,39].
Moreover, a study by [55] reveals that ML methods are more effective when interpret-
ing true-negative test results than humans, while humans exhibit higher performance in
interpreting true-positive test results. However, there was a small overlap between the
positive predictive values (PPV) and negative predictive values (NPPV) of the two methods.
Furthermore, ML approaches consistently outperformed TMs in enhancing the uptake of
HIVST among MSM [39,41,63]. Even though a limited number of studies were used for
this comparison (Table 4), our findings are consistent with empirical evidence from other
studies suggesting that ML provides better predictions.
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Table 4. Empirical differences between machine learning and traditional methods in HIV testing
predictive modeling.

Studies

Traditional Methods Machine Learning Outcome

Roche et al. [55]

Human interpretation of Al algorithm
HIVST interpretation of HIVST

Humans are more likely to correctly
interpret true-positive HIV test results
(PPV =100%) compared to the Al
algorithm (PPV = 82%)

The Al algorithm (NPV-100%) is more
likely to correctly interpret true negatives
in comparison to humans (NPV-99.9%)

Ni et al. [41]

The ML model motivated more individuals

Human interpretation and to conduct HIVST

ML models

empirical models The difference between the ML model and

the empirical scale was not significant

Jing et al. [39]

The ML model outperformed human
identifications and distribution of

Human ML models HIVST kits

The ML approach increased HIVST kit
distribution by 18%

He et al. [32]

TMs

-The ML models outperformed TMs in HIV
ML models risk prediction among MSM
-ML achieved 94% accuracy

Jing et al. [63]

TMs

The ML method outperformed TMs

The ML method increased the economic
benefits of HIVST kit distribution by more
than 23%

ML

Bao et al. [34]

TMs

The ML models consistently outperformed
the TM used

The ML achieved an accuracy of 76.3%
compared to that of TMs (68%)

ML

Oladokun et al. [14]

TMs

The TM used outperformed the ML model

ML Both models did not achieve high accuracy

Rice et al. [66]

TMs

The ML model outperformed the TM used
HIV testing was increased by 18.8% in the
Al group compared to the comparison
group (8.1%)

ML

Balzer et al. [33]

TMs

ML outperformed TMs
ML ML model achieved an accuracy of 78%
compared to TM (68%)

Conclusion

TMs outperformed ML in only ML outperformed TMs
two studies in seven studies

ML models outperformed TMs based on
the empirical evidence from the
study’s sample

Note: Al, artificial intelligence; HIV, human immunodeficiency virus; HIVST, HIV self-testing; ML, machine
learning; MSM, men who have sex with men; TM, traditional methods; PPV, positive predictive values; NPPV,
negative predictive values.

3.3.2. Statistical Differences between Traditional and Machine Learning Models

A total of 43 studies involving the use of either ML or TMs as predictive models for
HIV risk/testing were sampled. The results of the independent sample t-test indicated
a statistically significant difference between the accuracy of ML and TMs (Table 5). On
average, the sampled studies from different parts of the world that utilized ML reported a
12.53% (p = 0.0002) higher accuracy than selected studies involving the use of traditional
predictive models. Therefore, our findings indicate that ML models are more accurate than
TMs in predicting HIV risk/testing.
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Table 5. t-test results of the comparison between traditional and machine learning.
Predictive Model Studies Mean Std. Err Std. Dev 95% CI
Machine Learning 35 86.66 1.79 10.61 82.01-89.03
Traditional Method 8 73.13 2.29 6.47 67.72-78.54
Combined Values 43 83.33 1.69 11.07 79.92-87.73
Difference in Values 12.53 291 6.39-18.66

Std. Err: standard error; Std. Dev: standard deviation; 95% CI: 95% confidence interval.

3.4. Successes of Machine Learning Interventions in HIV Testing

This study reveals that ML has shown promising success and opportunities in HIV
testing interventions (Table 6). The results showed that the employed ML algorithms
demonstrated remarkable performance in precisely identifying the most eligible individuals
for HIV testing. The ML models enhance diagnostic tools and provide cost-effective options
for HIV testing across different regions. In comparison to TMs, ML can analyze complex
datasets more rapidly and accurately [69,70]. Additionally, our study affirms that ML
models can successfully reduce false negatives and false positives in HIV testing, thereby
increasing the reliability of test results [22,25,48,56].

Table 6. Successes, gaps, and future directions of machine learning interventions for enhanced

HIV testing.
Features Successes/Strengths Gaps/Limitations Future Research and Development
14 studies utilized primary data, and
most of them prospectively predicted Most of the studies employed More studies should evaluate the
HIV testing. This is essential for cross-sectional retrospective designs . .
$ . . effectiveness of ML models by using
the following: using secondary data, which are rospective desiens
Study design Minimizing missing information subject to the following: prosp 8

Preventing recall bias
Capturing important
sociodemographic and
socio-behavioral data

Recall bias
Incomplete information
Imbalanced data

Primary studies are essential for
capturing real-time information and
ensuring high data quality

Data quality and sources

Some studies used large samples,
providing enough data to train the
ML models

Studies that collected primary data
were more likely to have quality data
to provide accurate predictions

EHRs and hospital records sometimes
have limited patient information
Many studies used cross-sectional
survey data

Self-reported information is subject to
recall bias

Secondary data, in general, are subject
to missing information

Many studies experienced data
imbalances

Data used for HIV testing predictive
modeling should be cleaned

Missing data from datasets should be
properly treated

The use of primary data should be
encouraged for this kind of
predictive modeling

Studies developed and validated
models that are highly accurate in

Some ML models were overfitted
Some models are complex to interpret

New models need to be trained and
validated with different sets of data

ML models predicting HIV testing Training on different sets of models,
. loped 1 models f Poorly developed models can lead to ially in developi .
Studies developed novel models for false prediction especially in developing countries,
the first time with high accuracy P needs to be improved
Studies evaluated the accuracy of Many studies applied a single ML ML models should be trained using
several MLs on a single datasgt algorithm large amounts of data with a variety of
Generalizability Studies utilized very large sample sizes Some samples were very small for variables

Studies used datasets from multiple
countries to predict HIV testing

predictive modeling
Many studies were conducted on a
single population/country

ML models with high accuracy should
be evaluated using
multiple-country data

Ethical Considerations of ML

Some ML models analyzed large
amounts of data while addressing data
security and privacy concerns

ML enhances HIVST for individuals
with privacy concerns

ML, in general, raises ethical concerns,
and many studies fail to address this
There is a lack of trust in and
acceptability of ML methods

Some ML models still require
improvement to facilitate
self-counseling and effective testing
for HIV

ML models should be improved,
ensuring high data protection and
privacy-conscious

ML applications used for HIVST
should be improved to avoid ethical
concerns with HIV testing

Accuracy and performance

ML models are highly accurate and
outperformed TMs in several studies
ML models accurately classify
false-positive/-negative results

-Some ML models were less accurate
than traditional predictions

Some ML models are only effective in
predicting either false positives or
false negatives

ML models require more
improvements with adequate data to
achieve consistent accuracy beyond
human capacity

Note: EHRSs, electronic health records; HIV, human immunodeficiency virus; HIVST, HIV self-testing; ML, machine

learning; TM, traditional methods.
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Another advantage of ML interventions highlighted in this study is their ability to forecast
future trends and patterns of HIV /AIDS, which enables the early detection of HIV, allowing
for timely intervention and improved management of the infection [13,33,38,59]. Moreover,
ML algorithms can adapt and customize testing approaches based on individual risk factors,
optimizing the testing process for different populations (including KPs) and improving the
overall effectiveness of HIV testing programs [13-15,19-21,24,29-32,35-40,47-53,56,59,68].

Fascinatingly, ML algorithms can be integrated into mobile-based applications, pro-
viding opportunities for widespread and accessible HIV testing. This is very beneficial
in remote or underserved areas where access to traditional healthcare facilities may be
limited. It also improves HIVST automation to boost privacy, confidentiality, accessibility,
and acceptance of HIV testing. This is particularly important in the context of HIV testing,
where stigma and discrimination pose significant obstacles to the KPs [17,48,50,55]. This
study highlights that ML has the potential to be integrated into a variety of health technolo-
gies, such as telemedicine and electronic health records, resulting in a comprehensive and
interconnected healthcare system. This integration has the potential to improve healthcare
professionals’ collaboration and communication, resulting in a complete approach to HIV
testing and care [23,38,59,68].

3.5. Gaps Identified via the Application of Machine Learning Interventions in HIV Testing

While ML has demonstrated potential in the realm of HIV testing interventions,
numerous challenges, limitations, and gaps warrant careful consideration. This study
summarizes the gaps identified in Table 6. The efficacy of ML models heavily relies on
the quality and representativeness of the training data. Biases within the training data,
especially when they lack diversity or representativeness, can result in skewed models,
potentially leading to inaccurate predictions and disparities in HIV testing outcomes (see
Table S7).

Moreover, a notable limitation identified from the reviewed studies is the restricted
generalization of models. As such, models employed in a specific region or on a partic-
ular demographic may not be transferable to other regions or populations. Most studies
examined in this review utilized retrospective designs, incorporating self-reported in-
formation vulnerable to missing data and recall bias. While some models experienced
overfitting, a few of them were underfitted; in either case, the accuracy of the results is
compromised. Additionally, several studies had from small sample sizes, lacking represen-
tativeness [14,17,41].

Despite the various studies advocating for the integration of ML interventions in
healthcare systems, obstacles such as compatibility issues, insufficient expertise, and the
necessity for specialized training for healthcare professionals, particularly in low-resource
settings, pose impediments to seamless integration. For example, studies have developed
ML models based on mobile platforms to enhance HIVST and automate the interpretation
of HIV results. However, these models may face usability challenges in low-resource
settings due to insufficient expertise [17,20,48,60].

Additionally, some ML models, especially DL models, are often considered “black
boxes” due to their complexity, which can be challenging to interpret. This makes it difficult
to understand how they reach a particular prediction [70]. The intricacy of ML models
and their unclear predictive capabilities raise ethical concerns surrounding data privacy.
The vast majority of ML models predicting HIV rely on secondary data, such as hospital
records. However, there is limited evidence of robust defense mechanisms in AI/ML
systems to safeguard integrity, leading clinicians to question the reliability of integrating
ML techniques into healthcare [70,71].

Furthermore, this review identified a significant discrepancy in the application of ML
interventions in the context of HIV testing in SSA and developed nations. Of the 51 studies
included in this analysis, 18 were conducted in SSA, of which 16 were from East and
South Africa, with only two studies involving West and Central African countries. This
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necessitates the promotion of ML integration into HIV testing interventions across other
African regions for improved HIV testing (Tables 6 and S7).

3.6. Future Directions with the Utilization of Machine Learning for Enhanced HIV Testing

This review suggests that ML interventions are essential for achieving the UNAIDS
95-95-95 goal of eradicating AIDS by 2030, as they can accurately predict high-risk popula-
tions and efficiently target cost-effective interventions. Despite the various challenges asso-
ciated with their implementation, studies have made valuable recommendations for improv-
ing the acceptability and usability of ML interventions, especially in low-resource settings.

Some studies have developed novel models for the first time, believing that if this
approach is replicated by authors of other studies in different settings, it would increase
the generalizability of the models. Furthermore, studies propose the application of ML
algorithms in prospective studies to yield more meaningful data that can accurately predict
individual behavioral risk without any recall bias.

Although ethical concerns with the applicability of ML in healthcare persist, emerging
studies have devised models aimed at improving data privacy [17,46,50,70,71]. Some of
these studies emphasized the importance of prioritizing data privacy, and proposed that
such models should be replicated in healthcare settings [14,17,38,43,46,50,58,59,70,71].

It is also important to mention the need for more professional training in ML for
improved usability and acceptability. Improving the accuracy of ML models is another im-
portant subject. He et al. [32] emphasized the need for the regularization and minimization
of model complexity to address overfitting. Moreover, more studies involving ML in HIV
testing interventions should be conducted across SSA, especially in high-HIV-incidence
epidemic settings [32].

4. Discussion
4.1. Main Findings

This study examines different ML algorithms that have been employed in various
studies across the globe aimed at enhancing the efficiency and accuracy of HIV testing
interventions, and identifies key outcomes, successes, gaps, opportunities, and limitations
associated with their implementation. This review included 51 studies, of which 21 were
conducted in the Americas, 2 were from European countries, 4 were from Australia, 9 were
from Asia, and 18 were from SSA. In terms of individual countries, the USA contributed the
highest number of studies (n = 18), followed by China (1 = 5), Zimbabwe (1 = 5), Ethiopia
(n = 5), Australia (n = 4), and South Africa (n = 3). Among the 18 studies conducted in
SSA, 16 were in East and South Africa, while only 2 [46,53] were conducted in West and
Central African countries. Several factors could explain these disparities. The USA is one
of the most developed countries globally, having achieved significant advancements in
research and technology [72]. In addition, East and South Africa bear the highest global HIV
burden [4], possibly explaining the concentration of HIV-related studies in these regions.

Most studies utilized multiple SML models, with LR, RE, SVM, the LASSO model,
XGBoost, DT, and DL being the most utilized algorithms, except for a few studies that
employed UML. In contrast to UML, SML allows the researcher to easily understand the
actual classes in the training data even prior to inputting the data for training [73]. Despite
the challenges in classifying big data, SML provides more accurate results, making it the
most popular ML approach used in various fields of research [74].

The best-performing algorithms were XGBoost, RE, DL (RNN and MobileNet2-CNN),
DT, GBM, SVM, LR, GCN, and monogram. In most studies, these models outperformed
other models in terms of accuracy. The XGBoost model outperformed several algorithms,
exhibiting high predictive performance toward strengthening HIV testing interventions.
However, our findings contrast those of Ferreira et al., who examined supervised automated
machine learning (SAML), DL, and XGBoost and discovered that SAML had the most
significant predictive performance [75]. The datasets used in their investigation were
relatively small, which may explain the inconsistencies [75]. Furthermore, this review found
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that RF outperformed other models in predicting HIV and HIV testing. Random forest
outscored SVM, XGBoost, LR, DT, and traditional approaches in various studies [13,19,36].
This is supported by Mano et al. [76], who conducted a study comparing various ML
models for predicting virological failure in HIV patients. In their study, RF demonstrated the
highest accuracy [76]. Deep learning models such as RNN, PLS-DA, and CNN (MobileNet2)
were also identified as the best-performing algorithms in a few studies [27,40-42]. Likewise,
SVM, LR, GCN, and monogram outperformed other models in some studies. Several factors
influence the predictive performance of ML models, including data size, missing values,
feature and engineer selection, ensemble methods, cross-validation, and the expertise of
the person conducting the analysis [77,78]. Thus, it might be difficult to point out which
algorithms are more accurate than others, despite the complexity of certain models.

4.2. Successes and Opportunities of Machine Learning Interventions in HIV Testing

This study demonstrated that algorithms can effectively predict individuals at the
highest risk of HIV as well as crucial related parameters to determine the priority population
for HIV testing. Our findings indicate that ML methods outperformed human efforts and
traditional statistical predictive models utilized across countries to improve HIV testing.
The independent t-test from our study shows that ML models achieved 12.53% (p = 0.002)
higher accuracy compared to TMs. These findings are consistent with those of Fieggen
et al. [6], who reviewed different ML models and concluded that they were more effective
in HIV risk prediction than traditional approaches.

Several studies forecast the number of people who will be HIV-positive in the following
decade [15]. In addition, socio-behavioral data have been used to predict HIV incidence and
prevalence in the Philippines and a few African countries [51,53]. This is critical for the HIV
testing cascade because it enables relevant stakeholders to identify which groups of people
are most at risk of contracting HIV and to plan targeted interventions for efficient resource
allocation [10]. Findings from a review of Al applications in HIV prevention by Marcus
et al. [69] align with ours. Moreover, the study uncovers the power of ML in predicting
which socio-demographic and socio-cultural factors are associated with HIV testing. In
the USA, old age, inpatient visits, alcohol use, male gender, condom use, sexual behavior,
and substance use were identified as key predictors of HIV risk and diagnosis [19-22].
Similar to the finding of a study that looked at gender differences as predictors of sexual
behaviors and HIV testing in Kenya, young men were found to be more likely to engage
in risky sexual behavior [79]. Despite this, males are more reluctant to undertake HIV
testing due to barriers such as knowledge deficits, stigma, and perceived HIV risk [80,81].
However, Laybohr Kamara et al. [53] reveal that HIV prevalence is higher in women in
the Mano River countries. Our results are consistent with those of a review of ML in HIV
prevention by the authors of [69], whose findings indicate that ML has the potential to
identify individuals at the highest risk of HIV for the early initiation of treatment.

In addition, KPs such as MSM are one of society’s most vulnerable groups. Even
in areas with a supportive legal framework, they face societal stigma. This impairs their
willingness to seek medical attention, exposing them and their partners to HIV risk. This
study demonstrates the predictive power of ML interventions for HIV risk, testing, and
status. Asymptomatic screening of STI symptoms, sex overseas in the previous 12 months,
persons living with HIV, contact with infection, current sex work, screening reminder
frequency, the type of screening reminder method, sex with a male in the previous three
months, and condom use were among the major predictors of HIV risk, testing, and status
among MSM, according to studies from Australia and China [24,32].

This review affirms that ML interventions can enhance accurate and efficient HIV
testing. They are not only capable of predicting the prevalence of HIV testing, but are also
applicable in diagnostic devices to detect false-positive HIV test results and improve the
privacy, accessibility, and convenience of HIV testing. With the aid of DL in France, 38%
of false-positive HIV results were detected from a retrospective analysis [25]. Likewise,
findings from the USA detected a significant number of false-positive HIV test results using
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ML models [22,57]. This represents a significant milestone in pursuing the 95-95-95 goal,
as the use of ML prevents testers from experiencing conflicting emotions and strengthens
their confidence in healthcare providers. Machine learning has also been very effective
in reducing false-negative HIV test results, which are more concerning because falsely
diagnosed PLHIV can increase the spread of HIV [48,55]. It is also quite thrilling to discover
an Al conversational agent built in South Africa to enhance self-automated HIV testing with
evidence of improvement in anonymity, privacy, speed, and accessibility [17]. Other Al-
based mobile algorithms (mHealth and HealthPulse) effectively detect and interpret RDTs
for HIV, while prioritizing privacy, accountability, and accessibility in LMICs [48,50,55].

4.3. Gaps and Challenges Identified in the Implementation of Machine Learning in HIV Testing

Although our analysis suggests that ML is generally more accurate than traditional
HIV testing methods, it is important to note that ML algorithms are not always infalli-
ble and may not constantly outperform traditional techniques. In addition, there exist
limitations, challenges, and gaps in implementing ML interventions, especially in resource-
constrained countries. The study’s findings reported that biases were encountered in
certain training data, which caused unrepresentative results in some studies. Furthermore,
most studies examined in this review utilized retrospective designs, incorporating self-
reported information vulnerable to missing data and recall bias. These issues can also
result in skewed models, potentially leading to inaccurate predictions and disparities in
HIV testing outcomes. Our finding is consistent with a statistical review by Zhou et al. [82],
who acknowledged that ML techniques have several advantages over traditional statistical
methods, but that the use of ML algorithms poses numerous challenges. In their study, bias
in unstructured data, bias algorithms, and model overfitting were deemed limitations that
could impair the effective predictive performance of ML models, resulting in erroneous
outcomes [82]. Reinforcing this finding, our analysis also came across underfitted and
overfitted models and several studies that suffered from small sample sizes and lacked
representativeness [17,20,29,48,60].

Diversity in geographical locations also affects the generalization of models. This study
highlighted that models employed in a specific region or among a particular demographic
may not be transferable to other regions or populations. Moreover, insufficient expertise
and the usability issues of certain models are hampering the universal applicability of
ML in HIV testing interventions, especially in underprivileged settings. This explains
why ML approaches are more common in developed countries. We found that most ML
initiatives were concentrated in South Africa because of the region’s recent technological
advancements catalyzed by the intense fight against HIV.

To achieve the UNAIDS 95-95-95 goal of eradicating HIV /AIDS by 2030 with ML
interventions, certain areas need to be improved. Hence, more ML studies should be
applied in prospective studies to yield more meaningful data that can accurately predict
individual behavior risk without recall bias. There is also a need for more professional
training in ML for improved usability and acceptability, especially in resource-constrained
settings. Furthermore, more studies involving ML in HIV testing interventions should be
conducted across SSA, especially in high-HIV-incidence epidemic settings [32].

4.4. Strengths and Limitations of the Study

This study followed a comprehensive review process, gaining deep insights into
the extent of ML usage, its associated benefits, and its limitations. At first, the protocol
was prospectively registered with PROSPERO to avoid duplication. In addition, the
PRISMA guidelines were followed to generate consistent results and enhance the study’s
replicability. A comprehensive literature search was conducted in a global context across
different journal databases. The Covidence software aided in the exclusion of duplicates
and ineligible articles, and was quite fast and reliable. Two reviewers screened the articles,
and a third party was involved in resolving conflicts regarding the articles to include in the
analysis. We conducted a t-test to determine the accuracy of ML over TMs.
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However, a few challenges were encountered during the review process. This review
excluded studies that used ML algorithms to predict HIV testing among individuals less
than 15 years old, which limits the generalizability of our findings to only those that are 15
years or older. Additionally, the researchers could not access certain subscription-based
articles, which led to the exclusion of some relevant articles. Furthermore, the TMs and
ML models differ, as shown by the accuracies in eight studies that applied TMs, which
were compared to those of 36 ML models. A normality test was conducting before running
an independent f-test to ensure that the data were normally distributed. The f-test results
show a statistically significant difference (p = 0.0002) between ML and TMs. Future studies
should investigate the application of ML HIV testing interventions in age categories below
15 years.

5. Conclusions

Early detection and diagnosis of HIV is a starting point for achieving the UNAIDS
95-95-95 goal of ending AIDS as a global pandemic by 2030. However, rapid population
growth coupled with emerging diseases and resource constraints, especially in developing
settings, makes this goal unattainable with conventional HIV testing interventions. It is
critical to provide new HIV testing strategies for specific individuals/high-risk populations
to maximize resource allocation in resource-constrained countries. This study provides
valuable insights into the current state of research at the intersection of ML and HIV testing.
It points to the positive impact of ML in enhancing the early prediction of HIV spread,
optimizing HIV testing approaches, improving efficiency, and ultimately enhancing the
accuracy of HIV diagnosis. This study further reveals that ML techniques are more accurate
than traditional approaches in predicting HIV risk, testing, and status. Also, most ML
interventions are concentrated in developed countries due to a lack of expertise and the
inapplicability of models. Research institutions should train more HIV epidemiologists
to become ML experts. Screening programs should incorporate automated HIV testing
models for improved privacy, acceptability, and accessibility with high diagnostic accuracy.
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