

  algorithms-17-00401




algorithms-17-00401







Algorithms 2024, 17(9), 401; doi:10.3390/a17090401




Article



Performance of Linear and Spiral Hashing Algorithms



Arockia David Roy Kulandai †,‡ and Thomas Schwarz *,‡





Department of Computer Science, Marquette University, Milwaukee, WI 53233, USA









*



Correspondence: thomas.schwarz@marquette.edu; Tel.: +1-(408)-724-1095






†



Current address: Vice Principal - SF, St. Xavier’s College (Autonomous), Ahmedabad 380009, Gujarat, India; david.roy@sxca.edu.in.








‡



These authors contributed equally to this work.









Citation: Kulandai, A.D.R.; Schwarz, T. Performance of Linear and Spiral Hashing Algorithms. Algorithms 2024, 17, 401. https://doi.org/10.3390/a17090401



Academic Editor: Jesper Jansson



Received: 28 June 2024 / Revised: 2 September 2024 / Accepted: 2 September 2024 / Published: 7 September 2024



Abstract

:

Linear Hashing is an important algorithm for many key-value stores in main memory. Spiral Storage was invented to overcome the poor fringe behavior of Linear Hashing, but after an influential study by Larson, it seems to have been discarded. Since almost 50 years have passed, we repeat Larson’s comparison with the in-memory implementation of both to see whether his verdict still stands. Our study shows that Spiral Storage has slightly better lookup performance but slightly poorer insert performance. However, Spiral Hashing has more predictable performance for inserts and, in particular, better fringe behavior.
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1. Introduction


Key-value stores have become a mainstay of data organization for big data. For instance, Amazon DB is a pioneering NoSQL database built on this concept. A key-value store implements a map or dictionary and can be implemented in different ways. B-tree-like structures allow for range queries, whereas dynamic hash tables have simpler architectures and better asymptotic performance of   O ( 1 )   for inserts, updates, and reads. For instance, Linear Hashing, the best-known version of dynamic hash tables, is used internally by both Amazon’s DynamoDB and BerkeleyDB. These data structures were originally conceived to implement indices for database tables and continue to be used for this purpose. They were developed in a world of anemic CPU performance and slow and small storage systems, but they have been successfully used in the world of big data.



In this article, we compare Linear Hashing (LH) with its competitor, Spiral Hashing, proposed at roughly the same time in the late 1980s. Both store key-value pairs in containers—so-called buckets. Originally, each bucket resided in a page or several pages of storage, i.e., in those days, exclusively on a magnetic hard drive. However, nowadays, in-memory implementations of LH are common. Hash-based structures can also be employed in distributed systems. The key, together with the current state of the file, is used to calculate the bucket to which the key-value pair belongs. A file usually accommodates an increase in the number of records by splitting a single bucket into two or more buckets. In this way, it maintains a bound on the expected number of records per bucket. It can also react to a decrease in the number of records by merging buckets.



LH adjusts to growth in the number of records by splitting a predetermined bucket, following a constant ordering of buckets. Thus, the state of an LH file is determined entirely by the number of buckets, N. The last   ⌊  log 2   ( N )  ⌋   or   ⌊  log 2   ( N )  ⌋ + 1   bits of the hash of a key determine where the record—the key-value pair—is located. The main criticism of LH is the cyclic worst-case performance for inserts and lookups. The ingenious addressing mechanism of Spiral Storage, or Spiral Hashing (SH) as we prefer to call it, avoids this cyclic behavior. Like LH and other hash-based schemes, it stores key-value pairs in buckets. It uses a more complex address calculation to even out worst-case performance. In a well-received study [1], P.-Å. Larson compared the performance of LH, SH, an unbalanced binary tree, and a scheme built on double hashing and came to the conclusion that LH always outperforms SH (and the other two schemes). This reflects the cost of the more complex addressing scheme in SH. However, the environment has changed considerably for both schemes. More data are stored in memory or in the new NVRAM technologies. Processor speeds have increased much faster than memory access times or storage access times. We decided to test whether Larson’s verdict still stands. It does not!



In the following, we first review the standard versions of LH and SH. We then perform a theoretical and experimental fringe analysis for bulk insertions into both data structures. Even if a large bulk of data is inserted, and thus a large number of splits occur, LH’s performance remains cyclic. Then, we explain our implementations of LH and SH as main memory data structures. Next, we review the differences between in-memory LH and SH and the in-storage versions. The next section gives our experimental results. We then investigate the consequences of uneven hashes. We conclude that Spiral Hashing is a viable alternative to Linear Hashing with the potential to control tail latency resulting from key-based operations.




2. Background


Hashing schemes implement key-value stores and provide the key-based operations of inserts, updates, deletions, and reads. A hash record consists of a key and a value. Hashing places the record in a container at a location calculated from the key. Typically, the location can contain more than a single record, in which case the container is called a bucket. If a hashing scheme has a fixed number of buckets, then the number of records in a bucket would depend on the total number of records, as would the complexity of accessing a record in the bucket. Dynamic hashing schemes, therefore, adjust the number of buckets to the number of records. Typically, the number of buckets is increased by splitting a bucket and decreased by merging two buckets. In this manner, the average number of records in a bucket is bound by a constant. A key-based operation (such as a lookup, modification of the value, or an insert) first finds the bucket of the affected record. An insert adds the record to the bucket, e.g., by pushing on a stack. A lookup, delete, or update finds the record in the bucket and performs the operation. By splitting, the data structure guarantees that the expected number of records in a bucket is bounded by a constant. The bucket access happens in constant time. The expected time for lookups, deletions, or updates is linear in the average number of records visited, which is bound by a constant. As a result, the key-based operations are performed in the expected time complexity   O ( 1 ) .   For this to work, we need to have good hash functions. A horrible hash function, for example, would map every key to 0, so that all records are stored in Bucket 0. A lookup for a non-existent record would then scan through all the records, resulting in a time complexity of   O ( n ) .  



Originally, classic dynamic hashing schemes like extensible hashing [2], LH [3], and SH [4,5] stored buckets in the blocks of Hard Disk Drives. Nowadays, the buckets can also be containers in different nodes of a distributed system, containers in different storage systems such as NVRAM or flash memory, or containers in the main memory. Containers in the main memory can store their records in a linked list or an array. In fact, main memory data structures have gained enormous importance, and we focus on them.



If the buckets of a dynamic hashing scheme are pages in a Solid State Drive (SSD) or a Hard Disk Drive (HDD), then a bucket can only contain a fixed number of records. If the number of records assigned to a bucket exceeds the capacity of the bucket, then some records are stored in an overflow bucket. The number of overflow buckets is usually small. This is not an issue if buckets reside in the main memory.



2.1. Linear Hashing


Linear Hashing (LH) is a dynamic hashing scheme that provides stable performance and good space utilization. LH is widely used in disk-based database systems, such as Berkeley DB and PostgreSQL [6].



The number of buckets in an LH file increases linearly with the number of records inserted. The core strategy of LH is that it splits and merges buckets in a fixed order. In contrast, Fagin’s Extendible Hashing [2] splits the bucket that has the most records. As a result, LH uses a simple addressing calculation scheme based on a very simple file state. Litwin, the inventor of LH, provided an option for starting an LH file with more than one bucket [3]. To the best of our knowledge, this option is never used in practice. We simplify the implementation and presentation by assuming that the LH file always starts with only one bucket. If, however, we want to start with N buckets, we simply calculate the data structure after   N − 1   splits before inserting records.



To adjust the number of buckets to the number of records, LH uses splits (and merges, the reverse operation) based on triggers. One possible strategy, applicable to a disk-based system, is to use the insertion of a record into an overflowing bucket as a trigger. A much more common strategy maintains a count of the current number of records, a count of the current number of buckets, and defines the load factor as the average number of records per bucket. Whenever this load exceeds a threshold, a split is triggered. Whenever this load falls below a slightly smaller threshold, the last two split buckets are merged. The freedom to choose different triggers (resulting in different behavior when using less-than-perfect hash functions and in different expected numbers of records per bucket) is another difference from Extendible Hashing.



LH buckets are consecutively numbered from Bucket 0 to Bucket   b − 1  . Internally, LH maintains a file state. Because of our assumption that we start with only one bucket, the file state is determined simply by the current number b of buckets. We use b to calculate two file-state properties, the level l and the split pointer s, as


  l =  ⌊  log 2   ( b )  ⌋  ,  s = b −  2 l   








so that always


  b =  2 l  + s ,  s <  2 l  .  











We use these for the addressing mechanism. If the number of buckets is incremented, then Bucket s splits into Bucket s and Bucket   s +  2 l  .   The split pointer s is then incremented. If s is equal to   2 l  , then the level is incremented, and s is reset to zero. LH thus uses only the level and the split pointer for addressing bucket splits and merges.



To calculate the bucket in which a record with key c resides, LH uses a family of consistent hash functions. For this purpose, we can use a long hash function h of the key. We then define a partial hash function   h i   as


   h i   ( c )  = h  ( c )     ( mod  2 i  )  ,  








so that    h i   ( c )    is made up of the last i bits of   h ( c )  . They can be quickly extracted by using a bit-wise AND operation with a mask    2  i + 1   − 1 .   If the LH file has level l, then the partial hash functions   h l   and   h  l + 1    are used. To be more precise, the address a of a record with key c is the bucket in which the record should be placed. It is calculated from the split pointer s and the level l by


  a =       h l   ( c )       if     h l   ( c )  < s ,        h  l + 1    ( c )       else  .       











Extendible hashing always splits the bucket that overflows but needs to maintain a special directory structure that reflects the history of splits. LH always splits the bucket using the number given by the split pointer s. Thus, the series of bucket numbers to split is


  0 ,  0 , 1 ,  0 , 1 , 2 , 3 ,  0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 ,  0 , 1 , … ,  








which is made up of ranges from 0 to    2 l  − 1  . The advantage of LH is the almost trivial file state that an LH file has to maintain, but an overflowing bucket might need to wait before a split remedies the overflow. During a split, all records in the bucket to be split are rehashed with the new partial hash function   h  l + 1    and accordingly either remain in the same bucket or are moved to the new bucket. We can also implement merge operations to adjust to a decrease in the number of records. A merge always undoes the last split.



We use a numerical example to illustrate LH and its operations. Figure 1 (top) shows the state of an LH file with five buckets. Since   5 =  2 2  + 1  , the split pointer is one and the level is two. Instead of showing complete records, the figure only shows the keys, which we assume to be natural numbers between 0 and 100. Our hash function h is simply the identity in this example. Thus,    h i   ( c )    for a key c is just   c   ( mod  2 i  )   or, equivalently, the last i bits of c. We started out with one bucket, Bucket 0. All records in this bucket were placed there because   h 0   is always 0. The file has now grown to five buckets, so we use   h 2   and   h 3   for addressing. There are currently 15 records in five buckets, so the load factor is 3.



To calculate the address of the record with key 84, we calculate    h 2   ( 84 )  = 84  ( mod 4 )  = 0  . Since this address is smaller than the split pointer, we recalculate with the next hash function and obtain    h 3   ( 84 )  = 84  ( mod 8 )  = 4 .   This means that the record with key 84 is in Bucket 4. An alternative reasoning involves looking at the binary representation of 84, which is 0b1010100. The address is formed by either the last two or three bits because the level is two. The record with key 48 has an address calculated from    h 2   ( 48 )  = 48  ( mod 4 )  = 0  ,    h 3   ( 48 )  = 48  ( mod 8 )  = 0  , and, therefore, resides in Bucket 0.



To continue the example, we assume that we insert a record with key 12. Since    h 2   ( 12 )  = 12  ( mod 4 )  = 0   and    h 3   ( 12 )  = 12  ( mod 8 )  = 4  , the record is placed into Bucket 4. With the insertion of this record, the load factor, i.e., the average capacity of the buckets, exceeds 3, which, in our example, triggers a split. The bucket to be split is the one given by the split pointer, namely Bucket 1. In an Extensible Hashing scheme, we would split because we try to insert into an overflowing bucket and then split that bucket. However, LH uses a predefined order of splits, and the turn of Bucket 3 will come only after another intervening split. LH creates a new Bucket 5. It then rehashes all the records in Bucket 1 using the new file state. As a simple optimization, the address recalculation can skip the evaluation using   h 2   since we know that its value has to be 1 because otherwise, the record would not reside in Bucket 1. Thus, calculating    h 3   ( 53 )  = 53  ( mod 8 )  = 5  ,    h 3   ( 29 )  = 29  ( mod 8 )  = 5  , and    h 3   ( 45 )  = 45  ( mod 8 )  = 5   has LH move the three records into the new bucket. If we were to recalculate the addresses of all other records in the data structure, they would not change, as the only change in the execution of the addressing calculation is the comparison with the split pointer. The lower part of Figure 1 shows the state of the LH file after the split as well as the split.




2.2. Spiral Hashing


A drawback of LH is the discrepancy between buckets that are already split and those that are not yet split at the same time. The former buckets tend to have twice as many records as the latter. As we will see in Section 3, the number of records rehashed when a file is split depends on the split pointer and varies between   B / 2   and B, where B is the maximum expected number of records in a yet-to-be-split bucket. To avoid this type of behavior, Spiral Hashing (SH) was invented by Martin [4,5,7]. SH intentionally distributes the records unevenly into Buckets s,   s + 1  ,   s + 2  , …,   2 s − 1  , where s is the file state, as shown in Figure 2. If desired, a simple address translation keeps the buckets in the range 1, 2, …,   s .   We will not be using this final translation step here. When the file grows, the contents of Bucket s are distributed into the new buckets, Bucket   2 s   and Bucket   2 s + 1  . Afterward, Bucket s is deleted. If the hash used is completely uniform, then the probability that a record is allocated to Bucket i is    p i  =  log 2   ( 1 + 1 / i )  .   This remarkable feat is achieved with the logarithmic address calculation given in Figure 3. SH can be easily modified to generate d new buckets for each freed one. It is also possible to use an approximate address calculation. However, modern chip architectures with their efficient floating-point units obviate the need for speeding up the address calculation.



We now reuse our previous example to show the evolution of an SH file in Figure 4. LH uses keys that are unsigned integers, but SH uses keys that are floating-point numbers in   [ 0 , 1 [    = { x | 0 ≤ x < 1 } .   Therefore, we divide the keys by 100 so that key 40 is translated to key 0.40. Using the SH addressing algorithm in Figure 3, we obtain the picture in Figure 4 (top). Since   s = 5  , the range of buckets is from Bucket 5 to Bucket 9. We can see that the records inside a bucket are all in a sub-interval of   [ 0 , 1 [  . Therefore, without calculation, we can guess that the record with key 12, translated to 0.12, is either in Bucket 8 or Bucket 9. After insertion of the record with key   12 → 0.12  , the average load of the buckets is again higher than the threshold of 3, and Bucket 5 is replaced with Buckets 10 and 11. The mathematics of the address calculation algorithm again guarantees that no records outside of the split bucket are moved when we recalculate with the adjusted s.




2.3. Difference between In-Memory and In-Storage Hash Tables


In the years since the conception of Linear, Spiral, and Extendible Hashing, computer organization has undergone much development. These hashing schemes had to use storage and then Hard Disk Drives (HDDs) because the main memory was too precious and too limited. A hard disk stored data in blocks (then 512 B) and access to a block took maybe 15–30 ms. Nowadays, memory is cheaper and much more extensive. In addition, storage only pretends to be writable to random blocks. HDD technology uses shingled recording that does not allow in-place updates. With the help of internal caching and a log-structured organization of tracks into bands, an HDD provides an interface that seems to allow in-place updates of blocks [8].



The main alternative to magnetic storage technology is Solid State Drives (SSDs). The hard-drive industry has prioritized storage capacity over speed. Similarly, SSDs are increasingly made up of multi-bit cells that have an even more limited number of write-erase cycles than single-bit cells. An SSD stores data in pages that have to be written all at once, as is also the case for the blocks in an HDD. An SSD organizes a certain number of pages into an erase block. An overwrite of a page is only possible after a previous erasure. The endurance, i.e., the number of write-erase cycles, is limited and depends on the technology used and, more importantly, the number of bits per cell.



An in-storage hash table frequently writes to its bucket and hence to the blocks/pages containing the buckets. If the storage device is a shingled HDD, an updated block is appended to a log stored in a number of contiguous tracks. To avoid the accumulation of blocks with outdated data, the log is continually cleared by moving active data blocks to the tail of the log-skipping data blocks with outdated or deleted data. While this write amplification is an inconvenience, the consequences for an SSD are worse. To update a page stored in an SSD, the page needs to be erased. If the SSD has an internal flash translation layer, the newly written page still has the same page address. However, internally, the old page has been marked as deleted and will eventually be erased with all the other pages in the same erase block. As some of these pages might contain valid data, this data is copied to other pages in a different erase block. These copies constitute write amplification, where a single page overwrite results in several pages being written. As SSD manufacturers push storage capacity at the cost of lowering endurance by using cells that store more than one bit, write amplification becomes a concern.



To allow more efficient use of shingled HDDs and multi-bit SSDs, zoned namespaces were introduced to replace and supplement the Logical Block Address (LBA) interface [9,10]. Zoning allows a user to address a moderate to a large number of zones, but writes to these zones are sequential. This interface addresses the limitations of both current HDD and SSD technologies. Unfortunately, hash tables are not well suited for this interface; they prefer a paged environment. We can draw a parallel to B-trees: they are no longer used in their traditional form but use techniques such as Log-Structured Merge (LSM) trees to minimize changes to stored data at the cost of parallel searches. We can conclude that in-storage hash tables are workable for HDDs without the zoned namespace interface, but they need additional modifications for SSDs and HDDs with the zoned namespace interface.



In-memory hash tables can be used for a wide variety of purposes, such as enabling equi-joins in a database, caching URLs in a web browser, and, in short, anywhere associative arrays, dictionaries, or sets are needed. They, and not in-storage hash tables, are our main concern here. Larson’s experiments were conducted in a very different environment where the in-memory data structure had to be small (if they were large, virtual memory would have stored them on disk anyway). His experiments included the access times of storage in his performance results. Despite this, Spiral Hashing performed considerably worse than Linear Hashing.





3. Fringe Analysis


Fringe analysis [11] analyzes the behavior of a data structure under mass insertion. For instance, Glombiewski, Seeger, and Graefe showed that a steady stream of inserts into a B-tree can create “waves of misery”, where restructuring in the B-tree can lead to surges in the amount of data moved [12]. In the case of LH and SH, unevenness in the size of buckets determines fringe behavior.



This unevenness also affects the tail latencies of key-based operations. For a lookup, the hash structure visits, on average, half the records in a bucket for a successful lookup and all the records if no record with the given key exists. An insert does not need to visit any other record in the target bucket but can lead to a split, which requires visiting all the records in the bucket being split.



Linear Hashing is attractive because of its conceptual and architectural simplicity. As we have seen, the average number of records per bucket varies between buckets that have already been split in an epoch (when the level is constant) and those that are yet to be split. Figure 5 provides an example with level 9 and split pointer 342, and a total of 8000 records. Buckets 0 to 341 on the left and Buckets 512 to 853 on the right have, on average, about half as many records as Buckets 342 to 511. On the left, these numbers were obtained using random numbers as stand-ins for the hash of keys, whereas on the right, we used the first 8000 words in alphabetical order from an English dictionary as keys. The word list was compiled by J. Lawler of the University of Michigan. We then calculated the SHA1 hash of these keys and used the first 16 hexadecimal digits, transformed into an integer, as the keys. Remarkably, and by sheer accident, in this example, the hash of the keys is slightly smoother than the hash using random numbers. The figure illustrates that with small bucket sizes, the variability in the number of keys is large; however overall, the maximum number of records in a bucket yet to split is about twice as large as the maximum number of records in a bucket that has already been split in the current epoch. Only at the end of the epoch, when the split pointer is zero, will all buckets have the same expected number of keys. In general, with level l and split pointer s, the buckets numbered 0 to   s − 1   and   2 l   to    2 l  + s − 1   have already split and have, on average, half as many records as the remaining buckets.



We can analyze the fringe behavior of Linear Hashing analytically. We assume that the LH structure maintains a maximum ratio of records to buckets. If the number of records is r and B is this ratio, i.e., the average number of records per bucket, then the number of buckets is   r / B .   The level of the LH file is then   λ = ⌊  log 2   ( r / B )  ⌋ .   The expected number of records in an unsplit bucket is then    r  2 λ    . With every B inserts, a split occurs, so on average


   r  B ·  2 λ     








records are rehashed. About half of them are moved to the new bucket. The average number of records rehashed follows a saw-tooth curve, increasing from 1 to 2, starting at B times a power of two and being reset at the next power of two. Figure 6 shows the results. We provide an example of an experiment with a bucket capacity of 10 in Figure 7. In this experiment, we created a list of insertion operations that trigger a split and captured the size of the bucket that needs to be split. Recall that the split operation recalculates the address for each of the keys of records in the bucket and moves about half to the new bucket. This is easily implemented by creating two containers, one each for the new and one for the old bucket. We then moved pointers to the records according to the calculated address into these containers, and at the end, inserted the new bucket into the data structure and replaced the old bucket with the newly created bucket.



We also conducted a related experiment. We added n records to an initially empty LH file. Our parameter n varied from 800 to 33,000. We used a target bucket capacity of 10, causing the level of the LH file to change from 6 to 11. We then added 1000 additional records and calculated the number of records whose addresses were recalculated during a split. We used two different types of split triggers. The more popular version calculates the average number of records per bucket from the total number of records and the number of buckets and triggers a split whenever this value exceeds the target bucket capacity. Alternatively, a split is triggered whenever the bucket where the record is placed reaches capacity. In this more aggressive version, splits are more frequent and buckets tend to contain fewer records. Recall that the bucket triggering a split is usually not the one that is split. We repeated the process of loading n records into the data structure and then inserting 1000 new records while counting the number of records accessed during a split. The initial n records were the same. We report our results in Figure 8. Using the normal split trigger, LH shows a saw-tooth pattern oscillating between 1 and 2 times the number of records touched per insert. However, the more aggressive trigger shows a somewhat more chaotic behavior with different peak locations and higher variability.



Spiral Hashing’s selling point is its avoidance of this fringe behavior. The probability of a record belonging to Bucket i is    log 2   ( 1 + 1 / i )   . The size of the bucket that is split is always rather close to 1.44 times the average. Thus, instead of a cyclic fringe behavior, SH shows near-constant movement, independent of the number of records, but it is still subject to random fluctuations. In Figure 8, we can see that the use of the normal and the more aggressive triggers results in similar, near-constant behavior. However, the more aggressive trigger results in greater variability.



Spiral Hashing assigns a record to Bucket i with probability    p i  =  log 2   ( 1 + 1 / i )    for i between s and   2 s − 1  . The lowest-numbered bucket has the largest expected number of records and is always the next one to be split. However, it is often not the bucket with the actual largest number of buckets. The number of records in a bucket follows a binomial distribution, allowing us to calculate the exact probability that one bucket contains more records than another. There does not, however, seem to be a simple, closed formula for this probability. Instead of using the Central Limit Theorem and approximating with the normal distribution, we used the Las Vegas method to determine the probability that the next bucket to be split actually has the largest number of records, as we would prefer. However, this was not the case, as our results in Figure 9 show. As the nominal bucket capacity increases and the number of buckets remains small, the probability that Bucket s has the most records increases, but for larger structures, that probability diminishes quickly.




4. Implementations


We wanted to compare the efficiency of the two data structures. The advantage of LH is its simplicity and elegance and, in comparison with SH, its addressing mechanism that avoids floating-point calculations. The advantage of SH is its better fringe behavior and tail latencies for key-based operations. In fact, we discovered one key (an unsigned int in C++) and one file state where the SH addressing function, when implemented in a straightforward manner with C++ functions, gave a wrong address because of a rounding error. This single instance forced us to include an additional check in the SH addressing mechanism. Because we wanted to compare the relative merits of both data structures, we decided to implement a threaded, in-memory data structure with short records. Alternatives would be a distributed data structure (such as LH* [13]) or, more prominently, an in-storage data structure. Our choice should highlight the relative differences between the two data structures.



Larson and Ellis-Schlatter proposed a structure that allocates buckets in bunches to save memory space [1,14]. Instead of following their scheme, we relied on the efficiency of the implementations of containers in the C++ standard library. Our buckets are C++ vectors themselves and are organized inside another C++ vector. For concurrency, we used locks. There is a global lock for the file state, which becomes a bottleneck under a heavy load of inserts. Each bucket has an individual lock.



An LH insert or lookup gains a non-exclusive (also known as a read) lock on the file state. After determining the address of the bucket, the operation gains an exclusive lock on the bucket. It then inserts or retrieves a pointer to the record, depending on the nature of the operation. An insert can trigger a split. The split operation first gains an exclusive lock on the file state. It then acquires another exclusive lock on the bucket to be split. After rehashing the bucket into a new bucket and an old bucket, we replace the old bucket with the new bucket, add the new bucket, delete the old bucket, and release the lock on the file state. The SH inserts and lookups follow the same approach.




5. Experimental Results


We tested the efficiency of the two data structures by varying two parameters: the number of threads and the bucket capacity, i.e., the average number of records per bucket. Of course, the use of threads and locks generates quite a bit of overhead. If we were to perform other work within a thread, this overhead would be less visible. As it is, each thread only accesses the data structure, and lock contention is maximized.



We loaded our data structure with 1,000,000 records. For the first experiment, we then inserted another 1,000,000 records consisting of a random unsigned integer as the key and a short string. These records were stored in a C++ standard library vector, and each thread was given an equal-sized region of this vector to insert into. This write-only workload led to many splits and contention in the file state. For the second experiment, we again preloaded the data structure with 1,000,000 records with random keys. We then filled a vector with 1,000,000 random keys. Each thread then performed lookup operations for regions of the same size in this vector. This operation does not acquire exclusive locks on the file state and the timing is much better. However, most of the time, the lookup operation accesses all records in a bucket. Each experiment was performed 100 times (in a new process).



We varied the number of threads used and the nominal bucket capacity. We used the load factor (the ratio of the number of records to the number of buckets) as the split trigger. Thus, a hash table with 1,000,000 records and a bucket capacity of 3 has 333,334 buckets, and when it grows to 2,000,000 records, it has 666,666 buckets.



We performed our experiments on a Mac Powerbook with an M2 Max processor and 64 GB of memory. The results on an earlier Mac Powerbook with an Intel processor exhibited the same behavior. In both cases, the OS assigned only one CPU to the process.



Because we used random keys, each run of the program had a unique workload. This seemed to be the dominant factor in the variation of the execution time, as the violin plots in Figure 10 indicate. We can see that the distribution of the execution times has a long tail but otherwise resembles that of a normally distributed random variable. While the run times are not normally distributed, they justify the use of the mean in reporting our results.



We depict these results in Figure 11 and Figure 12. We also used the non-parametric Mann–Whitney U-test to ascertain the significance of the observed differences. Not surprisingly, they were highly significant, as Figure 13 shows. The values shown give the probability that the differences in the run times for LH and SH are accidental.



Our experiments show that Linear Hashing is faster than Spiral Hashing under a write load, whereas Spiral Hashing is usually faster under lookups. The different complexities of the addressing mechanisms do not seem to be relevant. Our experimental setup was very close to that of Larson’s. One difference is that, for many decades, we have had libraries that generate good random numbers and hashes. Larson used three small files: one of user names, one of an English dictionary, and one of call numbers that he converted to numeric keys with a simple conversion function. If we were to use a modern hash function on files of these types to obtain keys, then we would have keys indistinguishable from random numbers. He used a random number generator to select sets of keys for the measurement of lookup times. The second difference is that we used the C++ standard library for an efficient implementation of vectors, something that was not available to Larson. He found that address calculation (0.16 ms/key for LH and 0.24 ms/key for SH) was a major difference, with the timing of splits coming second. The architecture and performance of computers have tremendously changed, with one major difference being that floating-point operations are now much faster. A third difference is that in the intervening years, the access speed of storage has almost doubled, similar to the access speed of DRAM, whereas the performance of CPUs has increased tremendously. The main processor clock of a VAX runs at 3.125 Mhz, whereas our Mac has a clock of 3.75 GHz with eight cores and eight threads per core and large internal parallelism.




6. Imperfect Hash Functions


Hash-based schemes assume close-to-perfect hash functions. This means that each hash should appear with equal probability. For example, we can use a no-longer-secure but fast hash function such as MD5 or any of the hashes currently considered secure. In “real life”, this might not be the case. For example, MongoDB, a NoSQL document database, has IDs that look like hashes but consist of three parts, including a date-time stamp and a counter. A programmer could easily assume that the MongoDB ID is a perfect hash, but this is not true. The result could be an increase in the number of buckets with many more records than expected. Key-based operations accessing these records would take quite a bit more time than expected.



Because LH and SH calculate addresses from a hash in very different ways, they react to less-than-perfect hash functions in different ways. For example, time stamps and counts used as keys change the lower bits, which would allow LH to function well, whereas SH would not. SH separates records into different buckets based on high-order bits. Even if we took the reciprocal of the counts or time stamps, we would place records in only a small number of buckets. However, if we reversed the bit string of the count and cast it as the fraction of a floating-point number, we would obtain an equally good fit for SH. We give an example in Figure 14, where we reuse the sizes from our previous example and have 854 buckets. We inserted keys ranging from 1 to 8540 into the data structure and recorded the number of records in the bucket. For LH, we just used the count, whereas for SH, we used the procedure described above. As we can see, the number of records per bucket is almost ideal. So, in this one case, an imperfect hash function yields an almost perfect distribution.



To generate a biased hash function for SH, we take a random number, translate it to a double-precision floating-point number, raise this number to the power of  α , and then translate it back to an unsigned integer. If we perform the same procedure for LH, the altered hash functions work just as well as the unaltered hash function. This is because, in SH addressing, the leading bits are more important, whereas in LH addressing, the trailing bits are more important. We therefore reverse the bit string for LH.



We show the results of the altered hash function in Figure 15 for   α = 2  ,   3 / 2  ,   1  ,   2 / 3  , and   1 / 2  . We simulated the hash scheme for 200 buckets and an average of 1000 records per bucket (for a total of 200,000 records). The y-axis shows the number of records per bucket in multiples of 1000, i.e., the relative frequency. For LH, we see a much greater frequency for Bucket 0 and   α > 1   and increased variance for LH when   α < 1.0 .   For SH, the top frequency is much larger when   α > 1  .



The larger spread of frequency means that some split or lookup operations will have unusually long latencies as they hit exceedingly large buckets. Our experimental setup can only measure average latencies, which are barely affected. We report our experiment in Table 1, using the same setup as for the performance numbers. We provide the total time in milliseconds for inserting 1,000,000 records into a data structure already containing 1,000,000 records, or for looking up 1,000,000 random keys in a data structure of 1,000,000 records. For each situation, we used 100 measurements, as before. The resulting timings barely changed and were often not different between the unbiased hash (  α = 1  ) and the biased hashes. In Table 1, we provide the p-values, indicating whether the results are statistically significantly different from the unbiased hash case. This is frequently not the case, but other than observing that the more disturbed hashes (  α = 0.5   or   α = 2  ) tend to show more variation, we are unable to draw any firm conclusions. This is not surprising, as we calculated averages over a large number of operations.



We can conclude, however, from Figure 15 that less-than-perfect hashes will have a significant influence on tail latencies. If we look at the maximum number of records in each bucket, we see that this number can be much higher. The difference in the addressing schemes is reflected in the influence of   α  .   α > 1   is bad for LH, and   α < 1   is bad for SH.




7. Conclusions and Future Work


Performance-based judgments need to be revised whenever the underlying technology changes. A reassessment of Spiral Hashing and Linear Hashing was overdue, and we undertook it in this article. Our experimental setup is essentially the same as that of Larson’s. There are only three main differences: storing data in memory versus storing data on a hard disk, better generation of random keys, and the efficient implementation of C++ vectors. Therefore, our results reflect the differences in computer architecture and organization. Over the years, access times to memory and storage have changed by only a small factor, whereas the speed of computation, especially floating-point computations, has increased by a very large factor. As a result, Spiral Hashing now provides a viable alternative to Linear Hashing even as an in-memory structure. While the addressing mechanism of Spiral Hashing has not changed, its speed now comes close to that of the less complicated addressing mechanism of Linear Hashing. As Spiral Hashing has better fringe behavior and better tail latencies for key-based operations, the only reason to stick with Linear Hashing for an in-memory data structure is the existence of an established code base.



If the buckets are stored in pages in storage, the better fringe behavior should be even more attractive. In Spiral Hashing, the biggest bucket is often the next bucket to be split. This behavior avoids page overflows, which are usually handled by adding overflow pages. The same observation applies to distributed systems. A distributed version of Spiral Hashing needs to solve the problem of distributing file information to clients that have an outdated view of the file state s. If we can keep the empty buckets 1, …,   s − 1   around, a misdirected request will access an empty bucket and can obtain a better file state from there. Unlike LH*, the information that can be gathered from the fact of misdirection only shows that s has changed, but gives no clues about its true value. This is an avenue of interesting research that we plan to undertake next.



Our implementation used locks. Lock-free implementations of Linear Hashing exist [15,16]. Shalev’s implementation realizes that an in-memory LH hash file is essentially a single, linked list, with buckets forming sub-lists. The list is ordered by the keys in reverse order. Thus, we can simply adjust a lock-free linked-list implementation. A bucket split results from the insertion of a new pointer to the leading record in the bucket, dividing the previous sub-list corresponding to the bucket. A similar observation holds for SH. An implementation is left to future work.
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Figure 1. Linear Hashing example with   b = 5   and   b = 6  . 
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Figure 2. Spiral Hashing with S = 7 before and after splitting. 
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Figure 3. Address calculation in Spiral Hashing for key key and file state S. 
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Figure 4. Spiral Hashing example with   b = 5   and   b = 6  . 






Figure 4. Spiral Hashing example with   b = 5   and   b = 6  .



[image: Algorithms 17 00401 g004]







[image: Algorithms 17 00401 g005] 





Figure 5. Theoretical and expected number of records per bucket in an LH file. On the left, we used random numbers, and on the right, we used parts of the SHA1 hash of the first 8000 words in a list of English words. 
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Figure 6. Number of records rehashed during a split in LH. Theoretical result for Linear Hashing when buckets are split based on the ratio of records to buckets. 
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Figure 7. Number of records rehashed during a split in LH. Experimental results for random keys when splits are triggered by an overflowing bucket. 
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Figure 8. Number of records rehashed when adding 1000 records to a Linear Hashing and Spiral Hashing file with n records,   n ∈ [  2 10  − 200 ,  2 15  + 200 ]  . 
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Figure 9. Probability that the lowest-numbered bucket under Spiral Hashing indeed has the largest number of records. 
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Figure 10. Violin plot of the run times of LH and SH under inserts with 10 threads and a bucket capacity of 10. 
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Figure 11. Run-time means for the insert experiment for various numbers of threads and bucket capacities. 
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Figure 12. Run-time means for the lookup experiment. 
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Figure 13. p-values for the null hypothesis of equal lookup times using the Whitney–Mann U-test. 
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Figure 14. Number of records per bucket for LH and SH when using counter values as a key. 
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Figure 15. Number of records per bucket for LH and SH under uneven hash functions. 
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Table 1. Average operation times and their significance levels.
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Spiral Hashing Inserts






	
  α  

	
Threads

	
Time

	
p-value

	
  α  

	
Threads

	
Time

	
p-value




	
0.5

	
5

	
0.886

	
0.978

	
0.5

	
20

	
1.845

	
0.781




	
0.667

	
5

	
0.864

	
0.022

	
0.667

	
20

	
1.839

	
0.781




	
1

	
5

	
0.876

	
1.000

	
1

	
20

	
1.872

	
1.000




	
1.5

	
5

	
0.865

	
0.049

	
1.5

	
20

	
1.877

	
0.973




	
2

	
5

	
0.858

	
0.005

	
2

	
20

	
1.839

	
0.333




	
Linear Hashing Insert




	
0.5

	
5

	
0.774

	
0.054

	
0.5

	
20

	
1.703

	
0.335




	
0.667

	
5

	
0.774

	
0.026

	
0.667

	
20

	
1.676

	
0.023




	
1

	
5

	
0.789

	
1.000

	
1

	
20

	
1.741

	
1.000




	
1.5

	
5

	
0.769

	
0.011

	
1.5

	
20

	
1.687

	
0.071




	
2

	
5

	
0.772

	
0.094

	
2

	
20

	
1.836

	
0.020




	
Spiral Hashing Lookup




	
0.5

	
5

	
0.417

	
<  10  − 11   

	
0.5

	
20

	
0.322

	
0.016




	
0.667

	
5

	
0.413

	
<  10  − 4   

	
0.667

	
20

	
0.430

	
<  10  − 28   




	
1

	
5

	
0.415

	
1.000

	
1

	
20

	
0.323

	
1.000




	
1.5

	
5

	
0.424

	
<  10  − 28   

	
1.5

	
20

	
0.319

	
0.947




	
2

	
5

	
0.424

	
<  10  − 28   

	
2

	
20

	
0.328

	
<  10  − 6   




	
Linear Hashing Lookup




	
0.5

	
5

	
0.426

	
0.003

	
0.5

	
20

	
0.324

	
0.3667




	
0.667

	
5

	
0.430

	
<  10  − 18   

	
0.667

	
20

	
0.324

	
0.083




	
1

	
5

	
0.424

	
1.000

	
1

	
20

	
0.323

	
1.000




	
1.5

	
5

	
0.427

	
<  10  − 5   

	
1.5

	
20

	
0.322

	
0.647




	
2

	
5

	
0.428

	
<  10  − 15   

	
2

	
20

	
0.323

	
0.793
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