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Abstract: Together with the growing interest towards renewable energy sources within the framework
of different strategies of various countries, the number of solar power plants keeps growing. However,
managing optimal power generation for solar power plants has its own challenges. First comes the
problem of work interruption and reduction in power generation. As the system must be tolerant
to the faults, the relevance and significance of short-term forecasting of solar power generation
becomes crucial. Within the framework of this research, the applicability of different forecasting
methods for short-time forecasting is explained. The main goal of the research is to show an approach
regarding how to make the forecast more accurate and overcome the above-mentioned challenges
using opensource data as features. The data clustering algorithm based on KMeans is proposed to
train unique models for specific groups of data samples to improve the generation forecast accuracy.
Based on practical calculations, machine learning models based on Random Forest algorithm are
selected which have been proven to have higher efficiency in predicting the generation of solar power
plants. The proposed algorithm was successfully tested in practice, with an achieved accuracy near
to 90%.

Keywords: solar power plant; power generation forecasting; machine learning; weather clustering

1. Introduction

Power generation based on the use of renewable energy sources (RESs) has been
developing at a different pace since its first appearance. Before the XX century, it did receive
have much attention, and the active development of RES-based generation started with the
problem of huge carbon emissions, including greenhouse gasses in the atmosphere [1]. At
the beginning of the XXI century, research concluded that a 100% RES electricity supply is
feasible worldwide at a low cost [2]. Great attention has also been paid to the fact that all
devices used to balance the power supply should use only RES-based power supplies [3].

Currently, Environmental, Social and Governance (ESG) strategies are gaining more
importance for the enterprises [4] to controlling carbon emissions, use of energy and
preserving the natural resources [5,6].

The current transition of the power industry is defined by the major implementation
of RES-based generation and the use of artificial intelligence (AI) technologies to control
and operate it. World-leading countries set their goals for achieving 100% carbon-free
power systems. One of the first countries in this field was Germany [7], and now at least
48 countries have their own goals according to the COP 22 forum [8,9]. Intergovernmental
support of research in this field [10] and the presented results of the International Renewable
Energy Agency (IRENA) and the International Energy Agency (IEA) [11–15] makes the
concept of a 100% RES-based power industry more feasible. Not only are governmental
initiatives [16] accelerating the transition process, but even significant fossil fuel companies,
such as British Petroleum, are making steps to reduce their carbon footprint using RES-
based power generation [17].
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Over the last 10 years, the share of renewable electricity has significantly grown. Today,
the highest rates are seen in the capacities of solar and wind power [18,19]. According to
statistics from 2022, photovoltaics accounted for 50% of the new installed capacities [20].

However, this technology has its own drawbacks. Along with the growing amount
of power plants, interruption of work and reduction in power generation create certain
disadvantages for power systems. Grid failures may rise due to the impact of power
surpluses or shortages, so it is necessary to build a renewable energy system that is tolerant
to these faults. One of the ways to overcome these challenges is to ensure an efficient use of
solar power. The possible tool for that is the prediction of PV power generation.

To date, there are two main approaches—the physical one and the statistical one.
When developing a physical model, several characteristics are taken into consideration.
Those include the influence of solar radiation, the power plant itself, the PV conversion
model, the circuit model and the inverter model.

For example, work [21] suggests the prediction method to calculate the parameters
and paper [22] proposes the linear system of five equations to assess the above-mentioned
parameters. However, due to the changing parameters of the performance of PV models
and other challenges, such as changing weather conditions, it becomes difficult to build a
physical prediction method.

In comparison to physical models, it is much easier to use a statistical approach, as
it is better in catching the probable uncertainties. This method, in turn, can be split into
system identification methods and artificial intelligence (AI) approaches, including support
vector machines, artificial neural networks and genetic algorithms [23].

Statistical models are based on the analysis of retrospective data to predict changes
in the value under consideration [24–29]. Statistical models use methods of mathematical
statistics, probability distributions, time series, autoregressive models, etc. Models based
on artificial intelligence are built on the use of mathematical algorithms to analyze large
volumes of data, identify the influence of these data on the predicted value, highlight the
most significant ones and use them to calculate the forecast [30–32]. Hybrid models, in
turn, combine the mechanisms of statistical models, physical approaches to forecasting and
artificial intelligence methods. A new area of machine learning research for RES forecasting
is the development of explainable AI models [33].

The choice of a forecast model is based on the changing nature of the predicted variable
and the available data that can be used to make the forecast. One of the obvious parameters
influencing the quality of the forecast and the choice of the forecast model is the forecast
horizon [34–36]. The forecast horizon determines the future time interval for which the
forecast is calculated.

There is no generally accepted classification of forecast horizons. In most cases, three
categories are distinguished: short-term, medium-term and long-term forecasts [37,38].
Sometimes a fourth category is introduced—ultra-short-term forecasts [39].

The choice of planning horizon influences the choice of an appropriate model and
its accuracy. For long-term forecasting, and in cases where narrow localization of the
forecast is not required, it is appropriate to use numerical weather prediction models (if
the necessary computing power is available). For short-term forecasts, statistical models,
artificial intelligence-based models, and combination models are more suitable [40,41].

PV generation is unstable and sensitive to the weather changes. However, the forecast
of the PV generation is crucial for the power system operation and control tasks, and its
results should be accurate regardless of weather conditions. Thus, improvements could
be provided to this area. This is why the hybrid model, based on clustering of the data
using weather features to separate unique weather conditions, can improve the forecasting
accuracy. One model (without clustering) has higher chances of overfitting the data because
of model complexity. The clustering stage helps to make individual models less complex
but more accurately fitted to the data.

In this work, clustering was chosen as the most suitable method to test the hypothesis
on the improvement of PV power plant forecasting accuracy. As clustering is one of the
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forms of data abstraction, we needed to select certain parameters that characterize our
objects and then normalize the highlighted characteristics.

Although improvement of forecasting accuracy through the clustering of weather
conditions has been studied by many authors, for example [42–45], there is still a place
for improvement in regard to the clustering application for this task. In [42], weather data
spread in four groups defined only using meteorological provider labels such as snowy,
foggy, sunny and rainy. The authors of [43] applied the DBSCAN method to differentiate
clusters in data but divided them by the average value first. In [44], a clustering algorithm
was based on only two features (irradiance and temperature). The above-mentioned
research barely used any of clustering metrics to evaluate and describe the obtained results,
but some authors [45,46] used a silhouette coefficient for evaluation.

The main contributions of this research to the field of PV generation forecasting and
weather clustering are as follows:

• Relevant weather features which determine the working state of PV modules were
used as initial data for the clustering algorithm;

• Three metrics (silhouette, WSS, and BSS) for data spreading in clusters were used;
• The clustering model was applied to hourly observations to define similar groups of

data in terms of the working state of PV modules instead of labeling whole days as
rainy or sunny;

This paper’s content is structured as follows. Section 2 presents the applied data
preprocessing actions, clustering methods, forecasting models and evaluation metric de-
scriptions. Section 3 shows the obtained results of the research and the comparison of two
considered approaches using the described evaluation metrics, providing a discussion.
Section 4 provides a discussion on the obtained results and the directions of future work.

2. Materials and Methods

The proposed algorithm includes 11 stages and can be presented as the flow chart in
Figure 1.
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The data preparation stages (Figure 2) were conducted according to the list below:

• Data collection from different sources;
• Sorting and merging collected data;
• Removing night observations, outliers, and highly correlated features.
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Figure 2. Data preprocessing stages.

To perform the clustering, four algorithms were tested (KMeans, Agglomerative
clustering, Spectral clustering and GaussianMixture) [47]. The distance between data
points was calculated using the Euclidean metric:

d2(xi, xj) = ∑d
k=1 (xi,k − xj,k)

2)
1/2

=
∥∥xi − xj

∥∥
2 (1)

To compare the clustering results of different models, the following metrics were used:

• Silhouette coefficient (silhouette);
• Between-cluster sum of squares (BSS);
• Within-cluster sum of squares (WSS).

The motive of using all three metrics to evaluate the clustering performance is that,
when we use only one of the metrics, we could obtain good numerical values from that
metric which correspond to the non-satisfactory results. For example, if we use only the
silhouette coefficient, it could be maximized numerically (reaching a value of 1.0), but, at
the same time, our cluster borders may become extra complex (may have a weird shape).
On the other hand, if we use either the WSS or BSS metric, it could result in a great amount
of very small-sized clusters in one case or 1–2 large-sized clusters in another case.

The above metrics were calculated using the following formulas [48]:

Silhouette = ∑ck ∑xi∈ck

b − a
max(b, a)

,

a =
1
|ck|

∑xj∈ck

∥∥xi − xj
∥∥ xi ∈ ck,

b = min
(

1
|cl |

∑xj∈cl

∥∥xi − xj
∥∥) xi /∈ cl ,

(2)

where a is the average distance between objects within one cluster; b is the minimum
average distance between an object in one cluster and other clusters; ck, cl are the clusters;
xi, xj are objects inside the clusters.

The separability of clusters is characterized by the parameter BSS [49] or intercluster
distance and is calculated for one cluster as follows:

BSS =
M

∑
k=1

(
xk − xj

)2, xj /∈ ck, (3)

where M is the number of clusters; ck is the cluster; and xk, xj are the objects inside clusters.
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Compactness is characterized by the WSS parameter [49] or intra-cluster distance and
is calculated for one cluster as follows:

WSS =
|ck |

∑
i=1

(
xi − xj

)2

, xj ∈ ck, j ̸= i, (4)

where ck is the cluster and xi, xj are the objects inside clusters.
The silhouette coefficient ranges from −1 to +1, and the closer it is to +1, the more

correct the data separation is considered. The BSS and WSS metrics ranges are not limited
and depend on the considered task and data structure.

To build and train a model for predicting the generation and operating modes of a
photovoltaic plant, a dataset was collected. It consists of meteorological and geometric
parameters of the movement of the Sun, necessary for the physical explanation of the
process of propagation of solar radiation. Also, the actual data on the generation of the
solar power plant located at the 46th latitude in the Caspian region were used.

Several weather providers were used as sources for obtaining retrospective meteoro-
logical data:

• Yandex (Russia) [50];
• WeatherUnderground (United States) [51];
• NasaPower (United States) [52].

It is important to use several weather data sources to minimize errors related to biased
data, which may occur if the weather stations are located far away from the considered
location. The use of several data sources also helps to diversify the weather data, combining
satellite and weather station data. From these sources, data on hourly values of temperature,
relative humidity, cloudiness and wind speed were obtained. Retrospective data on hourly
solar radiation energy flux densities were obtained from measurements from a local weather
station. The solar declination angle was calculated based on the mathematical calculation
described below [53].

δ = 23.45 · sin
(

360 · 284 + n
365

)
, (5)

where n is the number of the day in the year.
As a result, a dataset was created containing 9 features and one target variable—

generation. The list of parameters included in the source data are presented in Table 1.

Table 1. A list of parameters included in the source data.

Parameter Source Parameter Source

Date Yandex, NasaPower,
WeatherUnderground Cloudiness Yandex, NasaPower,

WeatherUnderground

Time Yandex, NasaPower,
WeatherUnderground Temperature Yandex, NasaPower,

WeatherUnderground

Day number of the year Location of the station Humidity Yandex, NasaPower,
WeatherUnderground

Solar declination angle Calculation Wind speed Yandex, NasaPower,
WeatherUnderground

Local time Yandex, NasaPower,
WeatherUnderground Generation, fact Commercial electricity

metering data

Meteorological data from three sources were averaged and reduced to a one-hour
resolution to obtain the most stable and reliable parameters. Meteorological data were
collected for a period of one year according to the power generation data time period. In
addition, the original dataset was cleared of outliers and omissions in the data. There are
descriptions of several functions used in the pseudo code listed below (Algorithm 1):
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• drop_empty_strings ()—deletes data samples if there is one or more empty or non-
numerical values;

• delete_outliers ()—deletes data samples if outliers are detected using boxplot and
quartile distribution in any of the data features;

• min_max_norm ()—rescales feature values to the range between 0 and 1;
• regr_data.P, W1.parameters, etc.—selects particular features (column in the database)

to store on received values.

Algorithm 1. Pseudo Code for Data Preprocessing

Input: P, W1, W2, W3
Output: regr_data, cluster_data
Auxiliary variables: counter, sum,
Initialization: counter = 0, sum = 0
Begin Data Preprocessing Algorithm
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

for (p = 1,. . ., n) do
sum = sum + P[p]
count = count + 1

if count == 2 do
regr_data.P = sum/count
count, sum = 0

end if
end for
for data in regr_data, W1, W2, W3 do

data = drop_empty_strings(data)
data = delete_outliers(data)

end for
for h in regr_data.hour do

if h in W1.hour do
x1 = W1.parameters

else
x1 = 0

end if
if h in W2.hour do

x2 = W2.parameters
else

x2 = 0
end if
if h in W3.hour do

x3 = W3.parameters
else

x3 = 0
end if
regr_data.parameters = (x1 + x2 + x3)/3

end for
cluster_data = [regr_data.Temperature, regr_data.Humidity, regr_data.Wind_speed]
for x in cluster_data.parameters do

x = x.min_max_norm(x)
end for
return regr_data, cluster_data

End Data Preprocessing Algorithm

As a result of the data preprocessing described above, the dimension of the dataset
decreased from 11,928 rows to 11,245 rows (6% of the original data volume).

If the initial data are presented in a one-hour resolution and the forecasting horizon
is short-term, then the mathematical equation for the abstract forecasting model can be
written as follows:

ŷi = f (Xi−1), (6)
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where ŷi is the PV generation output for the considered hour; f (X) is the particular
forecasting model; Xi−1 is the array of meteorological features values for the previous hour.

To train individual models for the selected data clusters, a comparison of the consid-
ered types of regression models was made (Linear Regression, Decision Tree Regression,
Random Forest Regression).

These models were used to predict solar power plant (SPP) generation and the predic-
tion results were compared as follows:

• The general model was trained on data from all the three clusters;
• Three models for different clusters were trained on the data of these clusters, respec-

tively;
• The forecasting results of the general model were compared to the forecasting results of

the composite model (obtained using three models trained on the data of the selected
cluster).

To visualize data points in a 2D-space, a principal component analysis (PCA) [54] was
used. The PCA method helps to transfer data from higher dimensional space to lower
dimensional space and is commonly used for visualization purposes. The main idea of
the PCA is to use a linear combination of the original features of the dataset in order of
decreasing importance. The PCA process can be described using following steps.

Data standardization:
Z =

X − µ

σ
, (7)

where µ is the mean of independent features; σ is the standard deviation of independent
features.

Computation of covariance matrix:

cov(x1, x2) =
∑n

i=1 (x1 i − x1) · (x2 i − x2)

n − 1
, (8)

where x1, x2 are the values of two independent features.
Eigenvalues and eigenvectors computation:

AX − λX = 0
(A − λI)X = 0
|A − λI| = 0

, (9)

where λ is the eigenvalue.
Data projection to the lower feature space:

PrPi

(→
u
)
=

Pi ·
→
u

|u| , (10)

where Pi is the vector consisting of the eigenvalues placed in order of decreasing importance.

3. Results and Discussion

A fragment of the generated database for forecasting the generation of solar power
plants, obtained as a result of collecting and processing data from weather providers and
data on the generation of SPPs, is presented in Table 2. The dimension of the data after
removing outliers and clearing the data from non-numeric values and omissions amounted
to 5686 rows and 10 columns.

To divide the source data into clusters in order to increase the accuracy of predicting
SPP generation, a set of features was generated. This set consists of the following features
from the initial database (Table 2) characterizing meteorological conditions:

• Temperature, actual, ◦C;
• Humidity, actual, %;
• Wind speed, actual, m/s.
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Table 2. Fragment of the database used to predict the generation of solar power plants.

Date Day Solar
Angle Time Cloud.,

p.u.
Temp.,

◦C Humid., Wind Speed,
m/s

Generation,
kWh

26 September 2017 15:00 269 −2.21 15 0 18.0 30.0 6.944 10206

26 September 2017 16:00 269 −2.21 16 0 18.0 30.0 6.944 8143.8

26 September 2017 17:00 269 −2.21 17 0 18.0 30.0 6.944 5238.24

26 September 2017 18:00 269 −2.21 18 0 17.5 31.0 6.528 1984.08

26 September 2017 19:00 269 −2.61 19 0 16.7 32.5 5.556 141.96

27 September 2017 07:00 270 −2.61 7 0 7.7 63.0 4.722 35.28

27 September 2017 08:00 270 −2.61 8 0 7.0 66.0 4.167 1440.6

26 September 2017 09:00 270 −2.61 9 0 7.2 65.0 5.000 4627.56

27 September 2017 10:00 270 −2.61 10 0 8.5 60.0 5.000 7786.8

27 September 2017 11:00 270 −2.61 11 0 10.5 52.2 5.278 9938.04

The choice of features is determined not only by their explicit connection to the
meteorological conditions but also by the optimal identification of clusters in the data.
Thus, the data dimension for creating a clustering model was 5686 rows and three columns.
A fragment of the data used for data clustering is presented in Table 3. To select the final
clustering model and the optimal number of clusters, four models were compared, namely
KMeansClustering, AgglomerativeClustering, SpectralClustering, and GaussianMixture,
and various options for the number of allocated clusters were also considered.

Table 3. Fragment of data used for data clustering.

Temperature, Fact, ◦C Humidity, Fact, % Wind Speed, Fact, m/s

18.0 30.0 6.944

18.0 30.0 6.944

18.0 30.0 6.944

17.5 31.0 6.527

16.75 32.5 5.555

7.75 63.0 4.722

7.0 66.0 4.166

7.25 65.0 5.0

8.5 60.0 5.0

10.5 52.25 5.277

For convenient visualization, the PCA transformation was applied to the data. For
the data from Table 2, two principal components were allocated to project the data onto a
two-dimensional plane.

As a result of transforming the data into two-dimensional space, their representation
was obtained, as shown in Figure 3.

Before applying the selected models for clustering, the data from Table 2 were normal-
ized using a minimax transformation (the data in each column was linearly transformed to
range from 0 to 1). Visualization of the results of identifying different numbers of clusters
by the considered models is presented in Figure 4, and the values of metrics for each model
that determine the optimality of cluster selection are presented in Table 4.
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Table 4. Clustering evaluation metrics values.

WSS BSS SILHOUETTE

Two clusters

KM 18.98391 51.73605 0.594664

AG 19.20556 51.45037 0.561417

SP 19.14204 51.58659 0.583539

GM 19.46392 52.19415 0.58729

Three clusters

KM 15.23908 43.95228 0.475616

AG 18.88447 38.80243 0.328751

SP 15.27047 48.03171 0.376685

GM 15.20677 45.76189 0.46373

Four clusters

KM 15.96251 37.9217 0.37866

AG 16.93177 38.9466 0.281695

SP 16.99529 43.89783 0.141275

GM 16.514938 39.45284 0.35762

Five clusters

KM 15.51169 38.93565 0.182779

AG 16.49797 35.55767 0.257393

SP 15.07748 44.11309 0.07991

GM 14.68248 39.96776 0.26404
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In accordance with the results of comparing the selection of different numbers of data
clusters using the considered models, it was found that the Agglomerative clustering model
is not applicable within the framework of the task. The non-applicability of the AG model
is expressed visually and numerically. It can be seen in Figure 4 that the AG model provides
results featuring one small-sized cluster mixed inside of another bigger cluster in cases
where the number of clusters is greater than two. This specific behavior is also expressed in
the values of all the metrics used for evaluation in Table 4. The KMeans Clustering, Spectral
Clustering and GaussianMixture models showed similar results when identifying different
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numbers of data clusters (2–5). At the same time, it was determined that the selection of
three data clusters in this problem is the optimal solution (the silhouette coefficient is the
maximum, and WSS and BSS have the greatest difference).

The averaged separation of KMeans Clustering, SpectralClustering, and GaussianMix-
ture models was adopted as the final model to provide realistic but clearer borders of the
identified data clusters.

As a result of clustering, three data clusters of the following dimension were identified:

• First cluster—2120 data lines;
• Second cluster—1977 data lines;
• Third cluster—1588 data lines.

Selected clusters might be considered balanced, since the largest difference between
the volumes of the first and third clusters is no more than 25% relative to the cluster with
the largest amount of data. In accordance with the identified data clusters, three datasets
were generated for training regression models to predict the generation of SPPs. A separate
dataset was obtained from the original data by randomly selecting samples. This set was
limited in size to accommodate the sample sizes based on the identified clusters. Thus,
1980 data samples were randomly selected from the original data, which corresponds to
the volumes of the selected clusters.

Each dataset was divided into training and testing sets in a ratio of 80/20. Information
on the sampling structure for each of the three sets is presented in Table 5.

Table 5. Structure of training and test samples for the four datasets.

Initial Data First Cluster Second Cluster Third Cluster

X_train 1600 1696 1581 1270

y_train 1600 1696 1581 1270

X_test 380 424 396 318

y_test 380 424 396 318

Based on the comparison results (Figures 5–8 and Tables 6–9), Random Forest Regres-
sion was selected as a predictive model for further tuning. As a result of tuning the models
using the Exhaustive search method in order to increase accuracy, four sets of parameters
for predictive models were identified:

• General model: (‘criterion’: ‘poisson’, ‘max_features’: 4, ‘n_estimators’: 115);
• Model for the first cluster: (‘criterion’: ‘poisson’, ‘max_features’: 4, ‘n_estimators’: 87);
• Model for the second cluster: (‘criterion’: ‘poisson’, ‘max_features’: 4, ‘n_estimators’: 73);
• Model for the third cluster: (‘criterion’: ‘poisson’, ‘max_features’: 4, ‘n_estimators’: 132).

Table 6. Forecasting results (trained on initial data).

Model/Metric R2, p.u. MSE, kWh2 MAE, kWh nMAE, kWh ME, kWh

Linear
Regression 0.144 3.72 × 106 1300.56 97.484 8283.6

Decision Tree
Regression 0.277 3.14 × 106 928.67 4.383 11,935.56

Random Forest
Regression 0.652 1.51 × 106 722.27 6.144 6844.88
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Table 7. Forecasting results (trained on data from the first cluster).

Model/Metric R2, p.u. MSE, kWh2 MAE, kWh nMAE, kWh ME, kWh

Linear
Regression 0.411 1.06 × 106 2641.72 54.73 10,508.132

Decision Tree
Regression 0.901 1.79 × 106 748.19 0.24 6788.88

Random Forest
Regression 0.931 1.26 × 106 637.94 0.501 5544.294
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Table 8. Forecasting results (trained on data from the second cluster).

Model/Metric R2, p.u. MSE, kWh2 MAE, kWh nMAE, kWh ME, kWh

Linear
Regression 0.411 1.06 × 106 2641.72 54.73 10,508.132

Decision Tree
Regression 0.901 1.79 × 106 748.19 0.24 6788.88

Random Forest
Regression 0.931 1.26 × 106 637.94 0.501 5544.294
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Table 9. Forecasting results (trained on data from the third cluster).

Model/Metric R2, p.u. MSE, kWh2 MAE, kWh nMAE, kWh ME, kWh

Linear
Regression 0.315 9.72 × 106 2624.806 59.792 9731.67

Decision Tree
Regression 0.654 4.91 × 106 1434.97 0.738 10,083.36

Random Forest
Regression 0.828 2.43 × 106 1053.302 1.946 6357.94
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Training separate models for each of the selected clusters and using them together
instead of one common model trained on all data will lead to increased accuracy in pre-
dicting SPP generation. In this case, the accuracy of the final forecast may decrease due
to a decrease in the size of the training sample for each model. This negative impact will
disappear with a subsequent increase in retrospective data for the forecasting system.

The results of forecasting two models, general and composite (from three models),
and their comparison are presented in Figures 9 and 10 and Table 10.
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Table 10. Comparison of the forecasting results using a general and composite model.

Model\Metric R2, p.u. RMSE, kWh MAE, kWh nMAE, kWh ME, kWh

General model 0.892 1340.77 829.424 7.69 6766.846

Composite model 0.899 1297.26 800.566 4.1 7073.089

Changing metrics 0.007 338.79 28.26 3.59 −306.24

4. Conclusions

The study found that training separate models for each of the selected data clusters
significantly improves the accuracy of forecasting solar power plant (SPP) generation. It is
important to note that the model trained on the original data showed even lower accuracy
compared to the model for the second cluster. Thus, to achieve higher results in predicting
solar power generation, it is necessary to consider the data volumes and their quality when
choosing a suitable model. Thus, the approach with the use of separate models for clusters
seems more promising.

The obtained results show that the composite model provided a reduction in the nMAE
of the forecast that was nearly twice that of the general model and a minor improvement
in terms of other considered metrics. These improvements were obtained due to data
clustering and tuning the individual models for each cluster. The first cluster contains
mostly data observations related to the winter and autumn period with medium level
humidity (50–70%). The second cluster data are characterized with lower level humidity
(below 50%), and there are no winter data. The third cluster contains data related to high-
level humidity (close to 100%) and represents rainy or snowy days mostly. Tuning of the
individual models helps to target specific features of each cluster better than through one
model exclusively. The individual models are less complex than one general model at the
same time. This helps to avoid overfitting and to increase the accuracy.

The general model still provides acceptable results on average and can be used for the
territories where the weather is close to stable during the whole year. However, for the
territories with changing weather and well-defined climatic seasons, it is recommended to
use composite models.

The main contributions of this research in comparison with other studies are using
weather features which describe the surrounding effects of the working state of the PV
modules; clustering each observation (one hour resolution) instead of clustering days;
and evaluation of clustering results with appropriate metrics (silhouette coefficient, BSS
and WSS).

Additionally, the use of individual models for each cluster may have some disad-
vantages, such as the training sample size for each model decreasing with number of
the clusters increasing and the underperformance of this approach due to the number of
clusters being too high or too low. In further research, the negative effects of the proposed
approach may be eliminated with the collection of more retrospective data, control of
the adequate number of clusters, and exploring additional features that will affect the
clustering process positively.
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