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Abstract: People tend to share their opinions on social media daily. This text needs to be
accurately mined for different purposes like enhancements in services and/or products.
Mining and analyzing Arabic text have been a big challenge due to many complications in-
herited in Arabic language. Although, many research studies have already investigated the
Arabic text sentiment analysis problem, this paper investigates the specific research topic
that addresses Arabic comparative opinion mining. This research topic is not widely inves-
tigated in many research studies. This paper proposes a lexicon-based framework which
includes a set of proposed algorithms for the mining and analysis of Arabic comparative
sentences. The proposed framework comprises a set of contributions including an Arabic
comparative sentence keywords lexicon and a proposed algorithm for the identification of
Arabic comparative sentences, followed by a second proposed algorithm for the classifica-
tion of identified comparative sentences into different types. The framework also comprises
a third proposed algorithm that was developed to extract relations between entities in
each of the identified comparative sentence types. Finally, two proposed algorithms were
developed for the extraction of the preferred entity in each sentence type. The framework
was evaluated using three different Arabic language datasets. The evaluation metrics used
to obtain the evaluation results include precision, recall, F-score, and accuracy. The average
values of the evaluation metrics for the proposed sentences identification algorithm reached
97%. The average evaluation values of the evaluation metrics for the proposed sentence
type identification algorithm reached 96%. Finally, the average results showed 97% relation
word extraction precision for the proposed relation extraction algorithm.

Keywords: natural language processing; Arabic text mining; comparative opinion;
comparative sentence identification; type identification; relation extraction; preferred
entity extraction

1. Introduction
A huge portion of comparative opinions in Arabic language is shared daily in social

media. Such opinions need to be analyzed for many reasons like improving products and
services. In general, comparative opinions are analyzed first by their identification, then by
extracting their types [1,2], followed by extracting their relation elements [2–5] and finally
extracting the preferred entity [2,6].

Arabic Language has three dialects, namely Modern Standard Arabic (MSA) [7],
Quranic Arabic (QA), and Colloquial Arabic [8]. QA is the type of Arabic in which the
Quran, the holy book of Islam, is written. In the sixth century A.D., the language was
marginally not the same as the Arabic of today. MSA is the most broadly utilized version of
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Arabic today in Arabic speaking nations. MSA is utilized as a portion of every media outlet
from television to films, to daily newspapers and radio broadcasts. The vast majority of
books are written in MSA in addition to politicians’opinions in debates, alongside speeches.
MSA is the Arabic dialect that is utilized in everyday life in Arabic speaking countries.
Colloquial Arabic is frequently the spoken language of most Arabs. This type of Arabic is
subject to regional varieties that not only exist across nations, but also occur in the same
nation. The focus of this paper is on Colloquial Arabic and MSA.

Previous work was proposed in the field of comparative opinion mining and analysis
of English [9,10], Korean [11], Chinese [12] and Vietnamese [5] languages. Related work
specialized in comparative opinion mining and analysis of Arabic language was proposed
in [1,3,4,6–8,13]. The contributions of this paper are outlined as follows.

• A comprehensive lexicon-based framework for the detailed mining and analysis of
Arabic comparative sentences is proposed and evaluated.

• An algorithm for the identification of Arabic comparative sentences is proposed. The
algorithm is referred is to referred to as the Arabic Comparative Sentence Identification
(ACSI) algorithm.

• An algorithm for the identification of Arabic comparative sentences types. The al-
gorithm is referred to as Arabic Comparative Sentence Type Identification (ACSTI)
algorithm. All types of Arabic comparative sentences are considered in this algorithm.
The identified comparative sentences were classified into four different types, namely
non-equal gradable, equative, superlative, and non-gradable.

• An algorithm for the extraction of the relation between the different entities in the
Arabic comparative sentence is proposed. The algorithm is referred to as the Relation
Extraction from Arabic Comparative Sentence (REACS) algorithm. REACS algorithm
considers all elements that form any relation which are a relation word, a comparison
feature, a first entity, also referred to as entity 1, and a second entity, also referred to as
entity 2.

• Two algorithms for the extraction of the preferred entity are proposed. These algo-
rithms are referred to as Preferred Entity Extraction from Arabic Non-Equal Compara-
tive Sentence (PEEANCS) and Preferred Entity Extraction from Arabic Superlative
Comparative Sentence (PEEASCS) algorithms.

• An Arabic comparative keyword lexicon is specifically developed to evaluate the
proposed algorithms. This lexicon contains 649 Arabic comparative keywords that
cover all the Arabic comparative sentence types.

Three different datasets had been used in this work to evaluate the proposed frame-
work. The datasets include a Twitter dataset composed of 10,005 sentences in Egyptian
dialect [14], an MSA dataset composed of 100 sentences, and a social media dataset com-
posed of 501 sentences in Egyptian dialect. The MSA and social media datasets were
manually developed by the authors for the evaluation of the proposed framework. The
evaluation metrics used to evaluate the proposed algorithms include precision, recall,
F-score and accuracy. For the ACSI algorithm, the average values of the four evaluation
metrics over all datasets were in the range of 92% to 97%. For the ACSTI algorithm, the
average precision, recall, F-score and accuracy values of the proposed type identification
algorithm over the four types using all datasets were 96%, 91%, 92% and 96%, respectively.
For the REACS, PEEANCS and PEEASCS algorithms, the average results over all datasets
were 97% precision for relation word extraction, 73% precision for feature extraction, 75%
precision for first entity extraction, 82% precision for second entity extraction and 65%
precision for preferred entity extraction.

The rest of the paper is organized as follows. Related work is presented and discussed
in Section 2. Section 3 presents a detailed description of the components that form the
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proposed framework. Section 4 discusses the details of the datasets used to obtain the
evaluation results. Section 5 presents the evaluation metrics. Section 6 presents and
discusses the evaluation results. Finally, Section 6 presents the conclusions and future work.

2. Related Work
There were many papers that were proposed in the field of mining and analysis of

comparative sentences in different languages. For example, a set of recent papers were
proposed to address comparative sentences in English [9,10], Korean [11], Chinese [12]
and Vietnamese [5] languages. Since the focus of our work is on Arabic language [2], this
section will only present the work proposed in this language, as will be discussed later.

El-Halees [1] mined comparative sentences in Arabic text. Firstly, Arabic comparative
sentences were identified from non-comparative ones using Part Of Speech (POS) tags [15],
in which the f-measure was on average 63.73% with low precision. Secondly, three machine
learning classifiers were applied, namely K-nearest neighbors (KNN), Support Vector
Machine (SVM), and Naive Bayes [16]. The best obtained f-measure was 86.63% using
KNN [17]. This work showed that using machine learning is much better than using POS
in identifying Arabic comparative sentences. Finally, a combination of SVM and POS
was applied which resulted in f-measure of 88.87%. This resulted in little improvement
compared to using machine learning only. Moreover, the work in this paper applied another
additional task which was the generation of a set of rules to characterize three types of
Arabic comparative sentences namely: non-equal gradable, equative and superlative.
However, as opposed to our work, a fourth type, namely a non-gradable comparative type,
was not investigated in this work.

Alharbi, and Khan [3] used decision tree classifier C4.5 (J48 implementation) [18] to
identify Arabic comparative opinions. Although the obtained results were promising, the
combination of J48 implementation, keywords, and POS improved the performance more
than the performance obtained using only J48 implementation. The keyword classifier
was found to be the best technique for detecting gradable comparisons. However, the
combination between the three different approaches achieved a good performance and
balance between the gradable and non-gradable comparative types.

Eldefrawi et al. [4] proposed work in comparative relation extraction for Arabic
language. In this work, the authors addressed comparative relations in MSA, Egyptian and
Khaliji Arabic dialects. The Conditional Random Field (CRF) Algorithm [19,20] was used
to extract comparative relations and it achieved high accuracy results in extracting the two
entities which are compared against each other in any comparative sentence.

Eldefrawi et al. [6] proposed a machine learning technique to identify preferred entities
in Arabic comparative opinions. Five main categories were proposed to classify comparison
keywords, in order to facilitate the analysis of comparative sentences. The obtained results
of identification were an average f-measure of 96.5%.

Alotaibi Najm et al. [13] proposed a deep neural-network based model for the identifi-
cation of comparative sentences from Arabic social media text. This work implemented the
proposed model into three steps. Firstly, the data were processed to be transformed into a
useful format. Secondly, the pre-processed data were fed to the model for classification.
Finally, a parameter optimizer algorithm was employed for fine tuning the parameters
involved in the model to enhance results. The proposed model was evaluated by two stan-
dard datasets namely Coprus and Corpus+. The obtained results showed high accuracy,
precision, recall and F-score which ranged between 94% and 98%.

The proposed framework is based on an Arabic comparison keyword lexicon, which
was manually built for the purpose of operating and evaluating this framework. The evalu-
ation results showed that high accuracy was obtained in all Arabic comparative opinion
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analysis steps. To the best of the authors’ knowledge, this work presents the first compre-
hensive research work which implements all steps of the Arabic comparative sentences
mining and analysis in which all types of Arabic comparative sentences are investigated.

Furthermore, this paper is the first paper to investigate the Arabic non-gradable
sentence type in all framework steps. Table 1 summarizes the differences between the
related work and the proposed work. The table shows the main approach applied in
each of the related papers together with the objectives of each paper when compared
with the proposed work. It is clear from the the table that the proposed work is the only
one that comprehensively addressed all steps involved in mining and analysis of Arabic
comparative sentences.

Table 1. Summary of related works.

Reference Approach Type
Comparative

Sentence
Identification

Comparative
Sentence Type
Identification

Relation
Extraction

Preferred
Entity

Extraction

El-Halees [1] Machine Learning ✓ x x x
Alharbi and Khan [3] Lexicon-Based ✓ x x x

Eldefrawi et al. [4] Machine Learning x x ✓ x
Eldefrawi et al. [6] Machine Learning x x x ✓
Alotaibi et al. [13] Deep Learning ✓ x x x
Proposed Work Lexicon-Based ✓ ✓ ✓ ✓

3. Proposed Framework
This section discusses the detailed steps of the proposed approach framework. The

steps of the proposed framework are shown in Figure 1. The steps shown in the figure
starts with manually building an Arabic comparative keywords lexicon. Afterwards,
data are collected for preprocessing. Identification of each of comparative sentences and
comparative sentence type is then applied. This is followed by the extraction of each of
the comparative sentence relation and the comparative sentence preferred entity. Finally,
the accuracies of identification and extraction are calculated. It should be noted that the
proposed framework was developed on a machine with an Intel Core i7-6700, 3.4 GHz
processor and a 16 GB RAM. Visual Basic.NET programming language and Visual Studio
IDE were used to develop the software code of the framework. The rest of this section
presents a detailed explanation of the proposed algorithms used to implement the different
components of the framework.

3.1. Arabic Comparative Keywords Lexicon

In this paper, the proposed approach is based on a manually developed Arabic com-
parison keywords lexicon. This lexicon was manually developed because, to the best of
the authors’ knowledge, there is currently no standard lexicon that specifically contains
Arabic comparison keywords. The lexicon was first developed by analyzing the linguistic
rules that govern the formation of the Arabic comparative sentence. These rules resulted in
the categorization of the Arabic comparative sentences into four different types [1] as will
be described in detail later. Secondly, for each sentence type, samples of the comparison
keywords and the associated comparative sentences were collected from different web sites
including Facebook, Twitter, YouTube comments, and web sites which compare between
different products and/or services.

Table 2 lists the comparison keywords used to build the lexicon where the keywords
are categorized by their sentence types. The authors would like to note that the developed
lexicon does not provide a comprehensive listing of all comparative keywords that exist
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in the Arabic language. Therefore, this will affect the accuracy of the next steps of the
proposed framework if comparative sentences with keywords that do not exist in the
lexicon are analyzed.

Arabic comparative sentences are categorized into four different types as follows [1]:

1. Non-equal gradable relation expresses a greater than or less than relation in which an
ordering of two entities with respect to some of their features is applied. An example

Arabic sentence of such a type is �
I

	
¯ñ�ðQºKAÓ 	áÓ

�
�Ô«


@ É¿ @Pð


@
�
é�@PX (studying Oracle

is deeper than Microsoft).
2. Equative relation expresses a relation which states two objects are equal with respect

to some of their features. For an example, an Arabic sentence of such a type is
ÕæÊª

�
JË @ ú




	
¯ øñ

�
J�ÖÏ @ �

	
®
	
K

	
àA
�
JªÓAm.

Ì'@ (the two universities have the same level of education).

3. Superlative relation expresses a relation that is greater than or less than all others or
in other words it ranks one object over all others. In Arabic language such a relation
adds È@ (the) to the comparison word as in t�'
PA

�
JË @ ú




	
¯ É

	
�
	
¯B@ ø



Qå�ÖÏ @ úÎëB@ øXA

	
JË @ @ (the

Egyptian Club Al-Ahly is the best in the history).
4. Non-gradable relation expresses sentences that compare features of two or more

objects, but do not grade them. An example Arabic sentence of such a type
is úæ�J« Pñ

�
J»YË@ ��PY

�
K 	á«

	
Ê

�
J
	
m�' ø



Y
�
�P Pñ

�
J»YË@ ��PY

�
K (the teaching style of doctor

Roshdi differs from from the teaching style of doctor Esaa).

Figure 1. Proposed framework.
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Table 2. List of Arabic comparison keywords used to build the lexicon.

Sentence Type No. of Keywords Keywords Considered

Non-equal gradable
(positive sentiment) 230 Ym.
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»B@ Yë 	PB@

©
	
P̄

B@ ÕÎ«


B@ ÐQ»


B@ Ðñ«


B@ É�«


B@ éJ.

�
�

B@ ùë 	P


B@

	Q�
Ó

B@ øñ

�
¯B@ ©

	
JÓB@ Q

	
kB@ ÈðB@ É

�
®
�
KB@ øYëB@

Õæ


ë

B@ Èñ

�
¯

B@

	á�
Ë

B@ Y

�
�

B@ l�

	
�ð


B@ Èñ£


B@ úÎ

	
«

B@

�
HYg


B@ ÐY

�
¯

B@ ÉÒ»


B@

�
�k


B@ Ñ

	
¢«


B@ 	áÖ

�
ß

B@

i
�
J
	
¯

B@ ú

	
¯ð


B@ ú

	
æ
	
«

B@ Y

�
�P


B@ Ég. P


B@ ZYë


B@ Q�.�


B@ Qê

	
£

B@ ú

�
æ
�
�

B@ l��


B@ ¨ðP


B@ ùÖÞ�


B@ ú»

	
X

B@

½J

�
�B@ Q

	
k
�
B@

�
�J.�


B@ Pñ

	
«

B@ I. J
£


B@ Q

	
k
	
X

B@ Që 	P


B@

	


	
¢
	
�

B@ �Qk


B@ úæ�k


B@ Qê£


B@ 	Q«


B@

�
�Ô

	
«

B@

QîD
�
�

B@ QîD

�
�B@ Q

�
�»


B@ Q

�
�»B@ Q

�
�»B@ Q

�
�»


B@ I. j. «


B@ I. j. «B@ Ñ

	
m�
	
�B@ Ñ

	
m�
	
�

B@ hQÓ


B@ hQÓB@ ½J


�
�B@

	


	
�
	
�

B@

	


	
�
	
�B@ I. j. «


B@ I. j. «B@ ¨Yg. B@ ¨Yg.


B@
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Table 2. Cont.

Sentence Type No. of Keywords Keywords Considered

Superlative (negative
sentiment) 113 YªK.


B@ ÕÎ

	
£B@ ÕÎ

	
£

B@ �


�K. B@ �


�K.


B@ 	á

�
�

	
kB@ 	á

�
�

	
k

B@


A¢�. B@


A¢�.


B@ Zñ�B@ Zñ�


B@ É

�
¯B@ É

�
¯

B@

Éêk.


B@ �

�
®
	
K

B@ Q

	
®»


B@ I. ª�


B@ úæ�«


B@ úæ�

�
¯

B@ Ymk

.


B@

�
�J


	
�

B@ QkB@ Qk


B@ XQK. B@ XQK.


B@ YªK. B@

Q
�
®kB@ 	áÖÞ�B@

	
�ÔgB@ QÓB@

	
àñëB@ ÉJ.ëB@ Qå�

	
kB@ È 	QëB@

	
Y
�
�B@

	
ª

	
�

B@ Q

	
k

B@

	


	
k

B@ Qå

	
�

B@

©
�
®�B@ Q

�
®
	
¯B@ É

	
m�'. B@ ù

�
®
�
�B@ Éj. «B@ ©

�
��. B@ úæ

.

	
«B@ ©J
K. B@ Y

�
�B@ Qå�

�
¯B@ �

	
kPB@ Q

	
ª�


B@ iJ.

�
¯B@

úæ�«B@ úæ�
�
¯B@ Ymk

.
B@

�
�J


	
�B@ ©

�
�k. B@ Qå

�
�B@ P

	
Y
�
¯B@ ù

	
®
	
kB@ É

	
�B@ �m.

�
	
'B@ Qº

	
KB@ È

	
XB@

�
�Ô

	
«B@

	
àñë


B@ ÉJ.ë


B@ Qå�

	
k

B@ È 	Që


B@

	
Y
�
�

B@

	
ª

	
�B@ Q

	
kB@

	


	
kB@ Qå

	
�B@ Éêk. B@ �

�
®
	
KB@ Q

	
®»B@ I. ª�B@

ù
�
®
�
�

B@ Éj. «


B@ ©

�
��.


B@ úæ

.

	
«

B@ ©J
K.


B@ Qå�

�
¯

B@ �

	
kP


B@ Q

	
ª�


B@ iJ.

�
¯

B@ Q

�
®k


B@ 	áÖÞ�


B@

	
�Ôg


B@ QÓ


B@

Q
	
ª�


B@ ©

�
�k.


B@ Qå

�
�

B@ P

	
Y
�
¯

B@ ù

	
®
	
k

B@ É

	
�

B@ �m.

�
	
'

B@ Qº

	
K

B@ È

	
X

B@

�
�Ô

	
«

B@ ©

�
®�


B@ Q

�
®
	
¯

B@ É

	
m�'.


B@


@ñ�


B@


@ñ�B@ Zñ�


B@ Zñ�B@ Q¢

	
k

B@ Q¢

	
kB@ É¢ë


B@ É¢ëB@ Q

	
k
�
B@

Non-gradable 3 AÓ@ , AÓ

@ ,

	
Ê

�
J
	
m�'


Total 649

3.2. Data Collection

The datasets used to obtain the experimental results in this paper were collected
manually from different social web sites, as described before. This section discusses the
datasets which were used to evaluate the proposed framework. In this work, three datasets
were used including an Arabic Sentiment Tweets Dataset (ASTD) [14], an MSA dataset and
a social media dataset. In our work, we refer to the ASTD as the Twitter dataset. The MSA
and the social media datasets were manually developed for the evaluation of the proposed
framework. Tables 3 and 4 show a brief summary of the three datasets.

It should be noted in Table 4 that some sentences were not be able to be automatically
classified in one of the four sentence types. This is due to the following limitations. Firstly,
the Twitter dataset was initially used to evaluate the proposed framework when no other
datasets were used at that time. This results in a large portion of the sentences not being
classified in the Twitter dataset. This limitation did not affect the other two datasets.
Secondly, in all used datasets, there were no spaces between some comparison keywords
and the words before or after them. This inhibited the correct classification of the sentence
type. Finally, missing or not considering the Arabic diacritics drastically affected the correct
detection of the comparison keywords.

The authors would like to clarify that they did not adopt the formal machine learning
training, validation, and testing methodology, since the proposed framework is only based
on the developed comparative keywords lexicon. The steps used to evaluate the different
framework algorithms were as follows. The Twitter dataset was initially used for building
the initial lexicon. Afterwards, the other two datasets, i.e., MSA and social media, were
manually developed and then employed in the evaluation of proposed framework. It
should be noted that the Twitter dataset is a standard dataset for Arabic sentiment analysis
but is not specifically designed for the mining and analysis of Arabic comparative sentences.
Therefore, the expected balance between comparative and non-comparative sentences or
the balance among the different sentence types is not guaranteed.
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Table 3. Number of comparative and non-comparative sentences in each dataset.

Dataset Total Number of
Sentences

Number of Comparative
Sentences

Number of
Non-Comparative

Sentences

Twitter(ASTD) [14] 10,005 1345 8660
MSA 100 70 30

Social Media 501 217 284

Table 4. Classification of comparative sentence types in each dataset.

Dataset

Number of
Non-Equal
Gradable
Sentences

Number of
Equative
Sentences

Number of
Superlative
Sentences

Number of
Non-Gradable

Sentences

Sentences Not
Classified

Twitter 36 36 523 29 721
MSA 24 6 29 3 8

Social Media 20 10 166 20 1

3.3. Data Preprocessing

This section discusses the detailed steps of preprocessing the Arabic sentences that
form each dataset. Firstly, each sentence in the dataset is accessed in order. Secondly, each
word, i.e., separated by a space, in the accessed sentence is checked for the presence of any

characters that do not exist in the set of 28 Arabic alphabets from

@ (the alphabetic letter A

or a) to ø (the alphabetic letter Z or z) and the set of decimal digits from 0 to 9. Any word
that does not satisfy these conditions is completely removed. Therefore, all words that
contain any special characters like punctuation, exclamation, question marks, etc., . . . are
removed. Finally, the preprocessed Arabic sentence becomes available for the evaluation of
further steps in the proposed framework.

3.4. Arabic Comparative Sentence Identification

This section describes the detailed steps of the ACSI algorithm. Identification of Arabic
comparative sentences was performed by searching for Arabic comparison keywords in
the sentence using the manually built Arabic comparative keywords lexicon. If there is an
Arabic comparison keyword in the sentence, then it is a valid Arabic comparative sentence;
otherwise, it is not.

Algorithm 1 shows the pseudo-code of the ACSI algorithm. As shown in the pseudo-
code, the statement in line 1 accesses each sentence in order, followed by the statement in
line 2 which splits each sentence into words using the space between words and stores
it in an ordered list. The statement in line 3 accesses each word stored in the ordered list
followed by the statement in line 4 which accesses each Arabic comparison keyword from
the Arabic comparison keywords lexicon in order. The statements from line 5 to line 9
extract the Arabic comparative sentences where the statement in line 5 searches for an
Arabic comparative keyword in the sentence and if the comparative keyword exists, the
statement in line 7 records the sentence as an Arabic comparative sentence.
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Algorithm 1 Pseudo-code of the ACSI algorithm
Input: dataset of preprocessed sentences.
Output: dataset of comparative sentences.

1: for each sentencei in the dataset of preprocessed sentences do
2: New Array arr[] = split sentencei with “ ”
3: for each wordj in arr[] do
4: for each keywordn in Comparative Keyword Lexicon do
5: if (wordj = keywordn) then
6: sentencei is identified as a “Comparative Sentence”
7: insert sentencei in dataset of comparative sentences
8: break
9: end if

10: end for
11: end for
12: end for

3.5. Arabic Comparative Sentence Type Identification

This section describes the detailed steps of the ACSTI algorithm. In general, com-
parative sentence are categorized into four types, namely non-equal gradable, equative,
superlative and non-gradable comparative [1]. Identifying an Arabic comparative sentence
type is based on the type of the Arabic comparative keyword which exists in the sentence.
This type is determined based on the Arabic comparative keywords lexicon where every
type has its own Arabic comparative keywords. The four types are described as follows,
together with some examples for the sentences that represent each type [1]:

1. Non-Equal Gradable Comparison Type: Relations of this type express an ordering
of objects with regard to some of their features. An example of this sentence type is

the sentence that contains the Arabic comparative keyword, whose format is Éª
	
¯

@.

This keyword has an original verb that consists of three letters. An example of

such sentence is �
I

	
¯ñ�ðQºK
AÓ

	áÓ
�
�Ô«


@ É¿ @Pð


@
�
é�@PX (studying Oracle is deeper than

Microsoft) where the comparative keyword is directly mentioned in the comparative
sentence. On the contrary, if the verb contains more than three letters, the sentence
will contain the Arabic word Q��» @ ð@ É

�
¯@ (less or more) and the sentence will be like

the following éJ

	
k

@ 	áÓ @XAî

�
Dk. @

Q��»

@ YJ
ª� (Said has more diligence than his brother).

2. Equative Comparison Type: Relations of this type state that two objects are
equal with respect to some of their features. An example of such sentence is
Õæ


Êª
�
JË @ ú

	
¯ øñ

�
J�ÖÏ @ �

	
®
	
K

	
àA
�
JªÓAm.

Ì'@ (the two universities have the same level of education).

3. Superlative Comparison Type: Relations of this type ranks one object over other
objects. In Arabic language this type may add È@ to the comparison word or not.

Examples of this type are ÕËAªË @ ú
	
¯ É

	
�
	
¯

B@ øQå�ÖÏ @ úÎë


B@ (the Egyptian Club Al-Ahly is

the best in the history) and ÕËAªË @ ú
	
¯ I. «B É

	
�
	
¯

@ ðYËA

	
KðP (Ronaldo is the best player in

the world).
4. Non-gradable Comparison Type: Non-gradable comparative sentences type com-

pares features of two or more objects, but do not grade them. There are three subtypes
as follows:

• Object A is similar to or different from object B with regard to some features.
An example of this type is úæ�J
« Pñ

�
J»YË@ ��
PY

�
K 	á«

	
Ê

�
J
	
m�'
 øY

�
�P Pñ

�
J»YË@ ��
PY

�
K

(the teaching style of doctor Roshdi differs from from the teaching style of
doctor Esaa).
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• Object A has a feature f1, and object B has another feature f2 where f1 and f2 can

substitute each other. An example of this type is �
HA«AÖÞ� ÐY

	
j
�
J��
 úæ

.

�
JºÖÏ @ Q

�
KñJ
J.ÒºË@

�
éJ
Ê

	
g@X

�
HA«AÖÞ� ÐY

	
j
�
J��
 H. ñ

�
K H. CË@ AÓ


@
�
éJ
k. PA

	
g (the desktop computer uses external

speakers while the laptop uses internal speakers).
• Object A has a certain feature, but object B does not have it. An example of

this type is ÐY
	
j
�
J��
 B H. È@ñk. ð

	
à
	
X

@

�
HA«AÖÞ� ÐY

	
j
�
J��



@ È@ñk. (mobile A uses head-

phones while mobile B does not).

Algorithm 2 shows the pseudo-code of the ACSTI algorithm. As shown in the pseudo-
code, the statement in line 1 accesses each Arabic comparative sentence in order and
the statement in line 2 splits an Arabic comparative sentence into words using the space
between words and puts each word in an array in order. The statement in line 3 accesses
each word in the array in order. The statement in line 4 accesses each comparison keyword
from the Arabic comparison keywords lexicon in order. The statements from line 5 to
line 11 check if the word, wordj in the Arabic comparative sentence exists in the Arabic
non-equal comparison keywords. If the word next to wordj is 	áÓ (than), then the Arabic
sentence is considered an Arabic non-equal gradable comparative sentence. The statements
in lines 12 to 14 check if wordj is an Arabic equative comparison keywords then the Arabic
sentence is considered an Arabic equative comparative sentence. Similarly, the statements
in lines 15 to 20 check if the sentence under consideration is either an Arabic superlative
comparative sentence or a non-gradable comparative sentence.

Algorithm 2 Pseudo-code of the ACSTI algorithm
Input: dataset of comparative sentences.
Output: dataset of comparative sentences with identified sentence types

1: for each comparative-sentencei in the dataset of comparative sentences do
2: New Array arr[] = split comparative-sentencei with “ ”
3: for each wordj in arr[] do
4: for each keywordn in Comparative Keyword Lexicon do
5: if (wordj = NonEqualTypeKeywordn) then
6: if (j + 1 < arr[].Length − 1) then
7: if (wordj+1 = 	áÓ) then
8: set type of comparative-sentencei to “NonEqual Type”
9: end if

10: end if
11: end if
12: if (wordj = EquativeTypeKeywordn) then
13: set type of comparative-sentencei to “Equative Type”
14: end if
15: if (wordj = SuperlativeTypeKeywordn) then
16: set type of comparative-sentencei to “Superlative Type”
17: end if
18: if (wordj = NonGradableTypeKeywordn) then
19: set type of comparative-sentencei to “NonGradable Type”
20: end if
21: end for
22: end for
23: end for

3.6. Relation Extraction

This section discusses the detailed steps applied in the relation extraction process in
each of the four types of Arabic comparative sentences mentioned in the previous section.
The relation in any comparative sentence is expressed with the following relation vector
(a relation keyword, a feature, the first entity, the second entity, the relation type). For
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example, in the comparative sentence “Canon’s optics is better than those of Sony and
Nikon.”, the corresponding relation vector is (better, optics, Canon, (Sony and Nikon),
non-equal gradable). Extracting a relation vector from an Arabic comparative sentence
depends on the Arabic comparative sentence type. The following are examples of different
sentences that illustrate the relation extraction from each of the four Arabic comparative
sentences types mentioned in the previous section.

An example of the Arabic non-equal gradable comparative sentence type is �
éK
PA¢�.

AJ
»ñ
	
JË @

�
éK
PA¢�.

	áÓ 	á�k

@ l .

�
	
'ñ�ÓA� ÉK
AK. ñÓ (Samsung’s mobile battery is better than Nokia’s

battery) and its extracted relation vector is ( 	á�k

@ ,

�
éK
PA¢�. , l .

�
	
'ñ�ÓA� ÉK
AK. ñÓ , AJ
»ñ

	
JË @, non-equal

gradable) (better, battery, Samsung’s mobile, Nokia, non-equal gradable).

An example of the Arabic equative comparative sentence type is �
	
®
	
K

	
àA

�
J ª ÓA m.

Ì'@

Õæ


Êª
�
JË @ ú

	
¯ øñ

�
J�ÖÏ @ (the two universities have the same level of education) and its extracted

relation vector is (�	
®
	
K ,øñ

�
J�ÖÏ @ ,

	
àA
�
JªÓAm.

Ì'@, equative) (same, level of education, the two
universities, equative). In this sentence, there is no obvious second entity because ( 	àA�JªÓAm.Ì'@)
(the two universities) represents both the first and the second entities in the relation vector.

Two examples of the Arabic superlative comparative sentence type are illustrated

as follows. The first sentence is t�'
PA
�
JË @ ú

	
¯ É

	
�
	
¯

B@ úÎë


B@ (Al-Ahly is the best in the history)

and its extracted relation vector is (É 	
�
	
¯

B@ , t�'
PA

�
JË @ ú

	
¯ , úÎë


B@), superlative) (the best, in the

history, Al-Ahly), superlative. The second sentence is 	á�

�
KP@ñË@ Q�


	
g

�
I

	
K

@ and its extracted

relation vector is (Q�

	
g ,

	á�

�
KP@ñË@ ,

�
I

	
K

@), superlative) (the best, heir, You, superlative).

Three examples of the Arabic non-gradable comparative sentence type are illustrated
as follows: The first sentence is úæ�J
« Pñ

�
J»YË@ ��
PY

�
K 	á«

	
Ê

�
J
	
m�'
 øY

�
�P Pñ

�
J»YË@ ��
PY

�
K (the

teaching style of doctor Roshdi differs from the teaching style of doctor Esaa) and its
extracted relation vector is ( 	á« 	

Ê
�
J
	
m�'
 ,��
PY

�
K ,øY

�
�P Pñ

�
J»YË@, úæ�J
« Pñ

�
J»YË@), non-gradable)

(differs, teaching style, doctor Roshdi, doctor Esaa, non-gradable). The second sentence is
�
é J
 Ê

	
g@X

�
HA«A ÖÞ� ÐY

	
j
�
J� �
 H. ñ

�
K H. C Ë@ A Ó


@

�
é J
k. PA

	
g

�
HA«A ÖÞ� ÐY

	
j
�
J� �
 úæ

.

�
Jº ÖÏ @ Q

�
Kñ J
 J. Òº Ë@

(the desktop computer uses external speakers while the laptop uses internal speakers)
and its extracted relation vector is ( AÓ


@ ,

�
HA«AÖÞ� , úæ

.

�
JºÖÏ @ Q

�
KñJ
J.ÒºË@, H. ñ

�
K H. CË@, non-gradable)

(while, speakers, desktop computer, laptop, non-gradable). Finally, the third sentence is
ÐY

	
j
�
J��
 B H. È@ñk. ð

	
à
	
X

@

�
HA«AÖÞ� ÐY

	
j
�
J��



@ È@ñk. (mobile A uses headphones while mobile B

does not) and its extracted relation vector is (ð ,
�
HA«AÖÞ� ,


@ È@ñk. , H. È@ñk. , non-gradable)

(while, headphones, mobile A, mobile B, non-gradable).
It should be noted that in the Arabic non-gradable comparative sentence type, each

entity 1 and entity 2 can be more than one word, because the two entities are included in
the sentence without a standard order. An example of this issue is illustrated in the

sentence �
éJ
Ê

	
g@X

�
HA«AÖÞ� ÐY

	
j
�
J��
 H. ñ

�
K H. CË@ AÓ


@
�
éJ
k. PA

	
g

�
HA«AÖÞ� ÐY

	
j
�
J��
 úæ

.

�
JºÖÏ @ Q

�
KñJ
J.ÒºË@ (the

desktop computer uses external speakers while the laptop uses internal speakers). In
this sentence, entity 1 should be úæ

.

�
JºÖÏ @ Q

�
KñJ
J.ÒºË@ (desktop computer), entity 2 should be

H. ñ
�
K H. CË@ (laptop), and the comparison feature should be �

éJ
Ê
	
g@X ð

�
éJ
k. PA

	
g

�
HA«AÖÞ� ÐY

	
j
�
J��


(external speakers and internal speakers). Therefore, it cannot be exactly determined how
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many words will represent each of entity 1, entity 2 and the comparison feature. To resolve
this problem, in our work, we extracted each of entity 1 and entity 2 as the set that is formed
of 2–5 words that appear in the non-gradable comparative sentence type before and after
the comparison keyword, respectively.

Algorithm 3 shows the pseudo-code of the proposed REACS algorithm specifically for
Arabic non-equal comparative sentence type. In the discussion of the REACS algorithm,
there will be some notes on the differences between the relation extraction steps that apply
for each of the other three Arabic comparative sentence types.

Algorithm 3 Pseudo-code of the REACS algorithm
Input: dataset of NonEqual comparative sentences.
Output: extracted relations from the input dataset.

1: for each sentencei in the dataset of NonEqual comparative sentences do
2: New Array arr[] = split sentencei with “ ”
3: for each wordj in arr[] do
4: for each NonEqual-Type-keywordn in Comparative Keyword Lexicon do
5: if wordj = NonEqualTypeKeywordn then ▷ Relation Word Extraction
6: if (j + 1 > arr[].Length − 1) then
7: if (wordj+1 = 	áÓ) then
8: RelationWord = wordj + “ ” + wordj+1
9: end if

10: end if ▷ Feature Extraction
11: if (j + 4 < arr[].Length − 1) then
12: Feature = wordj+3 + “ ” + wordj+4
13: else
14: if (j + 3 < arr[].Length − 1) then
15: Feature = wordj+3
16: else
17: Feature = “ ”
18: end if
19: end if ▷ Entity1 Extraction
20: if (j − 2 >= 0) then
21: Entity1 = wordj−1 + “ ” + wordj−2
22: else
23: if (j − 1 >= 0) then
24: Entity1 = wordj−1
25: else
26: Entity1 = “ ”
27: end if
28: end if ▷ Entity2 Extraction
29: if (j + 3 < arr[].Length − 1) then
30: Entity2 = wordj+3 + “ ” + wordj+2
31: else
32: if (j + 2<arr[].Length − 1) then
33: Entity2 = wordj+2
34: else
35: Entity2 = “ ”
36: end if
37: end if
38: end if
39: end for
40: end for
41: end for

As shown in Algorithm 3, the statements from line 1 to 5 access each Arabic non-equal
comparison keyword from the comparison keywords lexicon in order. The statements
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from line 5 to line 10 extract a relation word which is an Arabic non-equal comparison
keyword and the next Arabic word 	áÓ (than). The statements from line 11 to line 19 extract
the comparison feature which is the fourth word after the Arabic non-equal comparison

keyword such as �
èQ» @

	
YÖÏ @ ú

	
¯ úÎ«

	áÓ É
	
�
	
¯

@ YÔg


@ (Ahmed is better than Ali in studying) so

the word �
èQ» @

	
YÖÏ @ (studying) is the comparison feature. The statements from line 20 to line

28 extract entity 1 by searching for the words before the Arabic non-equal comparative type
comparison keyword. The statements from line 29 to line 37 extract entity 2 by searching
for the words after the Arabic non-equal comparative type comparison keyword.

For the non-equal comparative sentence type, if the detected relation word isQ��»

@ (more)

or É
�
¯

@ (less) then in the statements from line 5 to line 10, the extracted relation word will be

Q��»

@ (more) or É

�
¯

@ (less), respectively, in addition to the second word, i.e., 	áÓ (than), after the

detected relation word. For example, in this sentence úÎ«
	áÓ @XAî

�
Dk. @

Q��»

@ YÔg


@ (Ahmed is

more diligent than Ali), the extracted relation word becomes 	áÓ Q��»

@ (more than).

In the statements from line 11 to line 19, the feature is decided to be the word next
to the relation word. In the statements from line 20 to line 28, entity 1 is decided to be
the word before the relation word and in the statements from line 29 to line 37, entity
2 is decided to be the third word after the relation word. For example, in this sentence

úÎ«
	áÓ @XAî

�
Dk. @

Q��»

@ YÔg


@ (Ahmed is more diligent than Ali), the feature becomes @XAî

�
Dk. @

(diligence), entity 1 becomes YÔg

@ (Ahmed) and entity 2 becomes úÎ« (Ali).

For the other Arabic comparative sentences types, the difference in the REACS algo-
rithm is in the statement in line 1 that accesses each sentence type in order. The statement
in line 2 splits each comparative sentence type into words using the space between the
words and stores it in an array in order. The statement in line 3 accesses each word in the
array in order. The statement in line 4 accesses the comparison keywords that represent
each sentence type from the Arabic comparison keywords lexicon. The statements from
line 5 to line 10 extract the relation word which corresponds to each type.

For the equative sentence type, the statements from line 11 to line 19 extract the feature
which is the next word after the comparison keyword �

	
®
	
K (same). If the comparison key-

word is 	
àAK
ðA�

�
�Ó (equal), then the feature becomes all words starting from the second after

the comparison keyword. For example, in the sentence Õæ


Êª
�
JË @ øñ

�
J�Ó ú

	
¯

	
àA
�
JK
ðA�

�
�Ó

	
àA
�
JªÓAm.

Ì'@

(the two universities have the same level of education), the feature becomes Õæ


Êª
�
JË @ øñ

�
J�Ó

(level of education). If the comparison keyword is øðA�
�
�Ó (equal) then the feature

becomes all words staring from the fourth after the comparison keyword such as
QÒªË@ð Èñ¢Ë@ ú

	
¯ YÔg@ ©Ó øðA�

�
�Ó úÎ« (Ali is equal to Ahmed in length and age), so the fea-

ture becomes QÒªË@ð Èñ¢Ë@ (length and age).
For the superlative sentence type, the statements from line 11 to line 19 extract the

feature which becomes the next words after the comparison keyword. For example, in the
sentence t�'
PA

�
JË @ ú

	
¯ É

	
�
	
¯B@ úÎëB@ (Al-Ahly is the best in the history), the feature becomes

t�'
PA
�
JË @ ú

	
¯ (in the history).

For the equative, superlative and non-gradable comparative sentence types, the state-
ments from line 20 to line 28 extract entity 1 by searching for the words before the compari-
son keyword. The statements from line 25 to line 31 extract entity 2 by searching for the
words after the Arabic equative or non-gradable comparative type comparison keyword
only. This does not apply for the superlative comparative sentence type, since entity 2 does
not exist in this type.
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Finally, for Arabic non-equal, equative and superlative comparative sentence types,
entity 1 and entity 2 are extracted as two words. However, for the Arabic non-gradable
type, entity 1 and entity 2 are extracted as five or six words each because entity 1
and entity 2 cannot be exactly determined. This is because entity 1 and entity 2 are
parts of the Arabic non-gradable sentence before and after the relation word such

as �
éJ
Ê

	
g@X

�
HA«AÖÞ� ÐY

	
j
�
J��
 H. ñ

�
K H. CË@ AÓ


@
�
éJ
k. PA

	
g

�
HA«AÖÞ� ÐY

	
j
�
J��
 úæ

.

�
JºÖÏ @ Q

�
KñJ
J.ÒºË@ (the desktop

computer uses external speakers while the laptop uses internal speakers).

3.7. Preferred Entity Extraction

This section describes the preferred entity extraction from Arabic comparative sen-
tences. There are only two comparative sentences types which have a preferred entity.
These are non-equal and superlative comparative types. The preferred entity extraction
proposed approach extracts the preferred entity depending on the sentiment of the compar-
ison keyword. In non-equal comparative sentence type, if the comparison keyword has a
positive sentiment then entity 1 is the preferred entity, while if the comparison keyword
has a negative sentiment then entity 2 is the preferred entity. In superlative comparative
sentence type, there is only one entity. Therefore, in superlative comparative sentence
type, if the comparison keyword has a positive sentiment then the entity mentioned in the
sentence is the preferred entity, while if the comparison keyword has a negative sentiment,
then there is no preferred entity in the sentence.

3.7.1. Non-Equal Gradable Type

This section describes the details of the PEEANCS algorithm. The following are some
examples for the extraction of the preferred entity based on the sentiment of the comparison

keyword. In the Arabic non-equal comparative sentence type �
é�@PYË@ ú

	
¯ úÎ«

	áÓ É
	
�
	
¯

@ YÔg


@

(Ahmed is better than Ali in studying), the comparison keyword É
	
�
	
¯

@ (better) has a

positive sentiment, so entity 1, i.e., (YÔg

@) (Ahmed), is the preferred entity. In the example

l .
�
	
'ñ�ÓA� 	áÓ Zñ�


@ AJ
»ñ

	
K (Nokia is worse than Samsung), the comparison keyword, i.e., (Zñ�


@)

(worse), has a negative sentiment. Therefore, entity 2, i.e., ( l .�
	
'ñ�ÓA�) (Samsung), is the

preferred entity.
Algorithm 4 shows the pseudo-code of the PEEANCS algorithm. As shown in the

pseudo-code, the statement in line 1 accesses each non-equal comparative sentence in order.
The statement in line 2 splits each non-equal comparative sentence into words using the
space between words and stores the words in an array. The statement in line 3 accesses
each word in the array. The statement in line 4 accesses each non-equal type comparison
keyword from the comparison keywords stored in the lexicon in order. The statement in line
5 checks if the comparison keyword has a positive sentiment, then the statements from line
6 to line 19 extract entity 1 from the words before the comparison keyword. The statement
in line 21 checks if the comparison keyword has a negative sentiment, then the statements
from line 20 to line 37 extract entity 2 from the words after the comparison keyword.
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Algorithm 4 Pseudo-code of the PEEANCS algorithm
Input: dataset of NonEqual comparative sentences.
Output: extracted preferred entities from the input set.

1: for each sentencei in the dataset of NonEqual comparative sentences do
2: New Array arr[] = split sentencei with “ ”
3: for each wordj in arr[] do
4: for each NonEqualTypeKeywordn in Comparative Keyword Lexicon do ▷

Positive NonEqual type keyword
5: if (wordj = PositiveNonEqualTypeKeywordn) then
6: if (j + 1 > arr[].Length − 1) then
7: if (wordj+1 = 	áÓ) then
8: if (j − 2 >= 0) then
9: Entity1 = wordj−1 + “ ” + wordj−2

10: else
11: if (j − 1 >= 0) then
12: Entity1 = wordj−1
13: else
14: Entity1 = “ ”
15: end if
16: end if
17: end if
18: end if
19: PreferredEntity = Entity1 ▷ Negative NonEqual type keyword
20: else
21: if (wordj = NegativeNonEqualTypeKeywordn) then
22: if (j + 1 > arr[].Length − 1) then
23: if (wordj+1 = 	áÓ) then
24: if (j + 3 > arr[].Length − 1) then
25: Entity2 = wordj+3 + “ ” + wordj+2
26: else
27: if (j + 2 > arr[].Length − 1) then
28: Entity2 = wordj+2
29: else
30: Entity2 = “ ”
31: end if
32: end if
33: end if
34: end if
35: PreferredEntity = Entity2
36: end if
37: end if
38: end for
39: end for
40: end for

3.7.2. Superlative Type

This section describes the details of the PEEASCS algorithm. The following are some
examples for the extraction of the preferred entity based on the positive or negative compar-
ison keyword. Comparative superlative type sentence has only one entity if the comparison

keyword has a positive sentiment. An example of such sentence is t�'
PA
�
JË @ ú

	
¯ É

	
�
	
¯

B@ úÎë


B@

(Al-Ahly is the best in the history) in which entity 1, i.e., úÎë

B@ (Al-Ahly), is the preferred

entity since the comparison keyword, i.e., É 	
�
	
¯

B@ (the best), has a positive sentiment. In

another sentence like t�'
PA
�
JË @ ú

	
¯ ©

�
��.


B@

�
I�ñ»ñÊêË @ (Holocaust is the worst in the history), the
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comparison keyword, i.e., © �
��.


B@ (the worst), has a negative sentiment, therefore, there is

no preferred entity at all.
Algorithm 5 shows the pseudo-code of the PEEASCS algorithm. As shown in the

pseudo-code, the statement in line 1 accesses each superlative comparative sentence in
order. The statement in line 2 splits each sentence into words using the space between
words and stores it in an array. The statement in line 3 accesses each word in the array.
The statement in line 4 accesses each superlative type comparison keywords from the
comparison keywords lexicon in order. The statement in line 5 checks if the comparison
keyword has a positive sentiment, then the statements from line 6 to line 15 extract entity
1 from the words before the comparison keyword. The statement in line 17 checks if the
comparison keyword has a negative sentiment, then the statement in line 18 stores the
setting that shows that there is no preferred entity extracted from the analyzed sentence.

Algorithm 5 Pseudo-code of the PEEASCS algorithm
Input: dataset of Superlative comparative sentences.
Output: extracted preferred entities from the input dataset.

1: for each sentencei in the dataset of Superlative comparative sentences do
2: New Array arr[] = split sentencei with “ ”
3: for each wordj in arr[] do
4: for each Superlative-Type-keywordn in Comparative Keyword Lexicon do ▷

Positive Superlative Type Keyword
5: if (wordj = PositiveSuperlativeTypeKeywordn) then
6: if (j − 2 >= 0) then Then
7: Entity1 = wordj−2 + “ ” + wordj−1
8: else
9: if (j − 1 >= 0) then

10: Entity1 = wordj−1
11: else
12: Entity1 = “ ”
13: end if
14: end if
15: PreferredEntity = Entity1 ▷ Negative Superlative Type keyword
16: else
17: if (wordj = NegativeSuperlativeTypeKeywordn) then
18: PreferredEntity = “No Preferred Entity”
19: end if
20: end if
21: end for
22: end for
23: end for

4. Evaluation Metrics
This section presents the evaluation metrics used in evaluating the proposed algo-

rithms. Four main standard evaluation metrics were used to obtain the evaluation results.
The metrics are Precision, Recall, F-score and Accuracy [21]. The following equations de-
fine the evaluation metrics. It should be noted that TP and TN parameters represent
the number of true positive and true negative identified results, respectively, while FP
and FN parameters represent the number of false positive and false negative identified
results, respectively.

Precision =
TP

TP + FP
× 100% (1)

Recall =
TP

TP + FN
× 100% (2)
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F-score = 2 × Precision × Recall
Precision + Recall

(3)

Accuracy =
TP + TN

TP + TN + FP + FN
× 100% (4)

5. Results and Discussion

5.1. Evaluation of ACSI Algorithm

This section presents and discusses the evaluation results of the proposed ACSI
algorithm. Figure 2 and Table 5 show the evaluation results of the ACSI algorithm for each
of the three datasets used in the evaluation. The figure shows the results in a graphical
presentation so that the reader can easily compare the different metrics accross all datasets.
The table shows the same results; however, in a numerical format so that curious reader can
accurately compare the different metrics in a quantitative way. The evaluation metrics were
calculated using Equations (1) to (4). The TP and FP parameters mentioned in the equations
indicate the number of comparative sentences that were truly and falsely identified using
the proposed ACSI algorithm, respectively. The TN and FN parameters indicate the number
of non-comparative sentences that were truly and falsely identified using the proposed
ACSI algorithm, respectively.

Figure 2. Graphical evaluation results of ACSI algorithm.

Table 5. Numerical evaluation results of ACSI algorithm.

Dataset Precision Recall F-Score Accuracy

Twitter 84.5 83.49 83.99 95.72
MSA 100 100 100 100

Social Media 96.17 92.63 94.37 95.21

Discussion

This section discusses some limitations of applying the ACSI algorithm. The limita-
tions are described as follows. The listed limitations are left for future improvements on
the currently proposed ACSI algorithm.

• The ACSI algorithm only considers the Arabic words in the modern standard Arabic
language, which is different in many of its words and meanings from the Egyptian
colloquial as well as other Arabic dialects such as Gulf dialect.



Algorithms 2025, 18, 44 18 of 25

• Diacritics in modern standard Arabic language change the meaning of the word
completely such as the word Ñª

�	
K which means yes in English; however, (Õç 	'

�
) means the

best in English. In this example, if the correct diacritics is considered in the analysis of
the sentence, the sentence would be identified as a superlative comparative type. The
ACSI algorithm does not take into account the diacritics of the words.

• The Arabic word 	áºË (but or however) may complicate some Arabic sentences and
provide them with two different sentiments in the same time. Ana example of this

is the Arabic sentence �
éK
PA¢J. Ë @ ú

	
¯ 	á�k


@ H. ÉJ
K. ñÓ

	áºË H.
	áÓ 	á�k


@

@ ÉK
AK. ñÓ (mobile A

is better than mobile B, but mobile B has better battery). In this sentence, two com-

parative sentences, i.e.,H. ÉJ
K. ñÓ
	áÓ 	á�k


@

@ ÉK
AK. ñÓ and �

éK
PA¢J. Ë @ ú
	
¯ 	á�k


@ H. ÉK
AK. ñÓ, are

combined together. The ACSI algorithm can identify each of these two sentences per
se; however, it cannot detect the relation between them.

• Some Arabic comparison keywords do not indicate a comparison at all depending on

the context of the sentence. For example in the sentence 	
àA¾ÖÏ AK. Yg


@ ø


@ Yg. ñK
 B (there

is nobody in place), the word (Yg

@) means in English, nobody, not the sharpest like

in the sentence (
	

¬ñJ
�Ë@ Yg

@ 	áÓ

	
J
�Ë@ @

	
Yë) (this sword is one of the sharpest swords).

In the later sentence, the word (Yg

@) (sharpest) is considered a comparison keyword

while in the former sentence, it is not. Such limitation also faces the application of the
ACSI algorithm.

• Some Arabic comparative keywords cannot detected by ACSI algorithm because of
extra characters added to the keyword. For example, the superlative comparative sen-

tence �
é�PYÖÏ @ ú

	
¯ I. ËA£ É

	
�
	
¯

B

�
è 	Q

KAg. ZA¢«@


Õ
�
æ� (a prize will be given to the best student

in the school), cannot be truly identified using the ACSI algorithm. The reason for this

is the presence of the comparison keyword É
	
�
	
¯

B (to the best) by adding the Arabic

character È (to) to it. This limitation can be resolved by adding comparison keywords

like É
	
�
	
¯

B, to the best, to the developed lexicon.

• The exclamation Arabic sentence can be falsely identified as a comparative sentence

such as ! Èð
	Q 	�Ë @ ¨Qå�


@ AÓ (how quickly is getting down!). The presence of the exclama-

tion symbol at the end of the sentence is not taken into account when applying the
ACSI algorithm.

5.2. Evaluation of ACSTI Algorithm

This section discusses the evaluation results of the proposed ACSTI algorithm. Figure 3
and Table 6 show the evaluation results of the ACSTI algorithm for each comparative
sentence type using each of the three considered datasets. The evaluation results of the
ACSTI algorithm were calculated using Equations (1) to (4). The TP and FP parameters
mentioned in the equations indicate the number of comparative sentences of a certain type
that were truly and falsely identified of this type using the proposed ACSTI algorithm,
respectively. The TN and FN parameters indicate the number of comparative sentences of
a certain type that were truly and falsely identified as a different type using the proposed
ACSTI algorithm, respectively. Each comparative sentence type has a separate subfigure
shown in Figure 3. As shown in Figure 3a–d, for all sentence types in all datasets, the
average precision is 96%, the average recall of the ACSTI algorithm is 91%. the average F-
score of the ACSTI algorithm is 92% and the average accuracy is 96%. A detailed discussion
of the results shown in this figure will be presented in the next subsections.
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Figure 3. Graphical evaluation results of ACSTI algorithm (a) Precision, (b) Recall, (c) F-score, and
(d) Accuracy.

Table 6. Numerical evaluation results of ACSTI algorithm.

Dataset Sentence Type Precision Recall F-Score Accuracy

Twitter

Non-equal Gradable 88.89 37.65 52.89 90.69
Equative 100 100 100 100
Superlative 87.57 99.13 92.99 88.94
Non-gradable 100 100 100 100

MSA

Non-equal Gradable 100 64.86 78.69 82.67
Equative 100 100 100 100
Superlative 78.38 100 87.88 88.57
Non-gradable 100 100 100 100

Social Media

Non-equal Gradable 100 90.91 95.24 99.05
Equative 100 100 100 100
Superlative 95.78 100 97.85 96.76
Non-gradable 100 100 100 100

5.2.1. Discussion of Non-Gradable Sentence Type Results

As shown previously in Figure 3, the evaluation results of the ACSTI algorithm for
the non-gradable comparative sentence type show 100% truly identification percentage in
all datasets. We would like to note that, to the best of our knowledge, this is considered
the first research work made in Arabic non-gradable comparative sentence type. However,
there are some limitations in this work. The ACSTI algorithm does not take into account
the different versions of the same Arabic comparison keyword. For example, the Arabic

non-gradable comparison keyword ( AÓ

@) (while) can be wrote as ( AÓ@


- AÓ@) which have the

same meaning. Also, the Arabic diacritics is not considered. For example, the Arabic word

(
�
AÓ

�
@) (mother) can be falsely identified as a non-gradable comparison keyword.
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5.2.2. Discussion of Superlative Sentence Type Results

As shown previously in Figure 3, the precision of proposed ACSTI algorithm for
superlative sentence type is low in some datasets. This is due to some limitations in
the Arabic language which may lead to such false identification results. For example,
the Arabic superlative comparison keywords ( �Ñ �ª 	K� J.k� ) (the best) cannot be detected as
comparative keywords if Arabic diacritics are not considered when analyzing the follow-

ing superlative comparative sentence ú»
	
YË@ I. ËA¢Ë@

�
Ñ
�
ª
	
K� YÔg


@ (Ahmed is the best intelligent

student). Also, in some Arabic sentences, the non-equal comparative sentence type is
falsely identified as a superlative comparative sentence type. For example, the sentence

H. ÉK
AK. ñÓ
	áÓ

�
èQ�

�
J» øQ

	
k

@ ZAJ


�
�

@ ð @Q�
ÓA¾Ë@ð

�
éK
PA¢J. Ë @ ú

	
¯ É

	
�
	
¯@


@ ÉK
AK. ñÓ (mobile A is better in bat-

tery, camera and other things than mobile B) can be falsely identified as a superlative
comparative sentence while it is actually categorized as a non-equal one. This is because the
relation keyword É

	
�
	
¯@ (better) is located in the sentence faraway from the word 	áÓ (than).

5.2.3. Discussion of Equative Sentence Type Results

As shown previously in Figure 3, the precision of the proposed ACSTI algorithm for
equative sentence type are 100% using Twitter, MSA, and social media datasets. However,
there are some limitations to the Arabic language which may cause false identification of
equative sentence type. The two Arabic equative comparison keywords �

	
®
	
K and é�

	
®
	
K may

provide other meanings not related to comparisons. For example, the word (�	
®
	
K) can mean

a person or a spirit in English. Also, the word é�
	
®
	
K can mean himself, a hope, or a wish in

English. Therefore, the context of the sentence should be taken into consideration in order
to consider such words as comparison keywords.

5.2.4. Discussion of Non-Equal Gradable Sentence Type Results

As shown previously in Figure 3, the precision of the ACSTI algorithm for the non-
equal gradable sentence type were 88.9% using Twitter dataset and 100% using both MSA
and social media datasets. However, there are some limitations in the Arabic language may
cause false identification results for the Arabic non-equal comparative sentence type. Some
of these limitations are discussed as follows:

• Some Arabic comparison keywords are used in the Arabic language as normal words
not as comparison keywords. This is due to the misspelling of the comparison key-

words. For example, in the following sentence ¨
�
@Xð

	
àðX

�
A
	
J« ñÊgP 	áÓ ÑkP


@ ÑêÊË @ (may

God have mercy on those who left us without saying goodbye), the comparison key-

word here was supposed to be written (ÑkP@

) (have mercy) but it was written (ÑkP


@)

(mercier). In this example, the sentence will be identified as a non-equal comparison
sentence while it is not.

• Some Arabic comparison keywords can provide a meaning in the Arabic language
that is completely different from the comparison meaning such as the Arabic keyword

(É�¯

@) (tell) in the sentence �

I
	
K

@ 	áÓ ½Ë É

�
¯

@ , ½K. Am

��

@ 	áÓ úÍ É

�
¯ (if you told me who your

friends are, I will tell you who you are). To resolve this issue the context of the sentence
should be considered in the identification process.

• In some Arabic superlative sentences, like ú
�
GAJ
k ú

	
¯

�
I

	
Q̄« 	áÓ É

	
�
	
¯

@ YÔg


@ (Ahmed is the

best person I have known in my life), using the Arabic word 	áÓ may force the sentence

to be falsely identified as non-equal sentence type. In such a sentence, the word 	áÓ

means in English, a person not the word, than. Diacritics should be considered to
obtain true identification results.
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5.3. Evaluation of REACS, PEEANCS and PEEASCS Algorithms

This section presents the evaluation results of the proposed REACS, PEEANCS, and
PEEASCS algorithms for the different comparative sentence types. Figure 4 and Table 7
show the precision of the three algorithms using each of the three considered datasets, re-
spectively. As previously described, the proposed REACS algorithm extracts the following
relation components from a comparative sentence if all or some of them are applicable to
the sentence type. The components are the relation word, the extracted feature, entity 1,
entity 2 and the preferred entity. Figure 4 and Table 7 show the precision of each of the
relation components for the four types of the Arabic comparative sentences. The precision
was calculated using Equation (1). The TP and FP parameters mentioned in the equation
indicate the number of comparative sentences in which the relation components were
truly and falsely identified, respectively. Each comparative sentence type has a separate
subfigure in Figure 4.

The evaluation results of the REACS algorithm show that the relation word was truly
identified by almost 100% in all Arabic comparative sentence types using all datasets. In
general, the three evaluated algorithms provided the highest precision in the MSA dataset
when compared with the other two datasets for all sentence types. This finding applies to
almost all relation components. The detailed discussion of the low precision results that
occur in Figure 4 are presented later in the next two sections.

Figure 4. Graphical evaluation results of REACS, PEEANCS and PEEASCS algorithms for each com-
parative sentence type, (a) Non-equal gradable, (b) Equative, (c) Superlative, and (d) Non-gradable.
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Table 7. Precisionof REACS , PEEANCS, and PEEASCS algorithms for each comparative
sentence type.

Dataset Sentence Type Relation Word Feature Entity1 Entity2 Preferred Entity

Twitter

Non-equal Gradable 88.89 8.33 52.78 77.78 58.33
Equative 100 88.89 47.22 25 N/A
Superlative 82.79 31.36 52.01 N/A 50.67
Non-gradable 100 N/A 62.07 96.55 N/A

MSA

Non-equal Gradable 100 95.83 100 100 87.5
Equative 100 100 100 83.33 N/A
Superlative 100 68.97 86.21 N/A 86.21
Non-gradable 100 N/A 100 100 N/A

Social Media

Non-equal Gradable 100 90 85 95 55
Equative 100 90 70 60 N/A
Superlative 95.6 82.5 41.9 N/A 50.6
Non-gradable 100 N/A 100 100 N/A

5.3.1. Discussion of REACS Algorithm Evaluation Results

There are some limitations to the Arabic language which may cause false identification
results of the REACS algorithm. Such limitations include the following.

• In some Arabic language sentences, each of entity 1 and entity 2 consists of more than
one word. Each entity can be formed of several words; however, it is considered only
one element in the relation extraction process. This results in extracting false relation
elements, i.e., entity 1, entity 2 and feature.

• The difference in the sentence order can affect the correct extraction of relation compo-
nents. For example, in the superlative comparative sentence type, the relation word
can exist in the beginning of the comparative sentence. An example of this in the

sentence �
é�

	
kP Èð


@ (the first license), the relation word is Èð


@ (the first) and entity

1 is �
é�

	
kP (license). However, in other sentence, the relation word may exist in the

middle of the sentence and entity 1 can exist in the beginning. For example, in the

sentence ÈAg
	

ª
	
�

@ ú

	
¯ XCJ. Ë @ (the countries are in the weakest situation), the relation

word is 	
ª

	
�

@ (the weakest) and entity 1 is XCJ. Ë @ (the countries). A third example, is in

the sentence hñÒ¢Ë@ AîD

	
¯ AÓ I. ª�


@ (the hardest thing about it is ambition), where the

relation word is I. ª�

@ (the hardest) and entity 1 is hñÒ¢Ë@ (ambition), which exists by

the end of the sentence.
• Entity 1 can be itself a comparative sentence and can exist by the end of the main

comparative sentence such as the sentence �
éjÊ�ÖÏAK. øPX


B@

	
àñºK
 ©

�
¯@ñÊË H. Q

�
¯

B@

	
à

@ (the

closest to reality is the most knowledgeable of the benefits). In this sentence, the

relation word of the main comparative sentence is H. Q
�
¯

B@ (the closest) and entity 1

is �éjÊ�ÖÏAK. øPX

B@ (the most knowledgeable of the benefits).

• The correct relation extraction from some Arabic sentences mainly depends on
precise understanding of the meaning and the context of the sentence such as

A
	
KQÔ«

	á�

	
J� ÉÔg

.


@
�
éJ

	
J
	
«

@ (the song named “the most wonderful years in our life”). In

this sentence, the relation word is ÉÔg
.


@ and entity 1 is A

	
KQÔ«

	á�

	
J� (“the most wonderful

years in our life”) not �
éJ

	
J
	
«

@ (the song).
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5.3.2. Discussion of PEEANCS and PEEASCS Evaluation Results

This section discusses some of the limitations of extracting the preferred entity from
the Arabic comparative sentence. The correct extraction of the preferred entity has a
big challenge, which depends on the meaning of the relation keyword and the extracted

feature. For example, in the two sentences, BAÔg
.
Q��»


B@

	
àA¾ÖÏ @ (the most beautiful place)

and AjJ.
�
¯ Q

�
�»


B@

	
àA¾ÖÏ @ (the most ugly place), the word 	

àA¾ÖÏ @ (place) is the entity 1. This
word represents the preferred entity in the former sentence, while it is not the preferred
entity in the later sentence. This is because the feature in the former sentence is a positive
word, i.e., BAÔg

.
(most beautiful), while in the later sentence, the feature is a negative word,

i.e., AjJ.
�
¯ (ugly), although the relation keyword, i.e., Q��»


B@ (most) in both sentences has a

positive sentiment.
Another limitation of the correct extraction of the preferred entity from the Arabic com-

parative sentence is the presence of the Arabic negation words, Such words convert entity 1
from a preferred entity to a non-preferred one. This occurs although the relation keyword

has a positive sentiment. For example, in the sentence 	áÓ É
	
�
	
¯

@

�
I��
Ë (not better than), the

negation word �
I��
Ë (not) affects the correct extraction of entity 1 as the preferred entity.

6. Conclusions and Future Work
This paper proposed a lexicon-based framework for the detailed analysis of Arabic

comparative sentences. The proposed framework comprises a set of proposed algorithms
for identifying comparative sentences, identifying comparative sentences types, extract-
ing relation components and extracting preferred entity from Arabic comparative sen-
tences. The proposed algorithms were abbreviated as ACSI, ACSTI, REACS, PEEANCS
and PEEASCS. The proposed framework was evaluated using three Arabic datasets; one
of them is publicly available, while two of them were manually developed for this pur-
pose. The proposed framework leverages a lexicon of Arabic comparative keywords that
was specifically developed to operate and evaluate the framework. This lexicon contains
649 Arabic comparative keywords that covers all the Arabic comparative sentence types.

The evaluation metrics used in the experiments were the four standard metrics, namely
precision, recall, F-score, and accuracy. The average accuracy value of the proposed ASCI
algorithm was 97% across all datasets. The ACSI algorithm evaluation results showed that
the average values of the four evaluation metrics over all datasets were in the range of
92% to 97%. The ACSTI algorithm evaluation results showed that the average values of
the evaluation metrics of the proposed type identification algorithm over all comparative
sentence types using all datasets were in the range of 91% to 96%. The evaluation results of
the REACS, PEEANCS and PEEASCS algorithms showed that the average results over all
datasets were 97% precision for relation word extraction, 73% precision for feature extrac-
tion, 75% precision for first entity extraction, 82% precision for second entity extraction,
and 65% precision for preferred entity extraction.

Future work includes a set of extensions. Firstly, Arabic comparative sentences with
more than one Arabic comparative keyword can be investigated. This extension requires
incorporating an additional preprocessing step of a divide-and-conquer-like process. In
this process, complex sentences with more than one Arabic comparative keyword should
be detected and divided into a set of independent simple sentences. Each of these sentences
can then be separately investigated by using the proposed framework. Afterwards, the
results obtained from the investigation of each simple sentence can be combined to provide
a summarized evaluation result of the complex sentence.
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Secondly, additional singular, plural and feminine Arabic comparison keywords can
be added to the comparative keywords lexicon in addition to taking into consideration
Arabic diacritics when manually classifying comparison keywords. This can be supported
by the employment of Arabic language experts to formally guide this manual classification.
Thirdly, Arabic features dictionary of positive and negative features can be used to detect
the Arabic negation words so that the preferred entity can be correctly extracted. Fourthly,
additional Arabic comparison keywords can be used to handle their corresponding com-
parative sentence types in the proposed approach. Fifthly, lexicons for other popular
Arabic dialects like Moroccan or Iraqi can be developed to increase the universality of the
proposed framework among other Arabic dialects. Finally, the proposed framework can
be compared with more advanced machine and deep learning approaches [9,10,13,22,23].
Transformer-based natural language processing models like AraBERT [24,25] can be used
to take into consideration the context of the sentence, not only the comparison keyword.
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