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Abstract: Members of a profession frequently show similar personality characteristics. In
this research, we leverage recent advances in NLP to compute personal values using a moral
values framework, distinguishing between four different personas that assist in categorizing
different professions by personal values: “fatherlanders”—valuing tradition and authority,
“nerds”—valuing scientific achievements, “spiritualists”—valuing compassion and non-
monetary achievements, and “treehuggers”—valuing sustainability and the environment.
We collected 200 YouTube videos and podcasts for each professional category of lawyers,
academics, athletes, engineers, creatives, managers, and accountants, converting their
audio to text. We also categorize these professions by team player personas into “bees”—
collaborative creative team players, “ants”—competitive hard workers, and “leeches”—
selfish egoists using pre-trained models. We find distinctive personal value profiles for each
of our seven professions computed from the words that members of each profession use.

Keywords: NLP; machine learning; HR analytics; job search; virtual tribes

1. Introduction: Predicting Professions from Text Using NLP and ML
In this research project, we apply recent advances in natural language processing

(NLP) and machine learning (ML) techniques to personality prediction. In particular, we
try to predict professions from transcripts of YouTube videos created by members of these
professions. Using video transcripts, we develop models that infer professional roles with
high accuracy.

Zhou et al. [1] surveyed the state-of-the-art deep learning methods for ABSA, cate-
gorizing approaches into lexicon-based, traditional machine learning, and deep learning
methods. Their work provides a foundation for exploring advanced techniques, which we
extend by applying contextual embeddings and hybrid models to profession prediction.

Combining different methods, including unsupervised clustering techniques, Support
Vector Machines (SVMs), BERT, and Bi-LSTM, allows us to categorize professionals into
distinct career classes based on the words they use in these videos.

Furthermore, we also demonstrate how the combination of deep learning models and
personality extraction techniques provides a robust framework for identifying personality
attributes of professions. Key performance metrics, including 85% precision, 80% recall,
and an F1 score of 0.77, highlight the efficacy of our approach. Alongside this, we intro-
duce “personas”, groups of personality characteristics, inspired by real-world behaviors
(e.g., “Beeflow”, “Antflow”, and “Leechflow”) to further understand the intersection of
personality and profession [2].

In the following sections, we will first outline the classical models explored, detail
the application of unsupervised and supervised learning techniques, and introduce our
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novel frameworks and tools for personality analysis and profession classification. This will
provide readers with information about both the methodology and the broader implications
of profession prediction from text.

2. Background
2.1. Personality Traits and Occupational Roles

The relationship between personality traits and occupational roles has been a long-
standing area of research. Recent advances in natural language processing (NLP) and
machine learning (ML) have enabled the analysis of large-scale textual data from social
media and professional networks, providing new insights into this dynamic [3]. Studies
show that personality traits are crucial for professional success and organizational out-
comes. Gloor et al. [4] emphasized the role of ethical values in fostering teamwork and
improving efficiency.

Woods and Hampson [5] demonstrated the long-term influence of childhood person-
ality traits, particularly openness/intellect and conscientiousness, on adult occupational
environments. Their study further revealed that gender moderates these relationships,
especially in strongly sex-typed vocations. Similarly, Floricia et al. [6] explored the role
of personality in shaping professional choices, emphasizing how social, psychological,
and economic factors interact to influence career paths in a rapidly changing society.

Eakman and Eklund [7] extended this understanding by showing that personality
traits significantly impact perceptions of meaningful occupation and occupational value,
which are strong predictors of life satisfaction and meaning in life. Building on this,
Csikszentmihalyi et al. [8] highlighted the importance of finding purpose and flow in
work, noting that while human consciousness offers freedom and flexibility in occupational
choices, it also necessitates the creation of meaning to sustain effort and satisfaction.

Collectively, these studies demonstrate that personality traits not only influence occu-
pational choices and success but also shape perceptions of meaningful work, well-being,
and broader societal outcomes.

2.2. Advancements in Personality Prediction

Deep learning has revolutionized personality prediction by enabling the analysis
of complex textual data. Sun et al. [9] demonstrated the effectiveness of models like
RNN and LSTM in uncovering personality traits, while frameworks using transformer
architectures such as BERT and RoBERTa have improved contextual understanding and
prediction accuracy [10]. Jain et al. [11] introduced “Personality BERT”, a fine-tuned
transformer model for personality detection based on the Myers–Briggs Type Indicator
(MBTI) framework, which effectively classifies personality types by analyzing writing
styles. These advancements have facilitated the extraction of meaningful insights from
diverse data sources.

The intersection of personality traits and behavioral vulnerabilities has also been
a focus of psychological and computational research. For instance, recent work by
Smith et al. [12] explores the correlation between the Big Five personality traits and suscep-
tibility to phishing attacks, a prevalent social engineering technique. Their study employs
a conditional generative adversarial network (C-GAN) to address the challenges of data
scarcity and bias, generating realistic synthetic data for analysis.

2.3. Social Media as a Data Source

Social media platforms have emerged as rich data sources for personality analysis.
Platforms like Twitter and Facebook allow researchers to analyze virtual communities,
uncovering shared values and professional traits. Gloor et al. [2] demonstrated how
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these virtual tribes provide valuable insights into personality and professional alignment,
enabling researchers to bypass traditional survey-based approaches. Pradhan et al. [3]
further emphasized the role of NLP and deep learning in enhancing personality analysis
accuracy, showcasing their applicability in various fields such as marketing and user
experience design.

Social media activity also reveals aspects of personality through shared content and
interaction patterns. Recent work highlights the potential of NLP methods in analyzing
such activity. For instance, a linguostylistic personality traits assessment (LPTA) system
estimates Twitter users’ personality traits using the Myers–Briggs-type indicator (MBTI)
and big-five personality scales. The system employs an innovative input representation
mechanism that converts tweets into real-valued vectors using frequency, co-occurrence,
and context (FCC) measures, outperforming state-of-the-art systems with just 50 tweets
per user [13].

2.4. Profession Prediction Models

In the context of profession prediction, RNN-LSTM-based systems have proven effec-
tive in linking linguistic features to occupational categories. These models not only predict
current professions but also suggest suitable career paths based on personality profiles [14].
Personality BERT further advances this field by leveraging transformer models to capture
nuanced textual features, which significantly improve the classification of professions based
on personality traits [11]. Such systems provide valuable tools for both job seekers and
hiring managers, offering a data-driven approach to career planning.

2.5. Personality Traits and Self-Employment

Research has also explored the connection between personality traits and self-
employment. The Big Five personality traits have been shown to influence an individual’s
decision to become self-employed, particularly in professions categorized as part of the
“creative class”. A study based on the German Socio-Economic Panel (SOEP) found signifi-
cant but varying associations between personality traits and self-employment propensity
across different professions [15]. These findings highlight the complex interplay between
personality, professional roles, and entrepreneurial tendencies.

Frameworks like Happimetrics[2] categorize professions into value personas, offering
deeper insights into how personal values influence professional choices. However, existing
models often struggle with context-specific language and the dynamic nature of personality
traits. Addressing these challenges requires integrating multi-modal data, such as com-
bining textual, visual, and auditory cues, to enrich personality assessments and improve
prediction accuracy.

3. Our Approach: Professional Values Personas
This paper introduces a novel approach leveraging machine learning to predict per-

sonality characteristics of different professions. We go beyond a simple classification by
exploring how individual traits, values, and worldviews influence professional identity.
This section details the novel concepts introduced in our research:

3.1. Alternative Realities

In earlier work, we identified two groups of personas that combine related clusters of
personality attributes commonly associated with different professions. Alternative realities
refers to four distinct categories of individuals based on their personality traits and pro-
fessional orientations. These categories, which serve as a framework for understanding
societal dynamics, are referred to as spiritualists, nerds, fatherlanders, and treehuggers [16].
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Each of these groups embodies a unique worldview and approach to life, providing a way
for individuals to reflect on their own values and roles in society.

• Spiritualists provide spiritual guidance, whether as priests, meditation coaches,
or yoga teachers. Their aim is to elevate moral values and ethical behavior.

• Nerds represent technocrats and scientists, using their knowledge to develop and
apply technology in fields such as engineering, computer science, and innovation.

• Fatherlanders defend their nations and organizations, embodying leadership roles
such as politicians, soldiers, or corporate executives.

• Treehuggers are environmental activists who resist the overuse of technology and
advocate for sustainability, often feeling disempowered in the face of modern indus-
trial practices.

These categories closely correspond to the ancient Indian Varna caste system, with brah-
mins (spiritual leaders), ksathriyas (warriors and rulers), vaishyas (merchants and artisans),
and shudras (laborers and servants) serving as historical analogs [17]. The spiritualists align
with the brahmins, nerds with the vaishyas, fatherlanders with the ksathriyas, and tree-
huggers with the shudras (as the “treehugger” extinction rebellion members are striving to
save the world from a position of weakness by gluing themselves to the highway). Each
modern category can be seen as a reflection of these traditional societal roles, providing
insight into the historical and contemporary structures of society.

Ultimately, the concept of alternative realities offers a lens through which we can ana-
lyze the motivations, ethical behavior, and influence of individuals across these categories.
By doing so, we can better understand how leadership, trust, and power operate within
different realities of human interaction.

3.2. Behavioral Categories: Beeflow, Antflow, and Leechflow

The second group of personas identifies clusters of personality characteristics describ-
ing team player attributes. Inspired by the behaviors of bees, ants, and leeches, we classify
human actions in terms of creativity, competition, and exploitation. These categories help
explain not only professional roles but also how individuals engage in their work and
interact with others [18].

3.2.1. Beeflow

“Beeflow” activity refers to individuals who, like creators and innovators, engage in
collaborative activities that benefit both themselves and society. They derive satisfaction
from creating something new or improving upon the existing structures. Their focus is
on adding value to the world, whether through art, technology, or services. People in this
category often experience a state of flow [8], where they become fully immersed in their
work, losing track of time as they work towards their goals.

3.2.2. Antflow

“Antflow” individuals are competitive, disciplined, and success-driven. They focus on
achieving personal goals, often through hard work and by outcompeting others. The com-
petitive environment fuels their actions, and they thrive on recognition and victory. While
ants can contribute to societal growth through their determination and efficiency, their
behavior can sometimes lead to intense rivalry and stress.

3.2.3. Leechflow

“Leechflow” individuals are driven by a desire for wealth, power, and personal
gain. They often engage in exploitative behaviors, taking from others without giving
back in equal measure. Unlike bees and ants, leeches operate primarily for their own



Algorithms 2025, 18, 72 5 of 26

benefit, often disregarding the well-being of others. While there are professions that may
inherently involve such exploitative tendencies, individuals in these roles can still choose
to act ethically.

3.3. Tribefinder: Personality Feature Extraction

Griffin, our advanced personality extraction tool, plays a key role in linking textual
data to profession predictions [19]. It breaks down text into seven categories—adding
Ideology, Recreation, Personality, and Emotions to Groupflow and Alternative Reali-
ties—providing a deeper understanding of how personality traits influence career decisions
(see Table 1). It also uses social network analysis [20] that can capture trends through a
person’s emails, although, for this research, we rely on its NLP capabilities to identify per-
sonas.

Table 1. Classifications of tribes and their characteristics.

Dimension Tribe Characteristics

Alternative Reality

Fatherlander God, country, and tradition.

Nerd Technology, science, social inclusion, and
globalization.

Spiritualist Contemplation and search for meaning.

Treehugger Protection of nature and sustainable growth.

Ideology

Liberalism Focus on individual freedom.

Capitalism Minimal government intervention.

Socialism Greater government influence.

Complainers Constantly complain about everything.

Personality

Stock-Trader Emphasis on short-term profit at the expense of
long-term investment.

Politician Complex and evasive language rather than plain
speaking.

Journalist Descriptive and generally more honest language.

Risk-Takers Language reflects daring decisions and behavior.

Recreation

Art Art forms stimulate appreciation for beauty and
passion.

Fashion Focus on popular trends and latest styles.

Sport Watching, attending, and playing sports.

Travel Experiencing different cultures and environments.

Groupflow

Beeflow Collaborative creators who add value through
innovation, art, or services.

Antflow Competitive and success-driven individuals
focused on personal achievement.

Leechflow Exploitative individuals driven by personal gain,
often at the expense of others.

3.4. Understanding the Interplay Between Profession and Personality

In our research, we recognize and understand how a person’s profession is tied to
their personality and values. By aligning career choices with individual traits, we can offer
insights into job satisfaction, career planning, and professional development [21]. We have
based our study on collecting data pertaining to groups of professions:
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• Lawyer (0): Lawyers often exhibit a strong need for autonomy, logical thinking,
and empathy, allowing them to excel in client relationships and complex cases [22]

• Medicine and Academics (1): In medicine and academia, personality traits such
as conscientiousness, empathy, and a passion for knowledge are key. These traits
drive individuals to be diligent, ethical, and focused on continuous learning and
research [23].

• Sports (2): Athletes strive for recognition, with personality factors like emotional sta-
bility and extroversion strongly linked to high performance and success in competitive
settings [24].

• Engineer (3): Engineers are characterized by a focus on practical, material outcomes
and a preference for orderliness and objectivity [25]

• Creative (4): Associated with artistic expression, originality, and a passion for innova-
tion and beauty. Creatives are significantly influenced by personality traits such as
openness to experience, allowing for greater innovation and exploration [26]

• MBA (5): MBA performance is strongly influenced by personality traits such as
extraversion, competitiveness, conscientiousness, and openness to experience. These
traits, combined with a deep approach to learning, correlate significantly with higher
academic achievement [27].

• Accountant (6): Value precision, security, and tradition, often driven by a desire for
financial stability and order. They exhibit the ESTJ personality type, characterized by
extraversion, sensing, thinking, and judging traits [28].

4. Dataset
To develop a robust model for profession prediction, we constructed a diverse and

comprehensive dataset by scraping audio content from YouTube videos and podcasts
across seven distinct professional categories: Lawyer, Medicine, Sports, Engineer, Creative,
MBA, and Accountant. The audio content was transcribed into text using Whisper AI
v3.0, an advanced automatic speech recognition (ASR) tool [29]. This transcription process
yielded a total dataset of approximately 70,000 words.

4.1. Data Collection Details

The data collection involved a variety of recordings across different professions. For the
Lawyer category, 110 videos and podcasts were collected, covering legal arguments, court-
room practices, and career paths in law. The Medicine category consisted of 95 recordings,
which included medical lectures, interviews with doctors, and discussions of healthcare
trends. In the Sports category, 100 videos were gathered, featuring athlete interviews, sports
commentary, and motivational content. The Engineer category included 85 recordings,
which focused on engineering innovations, career advice, and technical discussions. For the
Creative field, 75 podcasts were collected, discussing creative professions such as writing,
music, and design. The MBA category had 90 discussions on business strategies, case
studies, and management careers. Lastly, 60 videos related to the Accountant field were
included, covering financial practices, accounting principles, and career paths in finance.

The transcriptions of these recordings varied in length, with each averaging between
500 to 700 words, depending on the content’s duration. In total, the transcriptions amounted
to over 70,000 words of structured text.

The sources for these recordings included major platforms like YouTube, Spotify,
Apple Podcasts, and other public podcast platforms. The topics discussed in each category
were specific to the respective field: for Lawyers, they covered legal case studies, law school
experiences, and courtroom strategies; for Medicine, they included advances in medicine,
patient care, and medical education; Sports recordings focused on personal experiences of
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athletes, training routines, and mental preparation; Engineers discussed industry trends,
project management, and technical innovations; Creatives explored inspirations, processes,
and challenges in creative fields; MBA discussions delved into business operations, market
strategies, and leadership skills; and Accountants covered financial planning, tax strategies,
and accounting tools.

4.2. Data Structuring

The collected text data were organized into seven separate datasets, each correspond-
ing to one of the predefined professional categories. These datasets contained chunks of
text paired with their respective labels, effectively capturing the nuances and specificities
associated with each profession.

4.3. Thematic Headers and Extended Analysis

We utilized a fine-tuned architecture combining a pre-trained BERT model with a
Bidirectional LSTM layer to enhance the contextual understanding of text data. The train-
ing process employed the Adam optimizer with a learning rate of 2 × 10−5. The Adam
optimizer was selected due to its robust performance in optimizing deep learning models,
particularly in NLP tasks, as it adapts the learning rate for each parameter, combining the
advantages of both RMSProp and momentum optimizers.

After training the model and generating predictions, we extended our analysis by
calculating probabilities of belonging to a certain tribe using Griffin 1.0 [20]. The result-
ing secondary dataset provided a broad spectrum of features categorized into thematic
dimensions such as Ideology, Recreation, Personality, Emotions, Groupflow, and Alter-
native Realities. These thematic dimensions allowed us to explore deeper patterns and
correlations between text-based personality features and professional classifications (see
Table 1).

• IDEOLOGY: Capitalism, Complainers, Liberalism, Socialism;
• RECREATION: Arts, Fashion, Sport, Travel;
• PERSONALITY: Journalist, Politician, Risk-Taker, Stock-Trader;
• EMOTIONS: Anger, Fear, Happy, Sad;
• GROUPFLOW: Antflow, Beeflow, Leechflow;
• ALTERNATIVE REALITIES: Fatherlander, Nerd, Spiritualist , Treehugger.

This comprehensive dataset, combined with the subsequent analysis, forms the foun-
dation of our research, providing the necessary data to train and evaluate our model for
profession prediction from textual content.

5. Machine Learning Methodology
This section outlines the various steps involved in the process of text preprocessing,

model training, and evaluation. We also provide a detailed comparison of different models
employed, highlighting their performance based on several key metrics.

5.1. Text Preprocessing

The text data collected for this study underwent a thorough preprocessing pipeline
to ensure consistency and quality. These processes aimed to clean and normalize the text,
reducing noise and retaining meaningful features for model training.

Initially, the text was tokenized using the nltk library, splitting it into individual
words or tokens. This was followed by the removal of common stopwords, such as “the”
and “and”, which helped eliminate uninformative words that could introduce noise into
the dataset. Then, lemmatization was applied to reduce words to their root forms, ensuring
uniformity between variations of the same word. Finally, all punctuation marks were
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removed to prevent them from influencing the model’s understanding of the text. This
systematic preprocessing ensured that the data were clean, standardized, and ready for
further analysis.

5.2. Data Augmentation: Merging Sentences

To enhance the dataset and provide richer contextual information within training
examples, multiple short sentences were merged into longer ones. This process was
conducted by grouping sentences in batches of n = 6, chosen empirically to ensure a
balance between adding context and maintaining sequence length compatible with the
model’s input constraints. The merging was performed separately within the dataset of each
category to maintain contextual coherence and relevance, ensuring that the concatenated
text was derived exclusively from sentences sharing the same category.

Each group of n sentences was concatenated into a single sequence, separated by
spaces, and the resulting category was assigned based on the first sentence in the group,
assuming uniformity within the batch.

5.3. Model Training and Evaluation

To predict professions based on textual data, we experimented with a range of models,
progressing from classical machine learning approaches to advanced deep learning archi-
tectures. Initially, a Random Forest model was employed as a baseline due to its simplicity,
interpretability, and effectiveness in handling structured data. However, its performance
was limited when applied to the nuanced patterns in textual data, motivating the transition
to deep learning approaches.

Next, DistilBERT was utilized for its efficiency and reduced computational over-
head compared to BERT while retaining strong language representation capabilities. Al-
though DistilBERT provided improved performance over Random Forest, the need for
capturing sequential dependencies in text led to the adoption of a hybrid BERT + BiLSTM
architecture. This model combines the contextual understanding of BERT with the sequen-
tial learning capabilities of BiLSTM, allowing it to better model the complex relationships
in text relevant to profession classification.

5.3.1. Random Forest Classifier

The Random Forest model was applied as a baseline. Before training, we used the
TF-IDF vectorizer to convert the text into numerical representations. The Random Forest
was trained using categorical cross-entropy as the loss function, and feature importance
was derived based on Gini impurity. The model’s output for each class was calculated
based on the following:

L = −
N

∑
i=1

yi log ŷi (1)

where yi represents the true label and ŷi the predicted probability for class i.

5.3.2. DistilBERT Model

DistilBERT was used to capture the deep semantic relationships within the text. Each
token in a sentence was embedded and the final output of the DistilBERT model was a
sequence of hidden states H. These hidden states were then passed through a Softmax
layer to predict the profession [30].

H = DistilBERT(T) (2)

where T represents the tokenized text and H is the set of hidden states.
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5.3.3. BERT with BiLSTM

The BERT model was combined with a BiLSTM layer to capture sequential dependen-
cies alongside contextual information. The final embeddings from BERT were passed to a
bidirectional LSTM, which produced an enhanced understanding of the sequence before
the dense layer for classification.

H′ = BiLSTM(BERT(T)) (3)

where T represents the tokenized text and H is the output of the BiLSTM layer.

5.4. Analysis and Feature Importance
5.4.1. Correlation Analysis and Clustering

We performed correlation analysis to uncover relationships between features and
professional categories. The correlation matrix C was computed using Pearson’s correlation
coefficient, which measures the linear relationship between variables. This method was
chosen for its simplicity and effectiveness in identifying linear dependencies, making it
suitable for the initial exploration of feature relationships.

An empirical assessment of the dataset led to the selection of a significant criterion of
ρ > 0.3. It was found that the threshold struck a balance between identifying significant
correlations and avoiding adding too much noise from weaker associations. To further
facilitate data interpretation, hierarchical clustering algorithms were used to group features
with similar patterns in the correlation matrix.

To group professions based on feature similarities, K-means clustering was employed.
After scaling the data, the K-means algorithm partitioned the dataset into seven clusters,
corresponding to the seven professional categories. This clustering approach provided
insights into the natural groupings of professions, complementing the correlation analysis
in identifying key features relevant to each cluster.

5.4.2. SHAP Values for Model Interpretability

After the formation of the dummy network and passing it through Griffin, we obtain
values of different features for each entry. To better understand the predictions made by
our models, we used SHAP (SHapley Additive exPlanations) values. The SHAP value ϕi

for feature i is computed as follows:

ϕi = ∑
S⊆N\{i}

|S|!(|N| − |S| − 1)!
|N|! [ f (S ∪ {i})− f (S)] (4)

where N is the set of all features, and f (S) is the model’s prediction with feature subset S.
SHAP values ensure fairness and transparency in feature contribution by explaining

each prediction at the granular level, in contrast to Random Forest’s feature importance,
which mainly represents the average effect of each feature across all predictions. This
method works especially well for deciphering complicated models like BERT + BiLSTM,
where feature interactions can have a big impact on predictions.

5.4.3. Feature Importance Using Random Forests

Feature importance was also derived from the Random Forest model, where the Gini
importance score indicated the significance of each feature in predicting the profession.
Top features were visualized using bar plots, providing insights into the driving factors for
each profession [31].

Importance(Xi) = ∑
t∈T

∆Gt for feature Xi (5)
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where ∆Gt represents the reduction in Gini impurity at tree node t that splits on feature Xi.

5.4.4. Radar Charts for Feature Insights

To visualize the top features for each profession, radar charts were created. These
charts highlighted the top 10 most important features for each profession, based on the
Random Forest feature importance scores.

5.5. Evaluation Metrics

To evaluate the performance of the models, several metrics were employed. Accuracy
was used to measure the proportion of correct predictions out of all predictions made. It
is calculated as Accuracy = TP+TN

TP+TN+FP+FN , where TP represents true positives, TN true
negatives, FP false positives, and FN false negatives.

Precision, defined as Precision = TP
TP+FP , quantifies the number of correct positive

predictions among all positive predictions made by the model. Recall (or sensitivity),
calculated as Recall = TP

TP+FN , measures the number of correct positive predictions out of
all actual positive instances.

Lastly, the F1 score, which provides a balance between precision and recall, is com-
puted as the harmonic mean of the two using the formula F1 = 2 × Precision×Recall

Precision+Recall .
Since the dataset contains seven classes, these metrics were adapted for multi-class

classification using a one-vs.-rest (OvR) approach. For each class, the model treats it as
the positive class while considering all other classes as negative. Precision, recall, and F1
score were then computed for each class independently, and the final metric values were
obtained by averaging across all classes. Macro averaging was employed to give equal
weight to each class, ensuring that smaller classes were not overshadowed by larger ones.
This adaptation ensures a comprehensive evaluation of the model’s predictive performance
across all classes.

6. Model Architecture
The model architecture used in this study is designed to effectively capture both the

semantic and sequential nature of textual data. To achieve this, we employed a hybrid archi-
tecture consisting of the BERT (Bidirectional Encoder Representations from Transformers)
model and a Bidirectional Long Short-Term Memory (BiLSTM) layer.

Adding a BiLSTM layer enables enhanced modeling of temporal patterns and rela-
tionships within the contextual embeddings generated by BERT. This hybrid approach
leverages the strengths of both transformer-based contextualization and recurrent sequen-
tial processing, as supported by recent studies [32].

In this study, we utilized a pre-trained BERT model, specifically the bert-base-uncased
variant, for feature representation. Pre-trained BERT models are widely recognized for their
ability to provide high-quality contextual embeddings, which are derived from large-scale
unsupervised pretraining on extensive corpora.

6.1. BERT: Contextual Embeddings

The BERT model is the core component of our architecture, responsible for generating
rich, contextual embeddings of the input text. BERT, or Bidirectional Encoder Representa-
tions from Transformers, processes input sentences as sequences of tokens and leverages
a transformer-based architecture to capture the relationships between these tokens. One
of the key advantages of BERT is its ability to model bidirectional context, meaning it
considers both the preceding and succeeding tokens when encoding each word, allowing
for more nuanced representations of the language [11].

BERT uses a subword tokenization method, such as WordPiece, which splits words
into smaller units and assigns each unit a unique identifier. For example, a sentence
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s = {x1, x2, . . . , xn}, where each xi is a token, is tokenized into subword units that are then
embedded into vectors.

Once the sentence is tokenized, BERT processes the input and produces a sequence of
hidden states H = {h1, h2, . . . , hn}, where each hi represents the context-aware embedding
of token xi. These hidden states encapsulate the meaning of each token in relation to the
entire sentence and are computed as follows:

H = BERT(T) (6)

where T is the tokenized input sequence, and H is the corresponding set of embeddings.
The embeddings serve as the foundational representations that are further refined by the
subsequent layers of the model.

6.2. BiLSTM: Sequential Modeling

While BERT captures context on a global scale, we introduced a Bidirectional LSTM
(BiLSTM) layer to model the sequential dependencies in the token embeddings. The BiL-
STM processes the sequence of embeddings in both forward and backward directions,
allowing the model to capture information from both past and future tokens [33].

The hidden states from BERT H = {h1, h2, . . . , hn} are passed into the BiLSTM, which
generates the transformed hidden states H′ = {h′1, h′2, . . . , h′n}. These transformed hidden
states encapsulate the temporal relationships between tokens, providing a more robust
representation of the input.

H′ = BiLSTM(H) (7)

6.3. Classification Layer

The output from the BiLSTM is passed into a fully connected classification layer
with a Softmax activation function. This layer produces the final probabilities for each
profession class. Given the transformed hidden states H′, the classification layer computes
the probability distribution over the profession classes:

P(y|H′) = softmax(W · H′ + b) (8)

where W is the weight matrix, b is the bias term, and y is the predicted profession class.

6.4. Number of Classification Labels

The model is trained to classify text into one of seven distinct professional categories,
each corresponding to a specific profession. These categories include Lawyer (Class 0),
Medicine and Academics (Class 1), Sports (Class 2), Engineer (Class 3), Creative (Class
4), MBA (Class 5), and Accountant (Class 6). The classification task is implemented
as a seven-way classification problem, where the Softmax layer outputs the probability
distribution across these classes for a given input. The highest probability value determines
the predicted profession, effectively leveraging the model’s understanding of linguistic and
contextual features to categorize the text.

6.5. Model Training

The model was trained using the categorical cross-entropy loss function, defined as
follows:

L = −
N

∑
i=1

yi log ŷi (9)
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where yi is the true label for class i and ŷi is the predicted probability for class i. The model
was optimized using the Adam optimizer, with a learning rate of 2 × 10−5, and trained for
three epochs with a batch size of 16.

6.6. Summary of the Architecture

The final architecture of the model comprises several layers, each designed to perform
a specific role in processing and classifying the input text. The first component is the
Input Layer, which takes tokenized input sequences prepared during preprocessing. These
tokenized inputs are passed to the BERT Layer, which generates rich, contextual embed-
dings for each token by leveraging bidirectional context from the entire input sequence.
The contextual embeddings are then processed by the BiLSTM Layer, which captures
sequential dependencies and relationships between tokens, enhancing the model’s under-
standing of the temporal structure within the text. Finally, a Dense Layer with Softmax
computes the probability distribution over the seven profession classes, allowing the model
to assign the most appropriate profession to the input based on its learned features. The
overall architecture is illustrated in Figure 1.The model’s predictions are evaluated based
on confidence scores assigned to each profession class. Table 2 presents example sentences
with the top two predicted profession categories and their corresponding probabilities.

Figure 1. Final model architecture.

Table 2. Top 2 predicted probabilities for example sentences.

Example Sentence (Shortened) Top Class (Probability) Second Class (Probability)

“Singing is my passion. I love drawing and painting”. Creative (0.6758) Medicine (0.1564)
“Court overturned lower court citing procedural errors”. Lawyer (0.9407) Accountant (0.0191)
“Team showed resilience to secure victory in the final moments”. Sports (0.6649) Engineer (0.0993)
“I excel in budgeting, auditing, and financial management”. MBA (0.7305) Accountant (0.1756)

7. Results
This section presents a detailed analysis of how various features contribute to pro-

fessional classifications, based on correlations, hierarchical clustering, feature importance,
and model interpretability through SHAP values.
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7.1. Unsupervised Trend Detection of Dataset

In our study, we explored the application of unsupervised learning methods to detect
trends across different professions. The core idea was to utilize sentence embeddings
generated by the Sentence Transformer model and apply clustering techniques to uncover
hidden patterns in the text data [34]. This approach allowed us to group similar professions
based on the textual content and identify the most frequent topics or trends in each cluster.

7.2. Data Preparation and Embedding Generation

The text data were sourced from multiple professions, including Lawyers, Medicine
and Academics, Sports, Engineers, Creatives, MBA, and Accountants. After preprocessing
the text, which included tokenization, stopword removal, and lemmatization, we used
the Sentence Transformer model, specifically "paraphrase-MiniLM-L6-v2", to generate
embeddings for each sentence.

Ei = SentenceTransformer(Ti) (10)

where Ti is the preprocessed text and Ei is the corresponding sentence embedding. These
embeddings serve as a dense representation of the text, capturing both semantic meaning
and contextual information.

7.3. Clustering Approach

We applied K-means clustering on the embeddings to detect underlying trends within
the text data. The choice of the number of clusters K was determined empirically, with
K = 7 representing the seven major professional categories. The K-means algorithm
grouped similar sentences into distinct clusters, with each cluster representing a collection
of professions or topics with high similarity in text content. The resulting clusters are
visualized in Figure 2.

C = arg min
S

n

∑
i=1

||Ei − µS||2 (11)

where C represents the cluster, Ei is the embedding, and µS is the cluster centroid.

Figure 2. Clusters using K-means.

7.4. Model Comparison

The performance of the models is summarized in Table 3. Each model was evaluated
based on its accuracy, precision, recall, and F1 score on the test set.
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Table 3. Model performance comparison.

Model Accuracy Precision Recall F1 Score

Random Forest 0.78 0.76 0.75 0.75

DistilBERT 0.85 0.85 0.80 0.77

BERT + BiLSTM 0.88 0.87 0.83 0.82

Evaluating the different machine learning and deep learning models, we found that
advanced models such as BERT with BiLSTM layers significantly outperformed traditional
models such as Random Forest in the task of profession prediction. The best-performing
model, BERT + BiLSTM, achieved an F1 score of 0.82, highlighting its ability to capture
both contextual and sequential dependencies in text data.

7.5. Trend Detection in Clusters

After clustering the text, we analyzed the most frequent words in each cluster to
uncover key topics and trends. The law-based cluster prominently featured terms such as
“court”, “law”, and “justice”, reflecting discussions centered around legal concepts and
practices. Similarly, the MBA and accountant clusters were dominated by words like “stock
market”, “investment”, and “profit”, highlighting themes of finance and business. These
clusters effectively captured the professional focus and vocabulary relevant to these fields.

The sports-based group emphasized terms such as “competition”, “game”, and “train-
ing”, highlighting physical activity and performance-related themes. On the other hand,
the creatives-based cluster highlighted words like “design”, “art”, and “innovation”, align-
ing with discussions on artistic and creative pursuits. This cluster analysis provided a
comprehensive understanding of the dominant topics in different professions, offering
insights into how language reflects professional contexts.

7.6. Visualization and Trend Analysis of Final Dataset

To visualize the clusters, we reduced the dimensionality of the sentence embeddings
using Principal Component Analysis (PCA). The two-dimensional representation of the
clusters helped in understanding the relationships between different professions. Addition-
ally, the cosine similarity between cluster centroids and predefined profession embeddings
helped further refine our understanding of which clusters aligned with which professions.

The top trends for each cluster were analyzed based on the cosine similarity between
cluster centroids and professional embeddings, showing a strong correlation between text
features and profession classification.

7.6.1. Correlation Insights

Our correlation analysis revealed meaningful relationships between personal traits
and professional identities. We focus on highly correlated characteristics (threshold ρ > 0.3)
for each profession, as summarized in Table 4:

These correlations highlight strong links between individual traits such as recreation,
ideology, and groupflow with specific professions.
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Table 4. Correlation insights across professional identities.

Profession Correlated Feature ρ Interpretation

Lawyer Alternative Realities Fatherlander +0.37 Structured, traditional ideologies
Professional Complexity −0.40 Nuanced professional identity

Medicine & Academic Recreation Travel +0.31 Intellectual curiosity,
global perspective

Sports
Recreation Sport +0.61 Strong link to physical activity

Groupflow Antflow +0.60 Collaborative behavioral patterns
Personality Risk-Taker +0.35 Propensity for risk and challenge

Creative Ideology Complainers +0.34 Critical and analytical mindset

MBA & accountant
Groupflow Leechflow +0.35 Competitive professional dynamics

Personality Stock-Trader +0.35 Profit-driven professional approach
Professional Competitiveness +0.36 Strategic career orientation

7.6.2. Hierarchical Clustering

We applied hierarchical clustering to understand how different professional categories
share common feature profiles [35]. The resulting dendrogram revealed several meaningful
clusters. Cluster 1 includes Medicine, MBA, and Accountant, which are professions
that share traits related to financial and managerial skills. Cluster 4 groups Lawyer with
traits such as Politician Persona and Anger Emotions, suggesting that lawyers often manage
emotionally charged situations with structured, political thinking. In Cluster 6, Engineers
and Creatives are clustered together, reflecting a shared tendency for ideological dissent,
described as Complainers Ideology. Finally, Cluster 9 focuses on Sports Professionals, who
are grouped based on their engagement in physical activity (Recreation Sports) and their
collaborative approach (Antflow).

The clusters reveal shared personal traits between seemingly different professions,
driven by common ideologies and emotional preferences.

7.6.3. Feature Importance

We analyzed feature importance using a Random Forest model to rank the most
influential features for each profession [36]. This analysis provided insights into the primary
characteristics that define each professional category. For the Lawyer profession, the top
feature was Alternative Realities Fatherlander (importance: 0.17), indicating a connection
to traditional, structured thinking. Other important features included Ideology Liberalism,
Recreation Arts, and Emotion Anger, highlighting both creative and emotional preferences
within the legal profession (see Figure 3).

For Medicine and Academics, the most significant feature was Recreation Travel (im-
portance: 0.15), emphasizing the intellectual curiosity and global mindset common in
academia. Additional features like Groupflow Beeflow, Ideology Socialism, and Personality
Stock-Trader suggested exploratory, collaborative and spontaneous behaviors prevalent in
academic and medical professionals (see Figure 4).

In the Sports profession, Recreation Sport dominated the feature importance (impor-
tance: 0.52), followed by Groupflow Antflow and Personality Risk-Taker, which emphasized
the physical and competitive nature of athletes (see Figure 5).

For Engineers, the most significant feature was Personality Stock-Trader (importance:
0.08), reflecting their analytical and strategic approach to problem-solving. Features like
Groupflow Beeflow, Ideology Capitalism, and Alternative Realities Treehugger highlight their
collaborative, practical, and innovative traits, while Groupflow Antflow and Emotions Fear
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emphasize adaptability and cautious decision-making common in the engineering field
(see Figure 6).

For Creative professionals, the most significant feature was Ideology Complainers (im-
portance: 0.16) highlighting the critical and introspective nature of creative professionals.
Groupflow Beeflow and Recreation Fashion were the other important features obtained in
the process (see Figure 7).

Finally, the MBA and Accountant professions were strongly influenced by features
such as Groupflow Leechflow and Personality Stock-Trader, indicating competitive, financially
driven behaviors that are characteristic of these fields (see Figures 8 and 9).

This feature importance analysis provided a clear understanding of how various
traits, such as recreation and personality, contribute to the likelihood of belonging to a
particular profession.

Figure 3. Feature importance bar plot for Lawyer.

Figure 4. Feature importance bar plot for Medicine and Academics.

Figure 5. Feature importance bar plot for Sports.
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Figure 6. Feature importance bar plot for Engineer.

Figure 7. Feature importance bar plot for Creative.

Figure 8. Feature importance bar plot for MBA.

Figure 9. Feature importance bar plot for Accountant.

7.6.4. Radar Charts for Feature Visualization

To better visualize the distribution of features across professions, we generated radar
charts for each professional category. These charts allowed for a comparative analysis of
the most influential features in each profession, as shown in Figures 10–16. The insights
derived from the radar charts include the following:

IDEOLOGY: A diverse range of ideological preferences was observed across pro-
fessions. For instance, Liberalism dominated in Lawyer-0 (Figure 10), while Capitalism
was prominent in both MBA-5 and Engineer-3 (Figures 15 and 13), and Socialism was
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more common in Medicine and Academic-1 (Figure 11). The Complainers ideology was
particularly evident in Creative-4 (Figure 14) and also present in MBA-5, indicating a
critical mindset. Interestingly, the Fatherlander ideology was uniquely strong in Lawyer-0,
suggesting a patriotic inclination.

RECREATION: Travel emerged as a common recreational interest, particularly promi-
nent in Medicine and Academic-1 (Figure 11), but also present in several other profiles.
Sports was overwhelmingly dominant in Sports-2 (Figure 12), as expected, and moderately
present in MBA-5. Arts was uniquely strong in Lawyer-0, suggesting a cultural interest
within the legal profession.

PERSONALITY: The Stock-Trader personality was common across multiple professions,
with a particularly strong presence in Accountant-6 (Figure 16). The Journalist trait was
notable in both Lawyer-0 and MBA-5, highlighting strong communication skills. The Risk-
Taker personality was uniquely present in Sports-2, aligning with the competitive nature of
athletes.

EMOTIONS: Emotional traits were not consistently represented across all professions.
Anger was particularly prominent in Lawyer-0 (Figure 10), potentially reflecting the ad-
versarial nature of the profession. The Happy emotion was uniquely strong in Medicine
and Academic-1 (Figure 11), suggesting job satisfaction in these fields. Sadness appeared in
Accountant-6, albeit at a low level.

GROUPFLOW: Leechflow was notably dominant in Accountant-6 and significant in
MBA-5 (Figures 16 and 15), possibly indicating a tendency to leverage others’ work. Beeflow
was prominent in Medicine and Academic-1 and present in Creative-4 (Figures 11 and 14),
suggesting a tendency for collaboration. Antflow appeared in both Creative-4 and Sports-2,
which may point to individualistic or contrarian behaviors in these professions.

ALTERNATIVE REALITIES: Treehugger was strongly present in Engineer-3 (Fig-
ure 13), uniquely combining with a capitalist ideology. The Fatherlander ideology was also
significant in Lawyer-0, but not prominently represented in other professions. This category
was not consistently represented across all professional profiles.

Figure 10. Radar chart for Lawyer.
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Figure 11. Radar chart for Medicine and Academics.

Figure 12. Radar chart for Sports.

Figure 13. Radar chart for Engineer



Algorithms 2025, 18, 72 20 of 26

Figure 14. Radar chart for Creatives.

Figure 15. Radar chart for MBA.

Figure 16. Radar chart for Accountant.

7.6.5. Unique Inferences

Several unique inferences were drawn from the analysis of the professional pro-
files. The Lawyer-0 profile exhibits an interesting combination of liberal ideology, artis-



Algorithms 2025, 18, 72 21 of 26

tic interests, and strong patriotic tendencies, particularly with a Fatherlander inclination.
The Engineer-3 profile is unique for blending a capitalist ideology with strong environmen-
talist traits, notably a Treehugger mentality. The Creative-4 profile shows a higher tendency
toward complaining and a beeflow groupflow, which may reflect the nature of creative work,
which often involves long periods of focused effort. In the case of Accountant-6, an ex-
tremely high Leechflow score stands out, suggesting a strong tendency to rely on others’
work or resources, much higher than any other trait across the profiles. The Sports-2 profile
is highly focused on sports-related traits, with little variation in other areas, indicating a
highly specialized focus. Lastly, the MBA-5 profile strikes a balance between capitalist ide-
ology, a keen interest in sports, and a combination of traits such as journalist and politician,
which likely reflects the diverse skill set required for success in business administration.

7.6.6. SHAP Value Interpretation

To improve interpretability, we employed SHAP (SHapley Additive exPlanations)
values [37], which allowed us to break down the contributions of each feature to individual
predictions. SHAP values revealed the specific traits that influenced the model’s decision-
making process for each profession.

Table 5 presents the top SHAP feature contributions for each profession. For Sports,
SHAP values indicated that Recreation Sport and Groupflow Antflow had a positive contribu-
tion to the predictions, confirming that physical activity and collaboration are central to
athletes. In the case of Medicine and Academics, Recreation Travel and Personality Stock-
Trader were key contributors, suggesting a mix of exploratory and managerial traits that
align with academia and healthcare professions. For Lawyer, SHAP values highlighted the
importance of Alternative Realities Fatherlander and Personality Politician, aligning with the
structured, politically oriented behavior often seen in legal professionals. By leveraging
SHAP values, we provided a transparent view of how individual features influenced the
model’s predictions, enhancing interpretability and trust in the decision-making process.

Table 5. Top SHAP feature contributions for each profession.

Profession Feature 1 (Value) Feature 2 (Value) Feature 3 (Value)

Lawyer Arts (0.0299) Fatherlander (0.0268) Anger (0.0245)
Medicine & Academic Travel (0.0895) Beeflow (0.0507) Stock-Trader (0.0195)
Sports Sport (0.1501) Antflow (0.0672) Complainers (0.0368)
Engineer Capitalism (0.0228) Beeflow (0.0215) Fashion (0.0177)
Creative Complainers (0.0426) Fashion (0.0271) Travel (0.0241)
MBA Politician (0.0342) Leechflow (0.0323) Complainers (0.0310)
Accountant Leechflow (0.1320) Stock-Trader (0.0263) Sad (0.0165)

8. Discussion
This study examined how natural language processing (NLP) and machine learning

(ML) models can predict professions by analyzing text, specifically focusing on how differ-
ent personality traits and value systems, which we term Alternative Realities, are reflected
in professional personas. By leveraging deep learning models such as BERT and BiLSTM,
we were able to categorize professions like Lawyers, Engineers, and Sports professionals
with a high degree of accuracy.

While there are many personality characteristics frameworks, most prominently the
MBTI and FFI [6,15], they all are of limited usefulness in helping people find their ideal
profession. The purpose of introducing an additional features layer with alternative re-
alities, groupflow, personalities, and recreational features is to give the professional job
seeker additional assistance in discovering the profession ideally suited to their personality
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characteristics. This paper describes first steps for mapping the new features framework
introduced here to prominent job categories. By being told these characteristics based
on their language, job seekers obtain valuable additional input to make this life-course-
influencing decision.

8.1. Alternative Realities: Personalities and Values

The concept of Alternative Realities plays a crucial role in understanding the inter-
section between personality traits and professional identity. We classified individuals into
four broad categories, each representing different worldviews, values, and behaviors.

The Fatherlander category includes individuals who exhibit a deep belief in tradition,
nation, and family. These individuals uphold the values of the “good old times” and
view their fatherland as superior. Such personalities tend to align with professions that
emphasize order, authority, and the preservation of cultural values, such as lawyers,
military leaders, or politicians. Our models detected this strong traditionalism in legal
professions, suggesting a correlation between conservative values and structured, rule-
driven jobs.

The Nerd category is characterized by a belief in progress, science, and technology
as forces for good. Nerds often aspire to transcend human limitations and are enthu-
siasts of global connectivity and advancements like space exploration. These individ-
uals tend to thrive in professions related to engineering, technology, and scientific re-
search. The BERT + BiLSTM model effectively captured these traits in Engineers and other
tech-centric professions.

The Spiritualist group seeks meaning through subjective experiences of the sacred.
Their behaviors are driven by a quest for spiritual fulfillment and contemplation. Profes-
sions that align with these values may include religious leaders, yoga instructors, or philoso-
phers. While this group was more challenging to capture with traditional NLP models,
future work could focus on refining models to detect the subtle language of spiritual
guidance and contemplation.

The Treehugger category includes individuals who advocate for sustainability and
environmental preservation. They challenge certain technological advancements like
genetic manipulation while supporting others, such as alternative energy sources. Their
value system often conflicts with industrial or corporate norms, leading them to professions
in environmental activism, sustainability consulting, or conservation. Our model detected
some alignment between these values and professions in academia or NGOs focused
on sustainability.

8.2. Groupflow: Collaborative and Competitive Dynamics

In addition to Alternative Realities, we introduced the concept of Groupflow, which
describes how individuals engage in teamwork and their behavioral dynamics in profes-
sional settings. These categories are crucial for understanding professional performance
and interpersonal relationships within organizations.

Beeflow refers to individuals who are collaborative creators. They focus on creating
value for both themselves and society. This profile aligns with professions in creative indus-
tries, research, and innovation. Beeflow members experience a state of flow while working,
indicating high levels of engagement and satisfaction in collaborative environments.

Antflow describes competitive, disciplined individuals who are driven by personal
goals and hard work. Professions such as athletes or business executives often display these
traits, thriving in environments where success is measured by individual accomplishments
and victories. Our models found strong correlations between Antflow behaviors and
professions in sports and competitive business environments.
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Leechflow individuals are characterized by exploitative tendencies, benefiting them-
selves often at the expense of others. They may be found in roles that allow for opportunism
or manipulation of systems for personal gain, such as high-risk stock trading or certain man-
agement positions. This group was more difficult to define within traditional professional
categories but could be inferred through language patterns associated with competitive
and self-serving behaviors.

8.3. Recreation and Personality Traits: Enhancing Profession Classification

In addition to the Alternative Realities and Groupflow models, we explored how
recreational interests and personality traits influence professional identities.

Recreation interests in Art, Fashion, Sport, and Travel reveal much about an individ-
ual’s professional alignment. For instance, professionals in the creative industries were
frequently linked with interests in art and fashion, while individuals in travel-related
professions showed a strong interest in global exploration and cross-cultural experiences.

Personality Traits such as being a Risk-Taker, Journalist, or Politician also correlated
with professional categories. For example, risk-takers were prevalent in high-risk, high-
reward professions like sports and stock trading, while journalists and politicians exhibited
traits aligned with professions involving communication and influence.

8.4. Model Performance and Limitations

The BERT + BiLSTM model showed robust performance in predicting professions
based on text data, particularly when aligned with distinct personality categories. Profes-
sions like Sports, Engineering, and Law were consistently predicted with high accuracy,
showcasing the model’s ability to capture both contextual and sequential information.
However, some professional categories, such as MBAs and Accountants, exhibited over-
lapping language patterns, which reduced the model’s ability to distinguish between
them. The model faced challenges in capturing subtle nuances associated with personal-
ity traits or alternative realities like Spiritualist behaviors, which are often implicit and
context-dependent.

The dataset, while comprehensive, has potential biases stemming from its reliance on
publicly available content from platforms like YouTube and podcasts, which may introduce
selection bias. Additionally, the English-centric nature of the data limits their applicability
to non-English contexts. Minor transcription errors from Whisper AI, particularly for
domain-specific terms, could also have affected data quality. Addressing these biases
through more diverse sources and broader demographic representation would improve
the model’s generalizability.

8.5. Future Directions

This study opens the door to further research on the relationship between personality
and professional identity. Future work could explore the incorporation of more advanced
personality models and extend the dataset to include a wider range of professions. Addi-
tionally, exploring more refined group behaviors within organizations through Groupflow
could provide deeper insights into how personality traits influence team dynamics and
professional success.

This work has wide practical applicability. For instance, based on the words people
use in their everyday interactions, for example, in email and chat, an NLP analysis system
could make recommendations for suitable jobs for a job seeker. Such a system could
be put at the disposal of individuals to better realign their professional interests with
their personalities by asking them to write job-related stories which are then used as
input for a system like the one described in this paper to make referrals on available job
opportunities inside and outside the company. Such a system could also be extended



Algorithms 2025, 18, 72 24 of 26

to include recommendations derived from standardized job classifications such as the
International Standard Classification of Occupations (ISCO) to give a prospective job seeker
broad access to the many different professions available.

Alternatively, corporate HR managers could identify promising candidates based on
their language in emails. Of course, all of these applications of AI in the HR context have to
be carefully calibrated to respect privacy and adhere to the highest ethical standards.

Overall, our findings highlight the complex interplay between individual traits, soci-
etal values, and professional identities, offering a new lens through which to view career
prediction and development.

9. Conclusions
Throughout this paper, we were able to uncover key insights about how specific

personality traits and ideological preferences contribute to professional identity. Our
findings underscore the complex interplay between individual characteristics and pro-
fession, with certain traits consistently aligning with particular professional categories.
This multi-faceted analysis not only improves model accuracy but also provides a deeper
understanding of how individual attributes influence career outcomes.
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