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Abstract

:

Precise growing stock volume (GSV) estimation is essential for monitoring forest carbon dynamics, determining forest productivity, assessing ecosystem forest services, and evaluating forest quality. We evaluated four machine learning methods: classification and regression trees (CART), support vector machines (SVM), artificial neural networks (ANN), and random forests (RF), for their reliability in the estimation of the GSV of Pinus massoniana plantations in China’s northern subtropical regions, using remote sensing data. For all four methods, models were generated using data derived from a SPOT6 image, namely the spectral vegetation indices (SVIs), texture parameters, or both. In addition, the effects of varying the size of the moving window on estimation precision were investigated. RF almost always yielded the greatest precision independently of the choice of input. ANN had the best performance when SVIs were used alone to estimate GSV. When using texture indices alone with window sizes of 3 × 5 × 5 or 9 × 9, RF achieved the best results. For CART, SVM, and RF, R2 decreased as the moving window size increased: the highest R2 values were achieved with 3 × 3 or 5 × 5 windows. When using textural parameters together with SVIs as the model input, RF achieved the highest precision, followed by SVM and CART. Models using both SVI and textural parameters as inputs had better estimating precision than those using spectral data alone but did not appreciably outperform those using textural parameters alone.
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1. Introduction


Forest growing stock volume (GSV) is one of the most important forest characteristics, both economically and environmentally, because it is a key determinant of forest productivity [1]. Precisely estimating forest GSVs on large scales is crucial for monitoring forest carbon dynamics, assessing forest ecosystem services, and evaluating forest quality [2,3,4,5]. Traditional ground-based GSV estimation strategies that rely on field measurements of tree height and diameters at breast height (DBH) are time-consuming and labor-intensive [1]. GSV is estimated over large areas almost everywhere in the world, and estimates are often precise. The (additional) benefits of including remote sensing (RS) data in this process are that spatially explicit information can be produced (i.e., maps) and that the precision of population parameter estimates can be improved.



Several modelling approaches, both parametric and non-parametric, have proven capable of precisely estimating forest variables such as the leaf area index, canopy cover, height, basal area, and stock volume based on RS data [4,6,7,8,9,10]. The most popular parametric regression methods for modelling forest attributes are simple or multiple linear regression models. Commonly used non-parametric models include classification and regression trees (CART), k-nearest neighbor (k-NN), random forest (RF), and support vector machine (SVM). Although many researchers have performed comparative evaluations of different machine learning algorithms (MLAs), no single technique has been revealed as universally superior for predicting forest inventory attributes [8,11,12]. Different machine learning algorithms (MLAs) have different estimating precisions; for example, CART achieves the lowest precision, SVM and ANN tend to achieve moderate performance, and RF has achieved the highest precision and lowest error for the forest variables under consideration [4]. Zhang et al. [12] found that ANN and SVM were similarly effective at estimating sawgrass aboveground biomass (AGB), with correlation coefficients (r values) exceeding 0.9. However, ANN offered the most precise total biomass estimates (r = 0.94). Wang et al. [13] found that the MLR method generally outperformed SVM and RF at predicting site-level AGB. The GSV of Pinus massoniana plantations has not been estimated extensively in China’s northern subtropical regions. Therefore, there is a need to evaluate and compare the performance of different MLAs in this specific task.



The spectral information in optical remote sensing images generally provides insufficient information to precisely assess the state of vegetation in dense forests with complex structures. Therefore, texture parameters derived from remote sensing images are commonly analyzed to assess the spatial distribution of image tone variance and thereby acquire spatial information on vegetation cover, especially in complex and dense forests [14]. Several recent studies have concluded that textural parameters from high-resolution satellite images are more useful than spectral information for estimating forest variables because the interpretation of spectral data is complicated by saturation when studying multi-layer forests with full canopy cover [6,12,14,15,16,17,18,19]. However, it is not yet clear whether combining spectral and texture-based features can enable more precise estimation of forest variables than analyses based on textural information alone. Chrysafis et al. [5] argued that combining spatial and textural information yielded at most marginal improvements in precision over texture-only models when estimating GSV in a Mediterranean forest. However, others have reported that forest variables such as the leaf area index (LAI) can be estimated more precisely by combining spectral and textural features than by relying solely on one type or the other [6,15,17]. Texture is a complex parameter and obtaining precise texture information over the entire forest area is challenging. This is because texture values are highly sensitive to texture measures, landscape type, physiological growth period, associated parameters (i.e., moving window size, direction), and the type of remote sensing image [5,20]. It is still worthwhile to explore whether a large or small moving window size should be used in various forest types, and with an inversion algorithm.



Pinus massoniana is a major coniferous tree that is widely distributed in the subtropical forests of South China and exhibits relatively high tolerance to acid rain, drought, and phosphorus deficiency [21,22]. It is central to forest ecosystems and is also an economically important source of timber and wood pulp [23]. Few efforts have been made to evaluate the capability of modern remote sensing techniques for mapping Pinus massonian GSV in the subtropical area of China [24,25]. A growing stock volume map of Pinus massoniana trees in in the subtropical area of China has never been generated and published. The specific objectives of this study were therefore to: (1) examine the ability of four MLAs (CART, SVM, ANN, and RF) to predict the GSV of Pinus massoniana plantations, (2) compare the effectiveness of spectral vegetation indices (SVIs) and texture data derived from SPOT6 images for forest GSV quantification, and (3) assess the influence of texture index window size on the precision of forest GSV estimation.




2. Materials and Methods


2.1. Study Area


This study focused on an approximately 7600 ha region of Pinus massoniana plantations near Taizi mountain in Jingshan County of China’s Hubei Province (30°48′–31°02′ N and 112°48′–113°03′ E) (Figure 1). Topographically, the area is characterized by a hilly landscape with moderate slope and its elevation is between 40.3 and 467.4 m above sea level. It has a subtropical monsoon climate with a mean temperature of 16.4 °C. The average annual precipitation is 1094.6 mm, of which over 53% falls between April and August. The dominant soil type at the site is yellow-brown soil. Yellow-brown soil is a transitional soil between yellow, red, and brown soils, which are common in mixed subtropical evergreen broad-leaved and deciduous broad-leaved forests widely. The landscape of the study area is characterized by pure forests, mixed forests, shrub land, water, cultivations, and forest openings. The percentage of forest cover is 85%. The main tree species in the area are Pinus massoniana Lamb. and Quercus acutissima Carr. Less abundant species include Cunninghamia lanceolata (Lamb.) Hook., Ilex chinensis Sims, Platycarya strobilacea Sieb.et Zucc., Liquidambar formosana Hance, Dalbergia hupeana Hance, Pistacia chinensis Bunge., and Celtis sinensis Pers. [26].




2.2. Data


2.2.1. Field Data and Stand Volume Estimation


The field sample plots were established in August 2015, August 2018, and November 2019. In total, 68 square plots of the size 20 × 20 m each were established in pure Pinus massoniana plantations by applying the method of combining stratified sampling and random sampling. Considering the standards for division of Pinus massoniana plantation age, there were 17 plots of young forest, 11 of middle-age forest, 15 of near-mature forest, 11 of mature forest, and 14 of over-mature forest. Sample plots in every group of forest ages were distributed randomly in terms of geography. In each plot, trees with DBH over 5 cm were tallied. DBH, tree height (H), and crown diameter (CD) of the individual tree in the plot were all measured. Trees with a DBH below 5 cm were excluded. The LAI-2200 instrument (LI-COR Inc., Li-Cor, Lincoln, NE, USA, 2010) was used to indirectly measure the leaf area index (LAI) of each plot. Measurements were taken either under overcast conditions, or alternatively within two hours after sunrise or before sunset. At each site, two above-canopy and nine low-canopy readings were taken with an opaque, 180°, view-restricting cap placed over the sensor in order to mask out the operator [6]. After finding the total number of all trees in a plot, the stand density (Density) was estimated in trees per hectare (trees ha−1). The survey also provided information about aspect, slope, and slope position. A differential global positioning unit (Trimble GeoXH6000 GPS units) was used to locate the center and the four corners of each plot, allowing the plots to be geo-referenced against satellite data. The summarized characteristics of the 68 plots are documented in Table 1.



The volumes of each individual growing trees were predicted by applying the allometric model (Equation (1)) based on DBH and H. These models yielded the following expression [27]:


V = 0.00006228789 × DBH1.849839 × H0.9843411



(1)




where, V is the individual tree volume, DBH is the tree diameter at a height of 1.3 m, and H is the total tree height. The volumes estimated from all individual trees within a sample plot were summed to obtain the GSV of the sample plot, which was then up-scaled to per hectare. The GSV of the plot was measured in cubic meter per hectare (m3 ha−1). The field data revealed that the plot-level GSVs varied widely, ranging from 10.20 to 319.82 m3 ha−1, with a mean of 140.84 m3 ha−1. The inconsistency between the time of sample plot data collected in 2018 and 2019 and remote sensing (RS) image was an important factor which contributed to low precision of forest parameter estimation. We used the growth model of Pinus massoniana tree for conversing volume values of 2018 and 2019 to V values of 2015. The formula was as follows [28]:


V = 0.000025058 × A2.5983243 (R = 0.996)



(2)




where, V is volume of a single tree and A is the stand age.




2.2.2. SPOT 6 Image and Processing


This study was based on a single SPOT 6 panchromatic-multispectral image that was acquired on 6 August 2015 under clear sky conditions. The panchromatic image had a spatial resolution of 1.5 m while the resolution of the multispectral image was 6 m. The panchromatic image was orthorectified using ground control points and digital elevation model (DEM) data. Then, the corrected panchromatic image was used to rectify the multispectral data. The raw digital number values for the multispectral data were converted to spectral radiance values and then into top of atmosphere (TOA) reflectance. Atmospheric correction was performed using the Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) approach [29]. All image processing was performed using the ENVI 5.1 software package.




2.2.3. Spectral Vegetation Indices and Texture Parameters


The average surface reflectance values from the multispectral data were used to compute eight vegetation indices (VIs) (Table 2) that are widely used in forest studies: the Atmospherically Resistant Vegetation Index (ARVI), Difference Vegetation Index (DVI), Enhanced Vegetation Index (EVI), Modified Soil Adjusted Vegetation Index (MSAVI), Normalized Difference Vegetation Index (NDVI), Non-Linear Vegetation Index (NLI), Soil Adjusted Vegetation Index (SAVI), and Simple Ratio (SR). Eight texture parameters—the Mean (MEAN), Homogeneity (HOM), Contrast (CON), Dissimilarity (DIS), Entropy (ENT), Variance (VAR), Angular Second Moment (ASM), and Correlation (COR)—were calculated (see Table 3) based on the SPOT6 panchromatic band at the maximum spatial resolution of 1.5 m using the GLCM method [30].




2.2.4. Optimum Window Selection


Image texture is a function of the image’s spatial resolution. Texture parameters derived with the GLCM method are highly sensitive to the moving window size [20]. Small window sizes are known to exaggerate differences within the window but retain a high spatial resolution, whereas larger windows may cause inefficient extraction of texture information due to over-smoothing of textural variations [39]. There is no consensus as to what moving window size is optimal, so it is necessary to test a range of window sizes to determine which provides the best speed and precision when estimating GSV. Therefore, seven window sizes were used to estimate the stand volume in this work: 3 × 3, 5 × 5, 7 × 7, 9 × 9, 11 × 11, 13 × 13, and 15 × 15.





2.3. Machine Learning Algorithms (MLAs)


2.3.1. Classification and Regression Tree (CART)


The CART algorithm is a basic machine learning method proposed by Breiman et al. [40]. The regression tree algorithm was used to build models because the response variable in this study was the forest GSV. The CART algorithm was implemented with the “rpart” in the R software package (version 3.4.3; R Core Team, Viennna, Austria, 2017). Feature selection and pruning are the two core issues in decision tree algorithms. The Gini index and post-pruning were used as the binary split criterion for the selection of split features and to modify the tree, respectively.




2.3.2. Support Vector Machine (SVM)


Support vector machines (SVM) use a nonlinear kernel function to project input data onto a high-dimensional feature space, where complex non-linear patterns can be simply represented [12,41]. In the new hyperspace, the SVM aims to identify an optimal hyperplane that fits the data and minimizes the training error and the complexity of the model [42]. The Gaussian radial basis kernel function of the form was used in this study [43,44]. The best regularization and bandwidth parameter were determined using the training data. The SVM model was implemented with “e1071” packages in the R software package.




2.3.3. Artificial Neural Network (ANN)


A multi-layer neural network with a back-propagation algorithm, which may be the most popular type, was used in this study [42,45]. In this context, the neurons in the input layer were the predicted variables selected by the Boruta algorithm, while the number of neurons in the hidden layer, which carried weights representing the linkages between the predictors and GSV data, was determined using both the training and validation data. The output layer was a single neuron that represented the output values of the forest GSV. We examined the number of neurons ranging from 1 to 10 in the hidden layer to build different models. The ANN algorithm was implemented with the “neuralnet” package in the R software package.




2.3.4. Random Forest (RF)


Ntree (i.e., to the number of variables) and Mtry (i.e., to the number of variables to randomly sample as candidates at each split) parameters are highly sensitive to prediction robustness of RF algorithms [12]. Wang et al. [46], Breiman [47], and Zhao et al. [4] have all indicated that the default values are often a good choice, and that the influence of user-defined parameters on the sensitivity of prediction is very small. Thus, the Ntree value was set to 500 and the Mtry value was set to one-third of the predictive variables. The RF algorithms were implemented with the “randomForest” package in the R software package.





2.4. Model Testing and Comparison


The field data was randomly divided into training (70%) and testing (30%) data. The testing data (n = 20) was used to validate the CART, SVM, ANN, and RF models. A random selection of training samples was repeated 100 times to reduce variability. Three common statistical parameters, namely the coefficient of determination (R2), root mean square error (RMSE), and relative RMSE (rRMSE) were calculated to evaluate the models’ performances.


  RMSE =       ∑  i = 1  n     (   y ^  i  −  y i  )   2     n     



(3)






  rRMSE = RMSE /  y ¯   



(4)




where     y ^  i    was the predicted forest GSV and    y i    was the forest GSV observed in the field.





3. Results


3.1. Effects of Moving Window Size on the Precision of GSV


The effect of varying the moving window size on the precision of GSV estimation depended on the algorithm used for variable selection. The R2 decreased with increasing moving window size when CART, SVM, and RF were used to estimate the GSV. In other words, 3 × 3 and 5 × 5 window yielded the highest R2 and lowest RMSE and rRMSE when using these methods (Table 4). For the ANN method, the R2 initially decreased with the moving window size and then increased, the highest R2 values (0.83) was achieved with this model when using a window size of 15 × 15 in this case (Table 4).




3.2. Performance of CART, SVM, ANN, and RF


To evaluate the performance of CART, SVM, ANN, and RF for predicting the forest GSV when using only textural parameters, four machine learning algorithms were compared in terms of their precision (R2) and RMSE (Figure 2). When the window size was set as 3 × 3, 5 × 5, and 9 × 9, RF demonstrated the best regression performance in terms of model precision and RMSE. The ANN achieved the highest precision when the window size was 11 × 11, 13 × 13, or 15 × 15 (Figure 2).



On the other hand, a comparative analysis based on texture parameters and textural parameters together with SVIs demonstrated that RF was the best method for estimating GSV. The R2 values for models generated using this method ranged from 0.82 to 0.86 (Figure 3). For models using only SVI data as inputs, ANN yielded the highest precision followed by SVM and RF. When using textural parameters together with SVIs as inputs, SVM achieved the second highest precision (Figure 3).




3.3. Performance of Spectral, Texture, and Fusion of Spectral and Texture Information


Regression models using SVIs as inputs achieved worse estimating precision than those using textural parameters independent of the choice of regression method. The R2 value for the model based on texture data alone (the R2 values were 0.76, 0.75, 0.66, and 0.82 for CART, SVM, ANN, and RF, respectively) was substantially higher than that for the model based on SVIs alone (Figure 3). Likewise, the RMSE and rRMSE values for the model based on textural parameters alone were considerably lower than those for the model based on SVIs alone. The RMSE values were 36.61 m3/ha, 37.96 m3/ha, 45.44 m3/ha, and 32.36m3/ha, and the rRMSE values was 29.29%, 30.37%, 31.45%, and 25.89% for CART, SVM, ANN, and RF, respectively. Fusing spatial and textural information did not greatly increase the estimating precision relative to that achieved using textural parameters alone, although minor improvements were observed with the SVM and RF methods (Figure 3). The R2 values achieved with the CART methods when using textural parameters alone as inputs were almost equal to those achieved using textural parameters together with SVIs (Figure 3). Figure 4 indicates the importance of explanatory variables when the RF algorithm is used. The NDVI and MEAN calculated with 3 × 3 and 5 × 5 window sizes, were of higher importance than the other variables.





4. Discussion


The GSV of Pinus massoniana plantations was estimated using four machine learning algorithms (CART, SVM, ANN, and RF) together with spectral and textural information from a SPOT6 image. The effect of varying the window size on the precision of GSV estimation was investigated, and the usefulness of textural parameters from SPOT6 images for forest GSV estimation was assessed.



Image texture is a complex aspect of visual perception [48]. The optimal moving window size for extracting textural parameters from the SPOT6 image generally depends on the choice of regression method. In this study, the CART, RF, and SVM methods performed best with 3 × 3 or 5 × 5 moving windows, while 15 × 15 windows were best for ANN. These results are consistent with those of previous studies [6,49], in which small windows (3 × 3 or 5 × 5) were found to be best when using the multiple linear regression method to estimate forest variables. Small window sizes increase sensitivity to interpixel differences in the proportions of tree crown and shadow and may better detect fine-scale variation in pixel brightness, whereas larger windows may extract texture information inefficiently due to over-smoothing of textural variation [50,51,52]. Some researchers have suggested that the window size should match that of the sample plots to increase precision [7,53,54]. Moreover, Chryasfis et al. [5] concluded that no single window size could adequately characterize the texture conditions in different phenological scenes when using the bagging least absolute shrinkage and selection operator (LASSO) algorithm. One of the reasons ANN performed well at 15 × 15 windows, while CART, RF, and SVM performed better at 3 × 3 or 5 × 5 windows, may be related to the autocorrelation of texture parameters from different window sizes.



MLAs have fewer assumptions, higher methodological accuracy, and high non-linear adaptation, and can efficiently model the complex non-linear relationships between forest biophysical parameters and RS data [55,56,57,58,59]. Four machine learning regression algorithms, CART, SVM, ANN, and RF were explored in this study. The RF method yielded more precise GSV estimates than the other tested methods (CART, SVM, and ANN) when texture parameters alone, or a fusion of spectral and texture information, were used. This is consistent with the results of Zhao et al. [4], who found that RF achieved the greatest precision when estimating forest variables in black locust plantations on the Loess Plateau. Similarly, Fallah et al. [60] concluded that SVR and RF outperformed k-NN in volume/ha estimation. These results may be due to the fact that RF is more sensitive to overfitting during model training, and can handle high data dimensionality [47,61,62]. The algorithm of the random forest method naturally includes the interactions of variables which are often ignored in other models because of their complexity [63]. However, Zhang et al. [12] found that ANN and SVM were the best methods for estimating sawgrass marsh AGB, with both methods achieving correlation coefficients (r) above 0.9, while ANN was the best method for total biomass estimation (r = 0.94). ANN achieved the best estimating precision independently of the SVIs of input data in this study. This result may be explained by the fact that ANN has advantages in complex pattern learning and generalizing in noisy environments. For CART, it was observed that for larger values of observed GSV, the predicted values of GSV were systematically lower (i.e., always below the 1:1 line), although high R2 was obtained when texture parameters or a combination of texture parameters and SVIs were used. This may be contributed to by over-fitting. Another reason for underestimation may be due to optical saturation under the conditions of high biomass in dense forests [64]. Overall, CART, SVM, ANN, and RF each have their own advantages. The selection of MLAs may be related to the type of RS information applied. For example, in this study, ANN could be used when applying SVIs alone for GSV estimation, and RF was a good choice when texture parameters or a fusion of textural and spectral information were used. The main drawback of these MLAs was that they did not reveal the functional relationships between the target and predictor variables. MLAs are often referred to as “black box” approaches [7,12,42,65].



Models using textural parameters as inputs achieved greater precision than spectral models, confirming that high-resolution textural information is more useful than spectral data for forest parameter estimation, especially in dense and complex forests characterized by a mosaic of dense and sparse vegetation cells [6,7,66]. Our results indicate that combining spectral and textural parameters yields, at best, marginal improvements in estimating precision compared to using textural parameters alone when estimating forest GSV. This is consistent with the conclusions of Chrysafis et al. [5], based on their work on Mediterranean forests. Textural information was indispensable in the estimation of forest parameters, especially when a high-resolution image was adopted. However, there were many uncertainties that needed to be considered, such as window size. It may be necessary to determine the optimal moving window size for extracting textural parameters.



In this research, forest GSV tended to be overestimated at lower values and underestimated at higher values (Figure 3). This uncertainty may be contributed to the inconsistency between the time of in-site data collection and RS image, although we applied the growth model of Pinus massoniana tree for stand volume conversion from 2018 or 2019 to 2015. The growth was calculated from the stand age of forest, which decreased the precision in our study. We suggested that it was better to keep the time of field data surveyed consistent with time of RS acquisition in estimation of forest parameters.




5. Conclusions


Four machine learning regression algorithms including classification and regression tree (CART), support vector machine (SVM), artificial neural network (ANN), and random forest (RF) algorithms were used to estimate the growing stock volume (GSV) of Pinus massoniana plantations in the northern subtropical area of China based on spectral vegetation indices (SVIs) and textural parameters extracted from a SPOT6 remote sensing image. The RF method was found to offer the best performance for GSV estimation, although SVM, CART, and ANN also performed reasonably well. Increasing the size of the moving window used when extracting data from the SPOT6 image reduced the predictive performance of the CART, SVM, and RF methods, and the highest coefficient of determination (R2) values in these cases were achieved with 3 × 3 or 5 × 5 windows. Using both spatial and textural parameters as model inputs improved estimating precision relative to using spectral data alone. However, the combined approach did not appreciably outperform models using only textural parameters as inputs.







Author Contributions


Y.D. supervised the work and provided advice for preparing and revising the paper. J.Z. proposed the idea, collected field survey data, organized the writing, and revised the paper. Z.Z. contributed to the programming and experiments, and drafted the manuscript. Q.Z. and Z.H. analyzed the data and prepared figures. J.X. collected field survey data and did image preprocessing. P.W. helped to collect field survey data and revise the manuscript. All authors read and approved the final manuscript.




Funding


The research was funded by the national key research and development plan (grant number, 2017YFC050550404) and project 2662020YLPY020 supported by the fundamental research funds for the central university.




Acknowledgments


We would like to thank Jie Luo from Huazhong Agricultural University for providing constructive comments, which greatly improved the manuscript.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Xu, Y.; Li, C.; Sun, Z.; Jiang, L.; Fang, J. Tree Height Explains Stand Volume of Closed-Canopy Stands: Evidence from Forest Inventory Data of China. For. Ecol. Manag. 2019, 438, 51–56. [Google Scholar] [CrossRef]

	



Ioki, K.; Imanishi, J.; Sasaki, T.; Morimoto, Y.; Katsunori Kitada, K. Estimating Stand Volume in Broad-Leaved Forest Using Discrete-Return Lidar: Plot-Based Approach. Landsc. Ecol. Eng. 2010, 6, 29–36. [Google Scholar] [CrossRef]

	



Fang, J.; Chen, A.; Peng, C.; Zhao, S.; Ci, L. Changes in Forest Biomass Carbon Storage in China between 1949 and 1998. Science 2001, 292, 2320–2322. [Google Scholar] [CrossRef] [PubMed]

	



Zhao, Q.; Yu, S.; Zhao, F.; Tian, L.; Zhao, Z. Comparison of Machine Learning Algorithms for Forest Parameter Estimations and Application for Forest Quality Assessments. For. Ecol. Manag. 2019, 434, 224–234. [Google Scholar] [CrossRef]

	



Chrysafis, I.; Mallinis, G.; Tsakiri, M.; Patias, P. Evaluation of Single-Date and Multi-Seasonal Spatial and Spectral Information of Sentinel-2 Imagery to Assess Growing Stock Volume of a Mediterranean Forest. Int. J. Appl. Earth Observ. Geoinf. 2019, 77, 1–14. [Google Scholar] [CrossRef]

	



Zhou, J.J.; Zhao, Z.; Zhao, J.; Zhao, Q.; Wang, F.; Wang, H. A Comparison of Three Methods for Estimating the Lai of Black Locust (Robinia Pseudoacacia L.) Plantations on the Loess Plateau, China. Int. J. Remote Sens. 2014, 35, 171–188. [Google Scholar] [CrossRef]

	



Zhao, Q.; Wang, F.; Zhao, J.; Zhou, J.; Yu, S.; Zhao, Z. Estimating Forest Canopy Cover in Black Locust (Robinia Pseudoacacia L.) Plantations on the Loess Plateau Using Random Forest. Forests 2018, 9, 623. [Google Scholar] [CrossRef]

	



Brosofske, K.D.; Froese, R.E.; Falkowski, M.J.; Banskota, A. A Review of Methods for Mapping and Prediction of Inventory Attributes for Operational Forest Management. For. Sci. 2014, 60, 733–756. [Google Scholar] [CrossRef]

	



Motlagh, M.G.; Kafaky, S.B.; Mataji, A.; Akhavan, R. Estimating and Mapping Forest Biomass Using Regression Models and Spot-6 Images (Case Study: Hyrcanian Forests of North of Iran). Environ. Monit. Assess. 2018, 190, 352. [Google Scholar] [CrossRef]

	



Thamaga, K.H.; Dube, T. Understanding Seasonal Dynamics of Invasive Water Hyacinth (Eichhornia Crassipes) in the Greater Letaba River System Using Sentinel-2 Satellite Data. Gisci. Remote Sens. 2019, 56, 1355–1377. [Google Scholar] [CrossRef]

	



Chen, W.; Xie, X.; Wang, J.; Pradhan, B.; Hong, H.; Bui, D.T.; Duan, Z.; Ma, J. A Comparative Study of Logistic Model Tree, Random Forest, and Classification and Regression Tree Models for Spatial Prediction of Landslide Susceptibility. Catena 2017, 151, 147–160. [Google Scholar] [CrossRef]

	



Zhang, C.; Denka, S.; Cooper, H.; Mishra, D.R. Quantification of Sawgrass Marsh Aboveground Biomass in the Coastal Everglades Using Object-Based Ensemble Analysis and Landsat Data. Remote Sens. Environ. 2018, 204, 366–379. [Google Scholar] [CrossRef]

	



Wang, J.; Xiao, X.; Bajgain, R.; Starks, P.; Steiner, J.; Doughty, R.B.; Chang, Q. Estimating Leaf Area Index and Aboveground Biomass of Grazing Pastures Using Sentinel-1, Sentinel-2 and Landsat Images. ISPRS J. Photogramm. Remote Sens. 2019, 154, 189–201. [Google Scholar] [CrossRef]

	



Eckert, S. Improved Forest Biomass and Carbon Estimations Using Texture Measures from Worldview-2 Satellite Data. Remote Sens. 2012, 4, 810–829. [Google Scholar] [CrossRef]

	



Pu, R.; Cheng, J. Mapping Forest Leaf Area Index Using Reflectance and Textural Information Derived from Worldview-2 Imagery in a Mixed Natural Forest Area in Florida, Us. Int. J. Appl. Earth Observ. Geoinf. 2015, 42, 11–23. [Google Scholar] [CrossRef]

	



Pu, R.; Landry, S. Evaluating Seasonal Effect on Forest Leaf Area Index Mapping Using Multi-Seasonal High Resolution Satellite Pleiades Imagery. Int. J. Appl. Earth Observ. Geoinf. 2019, 80, 268–279. [Google Scholar] [CrossRef]

	



Colombo, R.; Bellingeri, D.; Fasolini, D.; Marino, C.M. Retrieval of Leaf Area Index in Different Vegetation Types Using High Resolution Satellite Data. Remote Sens. Environ. 2003, 86, 120–131. [Google Scholar] [CrossRef]

	



Frampton, W.J.; Dash, J.; Watmough, G.; Milton, E.J. Evaluating the Capabilities of Sentinel-2 for Quantitative Estimation of Biophysical Variables in Vegetation. Isprs J. Photogramm. Remote Sens. 2013, 82, 83–92. [Google Scholar] [CrossRef]

	



Hlatshwayo, S.T.; Mutanga, O.; Lottering, R.T.; Kiala, Z.; Ismail, R. Mapping Forest Aboveground Biomass in the Reforested Buffelsdraai Landfill Site Using Texture Combinations Computed from Spot-6 Pan-Sharpened Imagery. Int. J. Appl. Earth Observ. Geoinfor. 2019, 74, 65–77. [Google Scholar] [CrossRef]

	



Zhou, J.; Guo, R.Y.; Sun, M.; Di, T.T.; Wang, S.; Zhai, J.; Zhao, Z. The Effects of Glcm Parameters on Lai Estimation Using Texture Values from Quickbird Satellite Imagery. Sci. Rep. 2017, 7, 1–2. [Google Scholar] [CrossRef]

	



Quan, W.; Ding, G. Root Tip Structure and Volatile Organic Compound Responses to Drought Stress in Masson Pine (Pinus massoniana Lamb.). Acta Physiol. Plant. 2017, 39, 258. [Google Scholar] [CrossRef]

	



Zhang, R.; Ding, G. Seasonal Variation of Soil Carbon and Nitrogen under Five Typical Pinus Massoniana Forests. Chem. Ecol. 2017, 33, 543–559. [Google Scholar] [CrossRef]

	



Du, M.; Ding, G.; Cai, Q. The Transcriptomic Responses of Pinus massoniana to Drought Stress. Forests 2018, 9, 326. [Google Scholar] [CrossRef]

	



Jiang, W. Volume Estimating Model of Pinus massioniana Lamb in the Middle of Guizhou Based on 3s Technolog. For. Inventory Plan. 2015, 40, 13–18. (In Chinese) [Google Scholar]

	



Jiang, W. The Research of Estimating Pinus massioniana Lamb Volume in the Middle of Guizhou Based on Landsat8 Data—Taking Guiyang as an Example. Master’s Thesis, Guizhou University, Guizhou, China, 2015. (In Chinese). [Google Scholar]

	



Jia, X.; Bi, J.; Zhou, Z.; Liu, X.; Gao, D.; Guo, G.; Zhou, H. Water—Holding Capacity of Litter and Soil under Major Pure Plantation in Hilly Region of Central Hubei. J. Huazhong Agric. Univ. 2013, 3, 39–44. (In Chinese) [Google Scholar]

	



Ye, Y.; Ling, Y.; Zhuang, E. Compilation of Binary Standing Timber Volume Table of Pinus massoniana in Hubei Province. Cent. South For. Inventory Plan. 1996, 3, 6–8. (In Chinese) [Google Scholar]

	



Zhang, Z.; He, M. The Growth and Growing Model of Pinus massoniana Plantation. J. Anhui Agric. Coll. 1992, 19, 202–208. (In Chinese) [Google Scholar]

	



Yuan, J.; Niu, Z.; Wang, X. Atmospheric Correction of Hyperion Hyperspectral Image Based on Flaash. Spectrosc. Spectr. Anal. 2009, 29, 1181–1185. [Google Scholar]

	



Haralick, R.M.; Shanmugam, K.; Dinstein, I. Textural Features for Image Classification. IEEE Trans. Syst. Man Cybern. 1973, SMC3, 610–621. [Google Scholar] [CrossRef]

	



Kaufman, Y.J.; Tanre, D. Atmospherically Resistant Vegetation Index (Arvi) for Eos-Modis. IEEE Trans. Geosci. Remote Sens. 1992, 30, 261–270. [Google Scholar] [CrossRef]

	



Richardson, A.J.; Wiegand, C.L. Distinguishing Vegetation from Soil Background Information. Photogramm. Eng. Remote Sens. 1977, 43, 1541–1552. [Google Scholar]

	



Huete, A.; Justice, C.; Liu, H. Development of Vegetation and Soil Indexes for Modis-Eos. Remote Sens. Environ. 1994, 49, 224–234. [Google Scholar] [CrossRef]

	



Qi, J.; Kerr, Y.H.; Moran, M.S.; Weltz, M.; Huete, A.R.; Sorooshian, S.; Bryant, R.B. Leaf Area Index Estimates Using Remotely Sensed Data and Brdf Models in a Semiarid Region. Remote Sens. Environ. 2000, 73, 18–30. [Google Scholar] [CrossRef]

	



Rouse, J.W.; Haas, R.H.; Schell, J.A.; Deering, D.W. Monitoring Vegetation Systems in the Great Plains with Erts. NASA Goddard Space Flight Center Third ERTS-1 Symp. 1973, 351, 309. [Google Scholar]

	



Gong, P.; Pu, R.; Biging, G.S.; Larrieu, M.R. Estimation of Forest Leaf Area Index Using Vegetation Indices Derived from Hyperion Hyperspectral Data. IEEE Trans. Geosci. Remote Sens. 2003, 41, 1355–1362. [Google Scholar] [CrossRef]

	



Huete, A.R. A Soil-Adjusted Vegetation Index (Savi). Remote Sens. Environ. 1988, 25, 295–309. [Google Scholar] [CrossRef]

	



Jordan, C.F. Derivation of Leaf-Area Index from Quality of Light on Forest Floor. Ecology 1969, 50, 663–666. [Google Scholar] [CrossRef]

	



Sarker, L.R.; Nichol, J.E. Improved Forest Biomass Estimates Using Alos Avnir-2 Texture Indices. Remote Sens. Environ. 2011, 115, 968–977. [Google Scholar] [CrossRef]

	



Breiman, L.; Friedman, J.H.; Olshen, R.A.; Stone, C.J. Classification and Regression Trees; Wadsworth International Group: Belmont, CA, USA, 1984. [Google Scholar]

	



Mountrakis, G.; Im, J.; Ogole, C. Support Vector Machines in Remote Sensing: A Review. Isprs J. Photogramm. Remote Sens. 2011, 66, 247–259. [Google Scholar] [CrossRef]

	



Were, K.; Bui, D.T.; Dick, Ø.B.; Singh, B.R. A Comparative Assessment of Support Vector Regression, Artificial Neural Networks, and Random Forests for Predicting and Mapping Soil Organic Carbon Stocks across an Afromontane Landscape. Ecol. Indic. 2015, 52, 394–403. [Google Scholar] [CrossRef]

	



Rodriguez-Galiano, V.; Sanchez-Castillo, M.; Chica-Olmo, M.; Chica-Rivas, M.J. Machine Learning Predictive Models for Mineral Prospectivity: An Evaluation of Neural Networks, Random Forest, Regression Trees and Support Vector Machines. Ore Geol. Rev. 2015, 71, 804–818. [Google Scholar] [CrossRef]

	



Tien Bui, D.; Pradhan, B.; Lofman, O.; Revhaug, I. Landslide Susceptibility Assessment in Vietnam Using Support Vector Machines, Decision Tree, and Naive Bayes Models. Math. Probl. Eng. 2012, 2012, 974638. [Google Scholar] [CrossRef]

	



Conforti, M.; Pascale, S.; Robustelli, G.; Sdao, F. Evaluation of Prediction Capability of the Artificial Neural Networks for Mapping Landslide Susceptibility in the Turbolo River Catchment (Northern Calabria, Italy). Catena 2014, 113, 236–250. [Google Scholar] [CrossRef]

	



Wang, H.; Lu, K.; Pu, R. Mapping Robinia pseudoacacia Forest Health in the Yellow River Delta by Using High-Resolution Ikonos Imagery and Object-Based Image Analysis. J. Appl. Remote Sens. 2016, 10, 045022. [Google Scholar] [CrossRef]

	



Breiman, L. Random Forests. Mach. Learn. 2001, 45, 5–32. [Google Scholar] [CrossRef]

	



Coburn, C.A.; Roberts, A.C. A Multiscale Texture Analysis Procedure for Improved Forest Stand Classification. Int. J. Remote Sens. 2004, 25, 4287–4308. [Google Scholar] [CrossRef]

	



Zhou, J.J.; Zao, Z.; Zhao, Q.; Zhao, J.; Wang, H. Quantification of Aboveground Forest Biomass Using Quickbird Imagery, Topographic Variables, and Field Data. J. Appl. Remote Sens. 2013, 7, 073484. [Google Scholar] [CrossRef]

	



Nichol, J.E.; Sarker, M.L. Improved Biomass Estimation Using the Texture Parameters of Two High-Resolution Optical Sensors. IEEE Trans. Geosci. Remote Sens. 2011, 49, 930–948. [Google Scholar] [CrossRef]

	



Fuchs, H.; Magdon, P.; Kleinn, C.; Flessa, H. Estimating Aboveground Carbon in a Catchment of the Siberian Forest Tundra: Combining Satellite Imagery and Field Inventory. Remote Sens. Environ. 2009, 113, 518–531. [Google Scholar] [CrossRef]

	



Lu, D.; Batistella, M. Exploring Tm Image Texture and Its Relationships with Biomass Estimation in Rondonia, Brazilian Amazon. Acta Amazonica 2005, 35, 249–257. [Google Scholar] [CrossRef]

	



Wood, E.M.; Pidgeon, A.M.; Radeloff, V.C.; Keuler, N.S. Image Texture as a Remotely Sensed Measure of Vegetation Structure. Remote Sens. Environ. 2012, 121, 516–526. [Google Scholar] [CrossRef]

	



Gómez, C.; Wulder, M.A.; Montes, F.; Delgado, J.A. Delgado. Forest Structural Diversity Characterization in Mediterranean Pines of Central Spain with Quickbird-2 Imagery and Canonical Correlation Analysis. Can. J. Remote Sens. 2011, 37, 628–642. [Google Scholar] [CrossRef]

	



Dang, A.T.; Nandy, S.; Srinet, R.; Luong, N.V.; Ghosh, S.; Kumar, A.S. Forest Aboveground Biomass Estimation Using Machine Learning Regression Algorithm in Yok Don National Park, Vietnam. Ecol. Informa. 2019, 50, 24–32. [Google Scholar] [CrossRef]

	



Liu, K.; Wang, J.; Zeng, W.; Song, J. Comparison and Evaluation of Three Methods for Estimating Forest above Ground Biomass Using Tm and Glas Data. Remote Sens. 2017, 9, 341. [Google Scholar] [CrossRef]

	



Srinet, R.; Nandy, S.; Patel, N.R. Estimating Leaf Area Index and Light Extinction Coefficient Using Random Forest Regression Algorithm in a Tropical Moist Deciduous Forest, India. Ecol. Informa. 2019, 52, 94–102. [Google Scholar] [CrossRef]

	



Cooner, A.J.; Shao, Y.; Campbell, J.B. Campbell. Detection of Urban Damage Using Remote Sensing and Machine Learning Algorithms: Revisiting the 2010 Haiti Earthquake. Remote Sens. 2016, 8, 868. [Google Scholar] [CrossRef]

	



Pham, L.T.; Brabyn, L. Monitoring Mangrove Biomass Change in Vietnam Using Spot Images and an Object-Based Approach Combined with Machine Learning Algorithms. ISPRS J. Photogramm. Remote Sens. 2017, 128, 86–97. [Google Scholar] [CrossRef]

	



Shataee, S.; Kalbi, S.; Fallah, A.; Pelz, D. Forest Attribute Imputation Using Machine-Learning Methods and Aster Data: Comparison of K-Nn, Svr and Random Forest Regression Algorithms. Int. J. Remote Sens. 2012, 33, 6254–6280. [Google Scholar] [CrossRef]

	



Shao, Y.; Lunetta, R.S. Lunetta. Comparison of Support Vector Machine, Neural Network, and Cart Algorithms for the Land-Cover Classification Using Limited Training Data Points. ISPRS J. Photogramm. Remote Sens. 2012, 70, 78–87. [Google Scholar] [CrossRef]

	



Belgiu, M.; Drăguţ, L. Random Forest in Remote Sensing: A Review of Applications and Future Directions. ISPRS J. Photogramm. Remote Sens. 2016, 114, 24–31. [Google Scholar] [CrossRef]

	



Cutler, D.R.; Edwards Jr, T.C.; Beard, K.H.; Cutler, A.; Hess, K.T.; Gibson, J.; Lawler, J.J. Random Forests for Classification in Ecology. Ecology 2007, 88, 2783–2792. [Google Scholar] [CrossRef] [PubMed]

	



Avitabile, V.; Camia, A. An Assessment of Forest Biomass Maps in Europe Using Harmonized National Statistics and Inventory Plots. For. Ecol. Manag. 2018, 409, 489–498. [Google Scholar] [CrossRef] [PubMed]

	



Mas, J.F.; Flores, J.J. The Application of Artificial Neural Networks to the Analysis of Remotely Sensed Data. Int. J. Remote Sens. 2008, 29, 617–663. [Google Scholar] [CrossRef]

	



Rodriguez-Galiano, V.F.; Chica-Olmo, M.; Abarca-Hernandez, F.; Atkinson, P.M.; Jeganathan, C. Random Forest Classification of Mediterranean Land Cover Using Multi-Seasonal Imagery and Multi-Seasonal Texture. Remote Sens. Environ. 2012, 121, 93–107. [Google Scholar] [CrossRef]








[image: Forests 11 00540 g001 550] 





Figure 1. A portion of the study area and the location of the sample plots over a SPOT6 Multispectral Image (MSI) image acquired on 6 August 2015. 






Figure 1. A portion of the study area and the location of the sample plots over a SPOT6 Multispectral Image (MSI) image acquired on 6 August 2015.



[image: Forests 11 00540 g001]







[image: Forests 11 00540 g002 550] 





Figure 2. The coefficient of determination (R2) and root mean square error (RMSE) the forest GSV estimated by different regression models (classification and regression tree, CART; support vector machine, SVM; artificial neural network, ANN; random forest, RF) with different textural information calculated with different window sizes; (a) 3 × 3 window size, (b) 5 × 5 window size, (c) 7 × 7 window size, (d) 9 × 9 window size, (e) 11 × 11 window size, (f) 13 × 13 window size, and (g) 15 × 15 window size. 
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Figure 3. Scatter plots of predicted versus observed growing stock volume (GSV) using classification and regression tree (CART), support vector machine (SVM), artificial neural network (ANN), and random forest (RF) models for (a) spectral vegetation indices (SVIs), (b) texture features, and (c) SVIs plus texture features. R2 = the coefficient of determination, RSME = root mean square error, and rRMSE = the relative RMSE. 
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Figure 4. The importance of explanatory variables: (a) spectral vegetation indices (SVIs), (b) texture features, (c) SVIs plus texture features when the Random Forest (RF) algorithm was used. VImp = the variable’s importance values, NDVI = Normalized Difference Vegetation Index, ARVI = Atmospherically Resistant Vegetation Index, DVI = Difference Vegetation Index, EVI = Enhanced Vegetation Index, SAVI = Soil Adjusted Vegetation Index, MSAVI = Modified Soil Adjusted Vegetation Index, NLI = Non-linear Vegetation Index, SR = Simple Ratio. Texture (3 × 3 + 5 × 5) was the value of textural parameters when window size was set as 3 × 3 or 5 × 5. MEAN 3 × 3, VAR 3 × 3, DIS 3 × 3, ASM 3 × 3, CON 3 × 3, COR 3 × 3, ENT 3 × 3, and HOM 3 × 3 were Mean, Variance, Dissimilarity, Angular Second Moment, Contrast, Correlation, Entropy, and Homogeneity values when the moving window size was set as 3 × 3. MEAN 5 × 5, VAR 5 × 5, DIS 5 × 5, ASM 5 × 5, CON 5 × 5, COR 5 × 5, ENT 5 × 5, and HOM 5 × 5 were Mean, Variance, Dissimilarity, Angular Second Moment, Contrast, Correlation, Entropy, and Homogeneity values when the moving window size was set as 5 × 5. 
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Table 1. The summarized characteristics of the 68 plots surveyed in August 2015, August 2018, and November 2019.
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	No. of Plots
	Density

(Stem ha−1)
	Average DBH (cm)
	Average Height (m)
	GSV (m3 ha−1)
	LAI
	Canopy Density
	Aspect
	Slope
	Elevation





	1
	825
	18.4
	15.6
	170.47
	4.14
	0.5
	Shady
	3°
	95.0



	2
	775
	17.2
	13.1
	119.98
	3.40
	0.5
	Shady
	4°
	95.2



	3
	525
	19.3
	13.1
	98.96
	4.21
	0.4
	Shady
	0°
	83.1



	4
	2400
	9.3
	5.4
	50.84
	5.30
	0.8
	Sunny
	2°
	65.9



	5
	1375
	10.3
	5.6
	35.95
	5.24
	0.8
	Sunny
	2°
	73.9



	6
	2450
	9.4
	4.8
	47.67
	4.65
	0.8
	Sunny
	4°
	77.6



	7
	2175
	10.2
	5.9
	59.00
	5.25
	0.8
	Sunny
	1°
	83.4



	8
	2775
	9.0
	5.2
	53.62
	5.22
	0.8
	Sunny
	3°
	82.0



	9
	1350
	22.3
	18.0
	234.93
	3.33
	0.4
	Sunny
	1°
	79.1



	10
	2925
	8.2
	4.7
	42.98
	6.37
	0.9
	Sunny
	2°
	93.7



	11
	1850
	20.2
	15.6
	249.51
	5.53
	0.6
	Sunny
	1°
	110.4



	12
	900
	13.9
	9.5
	70.46
	5.23
	0.7
	Shady
	2°
	94.3



	13
	1200
	8.4
	5.2
	10.20
	5.50
	0.8
	Sunny
	1°
	87.7



	14
	1400
	6.7
	4.5
	10.38
	7.08
	0.9
	Sunny
	3°
	110.2



	15
	900
	19.0
	11.8
	185.77
	3.98
	0.5
	Sunny
	3°
	120.5



	16
	900
	19.3
	12.6
	209.23
	3.39
	0.5
	Sunny
	3°
	109.6



	17
	425
	27.3
	14.9
	175.58
	4.51
	0.5
	Shady
	2°
	91.2



	18
	800
	17.4
	10.1
	143.82
	5.46
	0.7
	Shady
	1°
	88.8



	19
	375
	26.9
	14.3
	185.99
	4.24
	0.6
	Shady
	4°
	95.1



	20
	600
	20.3
	13.7
	139.56
	2.91
	0.4
	Shady
	3°
	116.7



	21
	1300
	26.2
	16.2
	270.60
	6.13
	0.8
	Shady
	2°
	93.7



	22
	650
	20.4
	15.4
	164.76
	2.58
	0.4
	Shady
	5°
	128.1



	23
	625
	19.5
	15.8
	150.89
	2.35
	0.4
	Shady
	4°
	124.1



	24
	500
	21.9
	14.2
	137.85
	5.08
	0.7
	Shady
	1°
	88.6



	25
	550
	22.0
	14.4
	199.61
	4.51
	0.7
	Shady
	2°
	91.8



	26
	675
	28.3
	16.8
	162.44
	5.81
	0.7
	Shady
	0°
	104.6



	27
	435
	27.1
	18.2
	225.16
	3.96
	0.6
	Shady
	2°
	88.8



	28
	450
	22.1
	16.5
	133.50
	2.52
	0.4
	Sunny
	8°
	91.0



	29
	425
	25.8
	17.6
	172.23
	2.84
	0.4
	Sunny
	5°
	99.7



	30
	475
	18.7
	14.7
	140.05
	4.52
	0.6
	Sunny
	0°
	101.8



	31
	925
	18.2
	15.8
	222.18
	3.47
	0.5
	Sunny
	2°
	114.7



	32
	450
	25.4
	16.6
	155.50
	2.58
	0.4
	Sunny
	0°
	111.0



	33
	375
	24.5
	19.5
	29.23
	3.66
	0.5
	Shady
	2°
	115.4



	34
	425
	34.2
	20.4
	290.30
	3.05
	0.6
	Shady
	5°
	121.4



	35
	275
	29.2
	22.8
	193.28
	3.54
	0.5
	Shady
	1°
	115.5



	36
	350
	31.6
	21.1
	175.27
	3.89
	0.6
	Shady
	2°
	121.4



	37
	375
	27.1
	20.4
	212.70
	5.55
	0.7
	Shady
	1°
	108.0



	38
	300
	32.1
	20.1
	168.31
	3.61
	0.5
	Shady
	1°
	94.5



	39
	1875
	13.7
	10.1
	54.78
	6.08
	0.8
	Sunny
	3°
	190.1



	40
	725
	22.0
	16.9
	219.12
	3.16
	0.6
	Shady
	0°
	145.7



	41
	725
	21.8
	17.5
	221.66
	3.59
	0.6
	Sunny
	0°
	150.2



	42
	525
	23.7
	18.4
	106.95
	5.31
	0.7
	Sunny
	5°
	164.9



	43
	400
	31.7
	18.5
	193.38
	2.24
	0.4
	Sunny
	7°
	99.4



	44
	325
	30.6
	18.1
	208.49
	3.31
	0.6
	Shady
	2°
	95.0



	45
	500
	26.9
	16.5
	222.52
	4.58
	0.6
	Shady
	5°
	86.8



	46
	1000
	5.2
	5.2
	38.31
	5.30
	0.9
	Sunny
	3°
	97.7



	47
	600
	20.5
	16.2
	165.05
	6.28
	0.9
	Shady
	4°
	110.3



	48
	350
	27.2
	16.9
	166.20
	4.24
	0.7
	Shady
	2°
	144.4



	49
	900
	19.3
	12.6
	209.24
	3.39
	0.5
	Sunny
	3°
	109.6



	50
	650
	8.2
	5.2
	41.41
	5.18
	0.8
	Sunny
	2°
	98.5



	51
	775
	8.7
	5.4
	57.26
	5.97
	0.8
	Sunny
	1°
	91.1



	52
	825
	9.0
	4.0
	52.00
	7.34
	0.9
	Shady
	3°
	98.5



	53
	750
	9.5
	5.0
	61.91
	7.60
	0.8
	Shady
	1°
	107.9



	54
	775
	7.8
	5.5
	52.97
	5.50
	0.8
	Shady
	7°
	96.8



	55
	1000
	22.1
	16.5
	250.98
	6.08
	0.8
	Shady
	1°
	110.6



	56
	575
	7.7
	5.2
	35.46
	7.34
	0.9
	Shady
	1°
	100.1



	57
	1450
	11.0
	8.2
	69.46
	3.33
	0.4
	Sunny
	6°
	121.0



	58
	400
	20.5
	14.7
	163.53
	1.42
	0.4
	Sunny
	5°
	100.0



	59
	400
	26.4
	17.1
	178.21
	1.95
	0.5
	Sunny
	0°
	92.5



	60
	1850
	10.6
	9.6
	89.74
	4.24
	0.6
	Shady
	4°
	90.5



	61
	2075
	9.6
	9.1
	81.48
	1.24
	0.4
	Sunny
	4°
	115.0



	62
	875
	20.6
	21.4
	319.82
	2.17
	0.5
	Sunny
	4°
	102.5



	63
	400
	15.6
	8.2
	26.41
	2.04
	0.4
	Sunny
	2°
	95.6



	64
	750
	13.4
	8.1
	33.16
	2.08
	0.4
	Shady
	3°
	97.8



	65
	1000
	19.2
	11.2
	184.09
	2.20
	0.5
	Sunny
	0°
	96.5



	66
	375
	23.5
	19.4
	153.87
	3.66
	0.6
	Shady
	3°
	97.6



	67
	675
	17.1
	17.5
	145.46
	3.81
	0.7
	Shady
	2°
	95.5



	68
	925
	28.9
	24.9
	275.53
	2.03
	0.8
	Sunny
	2°
	98.0
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Table 2. Spectral Vegetation index and its calculation formula.
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	Spectral Vegetation Indices (SVIs)
	Formula





	1. Atmospherically Resistant Vegetation Index (ARVI) [31]
	   ARVI =   NIR − RB   NIR + RB   ,    RB  = R − γ  (  B − R  )    



	2. Difference Vegetation Index (DVI) [32]
	   DVI = NIR − R   



	3. Enhanced Vegetation Index (EVI) [33]
	   EVI = G   NIR − R   NIR +  C 1  R −  C 2  B + L     



	4. Modified Soil Adjusted Vegetation Index (MSAVI) [34]
	   MSAVI =   2 NIR + 1 −      (  2 NIR + 1  )   2  − 8  (  NIR − R  )     2    



	5. Normalized Difference Vegetation Index (NDVI) [35]
	   NDVI =   NIR − R   NIR + R     



	6. Non-linear Vegetation Index (NLI) [36]
	   NLI =     NIR  2  − R     NIR  2  + R     



	7. Soil Adjusted Vegetation Index (SAVI) [37]
	   SAVI =  (  1 + L  )    NIR − R   NIR + R + L     



	8. Simple Ratio (SR) [38]
	   SR =   NIR  R    







Notes: B, R, and NIR represent SPOT6 reflectance in the blue, red, and near-infrared wavelengths, respectively. Parameters L and γ represent the SAVI term (set to 0.5) and the ARVI term (set to 1), respectively. The coefficients used in the EVI algorithm are C1 = 6.0, C2 = 7.5, C3 = 1, and G = 2.5 [17].
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Table 3. Formula of texture measurements used in this study [30].
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	Grey Level Co-Occurrence Matrix

Based Texture Parameter Estimation
	Formula





	1. Mean (MEAN)
	   MEAN =  1   N 2      ∑   i , j = 0   N − 1    P  i , j     



	2. Homogeneity (HOM)
	   HOM =   ∑   i , j = 0   N − 1   i    P  i , j     1 +    (  i − j  )   2      



	3. Contrast (CON)
	   CON =   ∑   i , j = 0   N − 1   i  P  i , j      (  1 − j  )   2    



	4. Dissimilarity (DIS)
	   DIS =   ∑   i , j = 0   N − 1   i  P  i , j    |  1 − j  |    



	5. Entropy (ENT)
	   ENT =   ∑   i , j = 0   N − 1   i  P  i , j    (  − ln  P  i , j    )    



	6. Variance (VAR)
	   VAR =     ∑   i , j      (   X  i j   − μ  )   2    n − 1     



	7. Angular Second Moment (ASM)
	   ASM =   ∑   i , j = 0   N − 1   i  P  i , j     2    



	8. Correlation (COR)
	  COR =     ∑   i , j = 0   N − 1   i  P  i , j   −  μ 1   μ 2     σ 1 2   σ 2 2     

   μ 1  =   ∑   i = 0   N − 1   i   ∑   j = 0   N − 1    P  i , j    

   μ 2  =   ∑   j = 0   N − 1   j   ∑   j = 0   N − 1    P  i , j    

   σ 1 2  =   ∑   i = 0   N − 1      (  i −  μ 1   )   2    ∑   j = 0   N − 1    P  i , j    

   σ 2 2  =   ∑   j = 0   N − 1      (  j −  μ 2   )   2    ∑   j = 0   N − 1    P  i , j    

Here, i and j are the row and column numbers. N is the number of pixels that are summed. μi, μj,    σ i 2   , and    σ j 2    are the means and standard deviations of Pi and Pj. P(i, j) is the normalized cooccurrence matrix.
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Table 4. The effects of window size on the precision of forest growing stock volume estimation.
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Methods

	
Window Sizes

	
R2

	
RMSE (m3/ha)

	
rRMSE (%)






	
CART

	
3 × 3

	
0.77

	
36.78

	
29.43%




	
5 × 5

	
0.76

	
36.61

	
29. 29%




	
7 × 7

	
0.78

	
37.71

	
30.17%




	
9 × 9

	
0.68

	
42.95

	
34.36%




	
11 × 11

	
0.68

	
42.49

	
33.99%




	
13 × 13

	
0.43

	
60.06

	
48.03%




	
15 × 15

	
0.57

	
50.59

	
40.47%




	
SVM

	
3 × 3

	
0.72

	
40.07

	
32.05%




	
5 × 5

	
0.73

	
39.64

	
31.71%




	
7 × 7

	
0.64

	
45.64

	
36.51%




	
9 × 9

	
0.71

	
41.44

	
33.16%




	
11 × 11

	
0.68

	
43.81

	
35.05%




	
13 × 13

	
0.67

	
44.57

	
35.65%




	
15 × 15

	
0.67

	
44.70

	
35.76%




	
ANN

	
3 × 3

	
0.73

	
39.60

	
31.45%




	
5 × 5

	
0.73

	
39.92

	
31.94%




	
7 × 7

	
0.61

	
49.29

	
39.43%




	
9 × 9

	
0.65

	
46.90

	
37.54%




	
11 × 11

	
0.70

	
42.99

	
34.39%




	
13 × 13

	
0.77

	
38.19

	
30.55%




	
15 × 15

	
0.78

	
35.78

	
28.63%




	
RF

	
3 × 3

	
0.78

	
36.71

	
29.37%




	
5 × 5

	
0.84

	
35.96

	
28.77%




	
7 × 7

	
0.75

	
42.54

	
34.03%




	
9 × 9

	
0.72

	
43.35

	
34.67%




	
11 × 11

	
0.66

	
47.36

	
37.89%




	
13 × 13

	
0.61

	
51.25

	
41.00%




	
15 × 15

	
0.74

	
42.35

	
33.88%








CART = classification and regression tree, SVM = support vector machine, ANN = artificial neural network (ANN), RF = random forest, R2 = the coefficient of determination, RSME = root mean square error, and rRMSE = the relative RMSE.
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