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Abstract: With the Lutou Forest Farm as the research area, the Lasso algorithm was used for char-
acteristic selection, and the optimal combination of variables was input into the support vector
regression (SVR) model. The most suitable SVR model was selected to estimate the aboveground
biomass of the forest through the comparison of the kernel function and optimal parameters, and the
spatial distribution map of the aboveground biomass in the study area was drawn. The significance
analysis of special variables showed good correlations between forest aboveground biomass and each
vegetation index. There was a more significant correlation with some remote sensing bands, a less
significant correlation with some texture features, and a strong correlation with DEM in the terrain
features. When the parameters C is 2 and g is 0.01, the SVR model has the highest precision, which
can illustrate 73% of the forest aboveground biomass, with the validation set R? being 0.62. The
statistical analysis of the results shows that the total aboveground biomass of the Lutou Forest Farm
is 4.82 x 10° t. The combination of Lasso with the SVR model can improve the estimation accuracy of
forest aboveground biomass, and the model has a strong generalization ability.

Keywords: aboveground biomass; remote sensing estimation; Lasso algorithm; support vector
regression model

1. Introduction

Forest aboveground biomass (AGB) is one of the critical parameters to assess forest
ecosystem productivity and health status. It is of great significance to the global carbon
cycle and climate change. With the progress and development of science and technology, a
method for estimating forest aboveground biomass by remote sensing needs to be proposed
to replace the traditional forest aboveground biomass estimation. The traditional forest
aboveground biomass estimation is mainly completed by biomass survey methods, such as
the harvesting method, standard wood method, model method [1], biomass conversion
factor continuous method [2,3], etc., which consume a lot of manpower, material resources,
and high research costs [4]. Additionally, in each study, the research area is limited, and thus,
the efficiency is not high. In addition, as the data obtained are temporary, it is impossible to
evaluate forest aboveground biomass whenever and wherever we want. Worse still, the
spatial change of forest aboveground biomass is disturbed, which is not conducive to the
growth of plants and also destroys the ecological environment. The balanced development
of forest ecology is affected correspondingly.

In recent years, machine learning methods have become more and more widely used
in the field of forestry. Among them, random forest (RF), support vector regression (SVR),
BP neural network, multiple linear regression (MLR), deep learning, and other methods
used in forest aboveground biomass estimations have been mentioned in some reports [5-7].
In both domestic and foreign studies, these methods have been adopted to classify, predict,
and simulate forest vegetation types; vegetation coverage; and vegetation transition. For
example, Zhang [8] used Landsat [5] TM images as research data. Additionally, multiple
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linear regression (MLR) and BP neural network models were used to estimate the biomass of
the Tahe and Amur Forest areas on the northern slope of Yilehuli Mountain in the northern
part of Heilongjiang Province in China. Gleason et al. [9] compared the effects of linear
mixed effects (LME) regression, random forest (RF), support vector regression (SVR), and
cubism on estimating biomass in medium dense forests (with the canopy density between
40% and 60%) at the tree and sample levels. According to the study, it was found that
when biomass estimation precision is enhanced, SVR produces the most accurate biomass
models during modeling at the sample level. Zhang et al. [10] developed a new method
for collaborative biomass estimation by integrating LiDAR data with Landsat8 images
through a deep learning-based workflow. Using Landsat8 OLI as the data source, Lopez-
Serrano et al. [11] used the RF model and the SVR model to estimate the aboveground
forest biomass observed in Madrid, Mexico, and the results showed that the SVR model
is the best for estimating the aboveground forest biomass. Halme et al. [12] used two
machine learning algorithms, Gaussian Process Regression (GPR) and SVR, to estimate
forest biomass and structural variables in the northern coniferous forest of Finland. The
study showed that the performance of GPR is slightly better than that of SVR in terms of
estimating variables of basal areas and basal surface areas.

Since there are many vegetation indices, texture information, single-band information,
and topographic factors that affect the estimation of aboveground forest biomass, the
more characteristic variables that can be used for modeling, the greater the computational
complexity of the estimation model. Additionally, when the number of selected character-
istic variables is larger than the optimal number, the estimation accuracy may decrease.
Therefore, there are some problems waiting to be solved: first, how do we select the optimal
characteristic variable among numerous characteristics? Second, how do we establish a
better machine learning model? Third, how do we estimate forest aboveground biomass
effectively? Characteristic screening in machine learning can solve this problem efficiently.
One study has shown that characteristic variable selection is very important to shorten
the running time of the model and improve its accuracy. It is necessary to select a small
and optimal characteristic set for modeling [13,14]. Wang [15] proposed that the Lasso
algorithm can be used for characteristic selection and then used in the SVM model, which
indicates that the use of the Lasso algorithm for characteristic variable selection is effective.
The Lasso algorithm is a variable selection method based on coefficient compression. The
general linear least squares method adds a constraint that requires the sum of the absolute
values of all coefficients to be less than a certain constant, because this constraint may
make some regression coefficients obtained through the regression model be zero, which
facilitates the selection of variables and description of the model [16].

This study takes the Lutou Forest Farm as the research area, adopts forest resource
planning and design survey data as the basic data, and uses geographic remote sensing
information technology to extract a single band, vegetation index, texture information,
and topographic characteristics. With the forest aboveground biomass as the estimation
target, this study intends to establish an aboveground biomass estimation model of the
Lutou Forest Farm and draw the spatial distribution mapping with the combination of
the Lasso algorithm characteristic variable screening algorithm with SVR. Meanwhile,
the degree of correlation between factors such as single band, vegetation index, texture
characteristics, terrain, and the estimation of forest aboveground biomass is discussed in
the study, providing a reference for the combination of machine learning methods and the
selection of aboveground forest biomass variables.

2. Materials and Methods
2.1. Overview of the Research Area

Lutou Forestry Farm is an experimental forestry farm of Central South University of
Forestry Technology. Lutou Forest Farm is located in Jiayi, Pingjiang County, Yueyang City,
Hunan Province, China, between 113°51/52//~113°58/24/" east and 28°31/27'/~28°38'00"
north latitude, covering a total of 4762 hectares, as shown in Figure 1 [17]. The terrain of
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Lutou Forest Farm is high in the south and low in the north, with the main peak Shibazhe
showing a north-south trend. The southern mountainous area is relatively low and flat,
with high mountains and deep valleys in the middle and gentle mountains in the northern
part. The highest area of the research area is the main peak Shibazhe, 1272.5 m above sea
level, and the lowest area is on the back of the mountain, 124 m above sea level. The relative
height difference is 1148.6 m. The landform types are mainly medium mountains and low
mountains, but the mountains are steep, and the soil layer at the foot of the mountains
is very thin. The forest farm belongs to the type of evergreen broad-leaved forest that
is characterized by rich and diverse forest vegetation, mainly a secondary broad-leaved
forest, Chinese fir plantations, and bamboo forest. There is a noticeable transition trend
from East China to Central China and South China. It is a channel for plants to grow from
south to north and from east to west. Inside the forest farm, there is the Castanopsis Eyrei
Community with the largest distribution area, the lowest altitude, and the most complete
structure so far.
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Figure 1. Location of the study area.

2.2. Ground Survey Data

The ground data of this study is derived from the survey data of forest resources
planning and design in 2020. There are 1236 patches of land in total. In this study, one
sample plot of 20 m x 20 m in size was taken from each small group. The data included
tree height, diameter at breast height, tree species, altitude, grade, aspect, agrotype, soil
depth, canopy density, forest categories, etc. See Table 1 [17]. The height and diameter at
breast height (DBH) of trees with a DBH greater than 5 cm were obtained through tally, and
then, according to aboveground biomass equations, the aboveground biomass of different
tree species was calculated according to the tree species group in Table 2. Finally, the
aboveground biomass of different tree species was added up as the aboveground biomass
of the plot, and the sum was divided by the acreage of the sample plot. In the end, the
aboveground biomass of the forest per unit area was calculated.
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Table 1. Summary table of the fieldwork data.

Diameter .
OII:IID(L Area (QZ:) S::iiees Soil Type a;g;;;it H:ri;;t NL}?&: of Slope Thiscﬁlriess
0 1.64 25 310,000 103 6.00 10.00 1223 4 40
1 1.85 28 310,000 104 8.00 10.00 1950 3 60
2 427 64 310,000 103 8.00 10.00 2600 4 50
3 0.52 8 310,000 103 0.00 10.00 2100 4 40
4 18.18 273 310,000 103 14.00 10.00 2311 4 50
5 0.36 5 590,000 103 6.00 10.00 1415 4 40
6 1.01 15 310,000 103 14.00 10.00 1194 4 50
7 1.55 23 310,000 103 8.00 10.00 1061 4 50
8 2.81 42 310,000 103 14.00 10.00 1194 4 50
9 492 74 310,000 103 16.00 10.00 1238 4 50
10 0.27 4 310,000 103 18.00 10.00 1452 5 40
11 0.15 2 310,000 103 12.00 10.00 2746 4 50
12 0.48 7 590,000 103 10.00 10.00 1415 5 40
13
14
1236 0.48 7 590,000 103 18.00 10.00 1452 5 40
Table 2. Aboveground biomass calculation formula of different tree species.

Serial Number Tree Species (Group) Calculation Formula References

. Horsetail Pine Ws = 0.0237(D2H)" ™" Wp = 0.0016(D2H) %% [18]

Wy, = 0.0017(D2H)"*%; Wr = Ws + Wp + W, 18]

) Camphor Tree Ws = 0.0296(D2H)"*; Wp = 0.0204(D2H)"*" [18]

Wi = 0.0078(D>H) ™" Wr = Ws + W + Wy [18]

5 Cedarmood Ws = 0.0422(D2H)"*%; Wg = 0.0206(D2H)" ", [18]

Wy, = 0.0664(D2H)" > Wr = Ws + Wp + Wy; [18]

. Ouk Ws = 0.0560(D2H)""*; Wp = 0.0080(D2H) " [18]

Wy = 0.0060(D2H)"*%; Wr = Ws + Wpg + Wy; [18]

5 hard broad-leaved forest Ws = 0.0545(D*H )08630 Wp = 0'0155(D *H ) 0‘8737" [18]

Wy, = 0.0145(D2H)"7**,; Wr = Ws + Wg + W; [18]

6 soft broad-leaved forest Ws = 0.0699(D*H )08254 Wg = 0.0267(D*H) 07, [18]

Wy, = 0.0125(D2H)""*; Wr = Ws + Wg + Wy; (18]

7 Bamboo Wr = 0.6439D15%73; (19]

Description: Ws: stem biomass, Wp: branch biomass, W : leaf biomass, Wr: aboveground biomass, D: diameter at

breast height (DBH), and H: tree height.

2.3. Remote Sensing Data

The Sentinel? remote sensing image data adopted in this study was downloaded from
the standard product data of the L1C level of Sentinel2 image in April 2020 in the European
Space Agency (ESA) Copernicus Data Center [20,21]. The Sentinel? satellite image contains
13 bands of multispectral data. Among them, the spatial resolution of Band2, Band3, Band4,
and Band8 is 10 m, which are the red band, green band, blue band, and near-infrared
band, respectively [20]. The spatial resolution of Band5, Band6, Band?7, Band8a, Band11,
and Band12 is all 20 m, and the spatial resolution of the other three bands is 60 m [22].
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By adopting the Sen2 cor plug-in in the SNAP software provided by ESA, the LIC-level
standard product data of Sentinel2 was processed for atmospheric correction [23]. In each
band of the corrected image, except for the four bands of blue, green, red, and near-infrared,
the rest of the bands are sampled to their original resolutions; the four bands of blue, green,
red, and near-infrared, except for the maintenance of their original 10-m resolution, were
used for texture calculation and sampled to a 20-m resolution, consistent with the other
six bands with a 20-m resolution. They were mainly used for band combination, index
calculation, etc. [21]. Finally, through Layer Stacking in ENVI software, each band was
combined into two groups of images. The bands with 10-m spatial resolution are Band?2,
Band3, Band4, and Band§; the ones with 20-m spatial resolution are Band2, Band3, Band4,
Band5, Band6, Band7, Band8, Band8a, Band11, and Band12. The image data that has been
geometrically corrected were selected as the reference image, and the more obvious and
subtle intersections on the artificial surface were selected as control points. In addition,
another raster file was registered, so that the same target object was presented in the same
area of the corrected image. As a result, the precise geometric correction of the image
of Lutou Forest Farm was realized. Finally, the Sentinel2 image was cropped based on
the cropping tool according to the region of interest in ENVI5.3 (GeoScene Information
Technology Co, Ltd., Beijing, China). In the end, the remote sensing image of Lutou Forest
Farm was obtained [21].

2.4. Candidate Variables for Modeling

Forest AGB consists of four parts: stems, branches, and leaves, and there is a certain
degree of correlation with the vegetation index, texture characteristics, single band, and
geological landforms. In this study, through the combination of bands, texture information
extraction, principal component analysis, and calculation of various vegetation indices
of Sentinel2 remote sensing images (see the list of vegetation indices in Table 3 for the
calculation formula), three groups (37 in total) of characteristic variables were extracted,
including single band, vegetation index, and texture information. In terms of the texture
information, the principal component operation of Band2, Band3, Band4, and Band8 in the
Sentinel2 multispectral image produced a total of 11 new texture characteristic variables,
which were Piyean, Pivari, Pavart, Picont, Pacorr, Picorr, Piromo, Pibiss, Papiss,
PienTR, and Prsecp-

Table 3. Appropriate vegetation indices for Sentinel image 2.

Serial Number Vegetation Index Acronym Formula References
1 Ratio vegetation index RVI NIR/R [23]
Red edge ratio
2 vegetation index RVIres NIR/RE1 [23]
3 Normallzgd d}fference NDVI (NIR = R)/(NIR + R) [24]
vegetation index
Normalized Difference Red
4 Edge Band 5 Vegetation Index NDVles (NIR—RE1)/(NIR + RE1) (23]
Normalized Difference Red
> Edge Band 6 Vegetation Index NDVlres (NIR = RE2)/(NIR + RE2) [0
Modified Normalized (NIR—-R)/(NIR +
6 Difference Vegetation Index mNDVI R —2B) [26]
Modified Normalized (NIR —
7 leferenc? Red Edge MNDV 1,5 RE1)/(NIR + RE1 — 2B) [26]
Vegetation Index
8 Normalized Difference NDII (NIR — S)/(NIR +S) [27]

Infrared Index
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Table 3. Cont.

Serial Number Vegetation Index Acronym Formula References
Green Light Chlorophyll
? Vegetation Index Clgreen NIR/G -1 (28]
Red Edge Chlorophyll B
10 Vegetation Index Clres (NIR/RE1) —1 [28]
11 Enhanced vegetation index EVI 25(NIR — R)/(NIR + 6R — 7.5B 429]
12 Modified simple ratio index MSR ((NIR/R) —1)/+/(NIR/R)+1 [30]
13 Difference vegetation index DVI NIR — R [31]
14 Nonlinear index NLI ((NIR)> = R)/((NIR)*+R)  [32]
15 Red edge nonlinear index NLIs ((NIR)*> — RE1)/((NIR)? + RE1)[32]
16 Novel inverted red-edge IRECI (RE3 — R)/(RE1 — RE2) [33]

chlorophyll index

Description: Near-infrared (NIR), RED (R), Red Edge 1 (RE1), Red Edge 2 (RE2), Red Edge 3 (RE3), Blue (B),

SWIR-1 (S), and GREEN (G).

2.5. NASA DEM Data

NASA DEM data are the new global 30-m resolution DEM data released by NASA on
18 February 2020. NASA DEM is the highest resolution, best quality, and widest coverage
DEM product for the foreseeable future. The scene number selected for this study is
NASADEM_HGT _n28e113, and the slope data, slope direction data, and elevation data are
calculated from the DEM data, and the slope data, slope direction data, and elevation data
are interpolated to maintain the same spatial resolution as the Sentinel2 data.

2.6. Method Flow Chart

The overall structure of the paper is to extract numerous remote sensing variables
related to forest aboveground biomass by ENVI software. After a correlation analysis
combined with LASSO for feature selection, a support vector regression forest aboveground
biomass estimation model was constructed to produce a forest aboveground biomass
distribution map of the study area, as shown in Figure 2.

Vegetation Index

Texture characteristics

Single Band

Topographical features

Figure 2. Method flow chart.
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2.7. Pearson Correlation

A Pearson correlation coefficient is used to reflect the degree of linear correlation
between two random variables so as to measure the linear correlation. The value of r
is between —1 and 1. When the value is 1, it means that there is a completely positive
correlation between the two random variables; when the value is —1, it means that there is
a completely negative correlation between the two random variables; when the value is
0, it means that the two random variables are linearly independent [34]. The formula for
calculating the Pearson correlation coefficient is as follows:

PR
VI (X = X)2 2, (% - Y)

Description: n refers to the sample quantity; X;, and Y; are the observed values of the i
point corresponding to the variables X and Y; X is the mean value of the sample X; and Y
is the mean value of the sample Y.

)

2.8. Lasso Algorithm

The Lasso algorithm is a variable selection method based on the coefficient compres-
sion method. Lasso regression adds constraints on the basis of the general linear least
squares method, which requires a certain constant to be greater than the sum of the absolute
values of the coefficients. The constraints are likely to make some regression coefficients
obtained through the regression model zero, which is beneficial to the selection of variables
and description of the model. Lasso regression models not only have the advantage of being
easy to be interpreted as the optimal subset selection but also have a stability advantage
similar to ridge regression [35].

The basic idea of Lasso regression is to get the estimated value of the regression
coefficient. If a certain value is greater than the absolute sum of the regression coefficient,
the residual sum of squares of the regression equation will be minimized. Lasso regression
can effectively and quickly reduce the data dimensions, which is extremely suitable for the
variable selection of high-dimensional data [35]. The mathematical description of LASSO
regression equivalence is as follows:

n

P 2 p
argming Y (yi —up— Y ijij> +A Y |ujl 2)
j=1 j=0

i=1

Description: x;; represents the independent variable of the sample sequence i, and
y; represents the dependent variable of the sample sequence i. A Ef:o |u j, is the penalty
function. A represents the penalty parameter of the model. The larger the value of A, the
more variables are deleted; on the contrary, the smaller the value of A is, the less variables
are deleted [35]. In this paper, the R language program was used to control the coefficient
lambda value before the penalty term of the Lasso model to obtain the optimal model and
the variable coefficients and optimal variables of the model.

Since Lasso is equipped with the function of variable screening, it can be used when
selecting the aboveground biomass variables of the forest. As a result, a high-precision
remote sensing estimation model of forest aboveground biomass based on Lasso-SVR can be
formed. The Lasso algorithm not only screened the variables most related to aboveground
forest biomass but also optimized the support vector regression model and improved the
estimation accuracy of aboveground biomass in the research area.

2.9. SVR Model

The SVR model is used to solve the binary classification problem, and it is widely
used to support vector machines in the field of regression. What the SVR model seeks is
a linear regression equation model that is suitable for all sample points, and the optimal
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hyperplane it seeks is the total variance of the minimized sample points from the hyper-
plane instead of dividing the two classes [36]. The SVR model constructs an error range,
treats the predicted value within the error range as a correct prediction, and establishes a
regression model according to the size of the given error interval. The training samples
{(x;,yi),i =1,2,...,n} were used as the input variables of the model. x was the predicted
value, and y was the measured value. The standard form of the SVR model is:

.1 -
minz |’ +Ci:1 Le(y — f(x)) 3)
_J0 ly—fx)[<e
LS(]/ _f(x))_ {|y _f(x)|y_ e other (4)

In the formula: f(x) represents the output model; w represents the normal vector, ¢
represents the insensitive loss, L represents the insensitive loss function, and C represents
the model penalty coefficient. As the accuracy of model training has a positive correlation
with the C value, the overfitting of the model may occur when the C value is far beyond
the normal range.

SVR also includes kernel tricks, with an aim to make data separable in high-dimensional
space by mapping linearly inseparable data in the input space to the high-dimensional
characteristic space. Therefore, the sample inner product needs to be calculated in this process.
Since there is an excessively large sample dimension, a kernel function needs to be introduced
to convert the high-dimensional vector inner product calculation into a low-dimensional
vector inner product calculation. Sigmoid function, radial basis function, polynomial function,
and linear function all belong to commonly used kernel functions of SVR.

The accuracy evaluation of the model requires certain model evaluation indicators.
The model indicators directly reflect the degree of fitting of the model and its quality. In
this study, 3 indicators, including the coefficient of determination R?, root mean square
error (RMSE), and mean absolute error (MAE), evaluate the model accuracy [35].

n A \2 n A Y
R2 ;:1(1/1 z)z 1 Eﬂ:l (vi y:)z 5)
i (vi — ) Yic (i —¥)
1& 12
RMSE = 4/~ Y (vi—vi) (6)
i—1
MAE: ln:1|yl_y\l| (7)
n

Among them: the measured value of the sample biomass (the sequence i) is y;, the
mean of the measured results is ¥, the estimated value of the sample biomass (the sequence
i) is J;, and the number of samples is n.

This study used the glmnet package and the e1071 package in the R language en-
vironment to estimate the aboveground biomass on the Lutou Forest Farm. (1) Sample
data (1236) were selected as the experimental data, of which the number of samples in the
modeling set was 865, and the number of samples in the validation set was the remaining
371. (2) The glmnet software package was utilized to screen the 28 initial characteristic
after the Pearson correlation analysis, and the selected optimal variable was selected as
the estimated variable. (3) The 1071 software package was employed to build the SVR
model and optimize the parameters, and finally, the estimation results of the biomass on
the Lutou Forest Farm were evaluated.

3. Results and Analysis
3.1. Correlation Analysis

Generally, each type of forest AGB has different forest structures and characteristics.
Therefore, 16 vegetation indices, 11 texture features, 10 single-band features, and 3 to-
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pographic variables, a total of 40 feature variables, were selected as the remote sensing
preparatory variables for estimating forest AGB. SPS525.0 software (Chicago, IL, USA) was
used to conduct the correlation degree analysis study of forest AGB in the form of feature
variable groups. The results of the correlation are shown in Figure 3. The results indicate
that the correlation between forest AGB and each vegetation index is good, and there is a
more significant correlation between some remote sensing bands, a less significant corre-
lation with some texture features, and a strong correlation with the topographic features.
From the specific cases, the topographic features DEM; single-bands Band2, Band3, Band4,
Band5, Band6, Bandll, and Band12; texture features PlENTRr PlSECD/ PlVARI ’ PZVARIr
Picont, Picorr, Pacorr, and Pipiss; and vegetation indices NDVI, NDV .5, NDV L0,
RVI, RV 1,5, Clgmn, EVI, mNDVI, MSR, mNDV I,,5, NLI,5, and IRECI were all highly cor-
related with forest AGB, and the relationships were significant. Therefore, 12 vegetation
indices, 8 texture features, 7 single-band variables, and 1 topographic variable were selected
to have high correlations with forest AGB, totaling 28 variables.

Vegetation index Single band Texture information topography
o Rl e § T T LT | B L] B o T T | 2 T T T T R ] T T T T | R L B L L T*1°' T T T TrroT
N S 0 fE T T I I EIE SIS s S § 8585888
ESP IO IFE LTI ITEFE FEIEEe T 54 v £&
FTSOFSET ¢ s CFFFTTF S "ijqﬁq@q*q““'&qé QWQ&Q"Q"-’T“’é"

Figure 3. Pearson’s correlation between characteristic variables and forest aboveground biomass.

3.2. Lasso Algorithm Feature Selection

Aiming at the different dimensions of the data after the correlation analysis, this
study chose the normalization method to process the data. The data were converted to a
decimal between 0 and 1. The method of solving Lasso regression is the glmnet package
of R language. The glmnet package controls the variables through the parameter lambda
value and selects the model with the best and least number of independent variables. The
larger the lambda value, the more variables are eliminated; on the contrary, the smaller the
lambda value, the fewer variables are eliminated [33].

According to Figure 4, it can be seen that, as the lambda value gradually increases, the
variable coefficients are continuously compressed to 0, and the degrees of freedom and
residuals also gradually become smaller. In Figure 4, it is obvious that the MSR, Picorr,
NDVI, P1gNTR, Band12, and NDV I, variables gradually become 0 as the lambda value
increases, indicating that they play a key role in estimating the aboveground biomass of
the forest (Figure 4). The red dots in Figure 5 indicate the target parameters corresponding
to each lambda value, and the two dashed lines indicate the special lambda values. The left
dashed line refers to the minimum mean square error value within all lambda values, and
the right dashed line refers to the lambda value for the simplest model where the mean
square error reaches a minimum level within a range of variance. That is, when the lambda
value is equal to 0.0047, then the minimum model can be obtained. A total of 13 variables
are selected for this model, including NDVI, NDV I;x6, Clgreen, mNDVI, MSR, IRECI, DEM,
Band4, Band5, Band12, PignTR, Picorr, and Pipjss as independent variables. The results
of the Lasso feature selection are shown in Figure 6.
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According to the figure of feature selection result graph, the following conclusions
can be reached: (1) The aboveground biomass estimation in the research is most closely
correlated with the vegetation index. The normalized vegetation index series is the primary
correlation factor, followed by the chlorophyll series index and, finally, the modified simple
vegetation index. This is due to the fact that the Lutou Forest Farm has been operated for
a long time and belongs to evergreen broad-leaved forest. The vegetation types are rich
and diverse, and the plants there are lush and tall. As NDVI, NDV I s, Clgreen, mNDVI,
MSR, and IRECI are sensitive to the green vegetation index, they are used to describe the
vegetation profile and development status. Therefore, they are most closely correlated to
forest aboveground biomass. (2) The altitude disparity of Lutou Forest Farm varies greatly.
Usually, the area with high terrain is rarely visited by people. Affected by the changing
course of the four seasons, the aboveground biomass of branches, leaves, and stems is
scarce. Therefore, it can be concluded that the altitude is relatively correlated with the
forest aboveground biomass. (3) According to the spectral characteristics of plants, different
organisms will generate different reflectivity and absorptivity for different wavelengths,
and the final reflection on the image will be different. Band4 and Band>5 are used to monitor
the growth of plants, and Band12 is used to distinguish live biomass, dead biomass, and
soil. As a result, Band4, Band5, and Band12 also have a certain degree of correlation with
forest aboveground biomass. (4) PignTR, Picorr, and Pipjss are important parameters.
They are mainly used to identify the attributes of the ground objects due to its convenience
in distinguishing the biomass. Therefore, the texture information is related to the forest
aboveground biomass, but the correlation is not high.

In order to verify whether the precision of the model has been improved after the Lasso
algorithm screening, this study used ten-fold cross-validation to conduct two experiments
with the SVR model of the initial characteristic variables and the variables after the Lasso
algorithm feature selection. With the modeling set and the validation set MAE, RMSE, and R?
as the schedule indices, the characteristic variables in the SVR model with the highest precision
are selected as the final characteristic variables of modeling. As shown in Table 4, the modeling
set R? using the initial characteristic variables is 0.75, the validation set R? s 0.60, the modeling
set R? using the Lasso characteristic variables after is 0.73, and the validation set R? is 0.62.
In the validation set, the R? using the initial feature variables is lower than the R? using the
significant feature variables after Lasso screening, where the RMSE and MAE are also lower
than the optimal feature variables. The modeling set R? and the validation set R? of the
feature variables after selection using the Lasso algorithm are close and the model is relatively
stable. The results show that it is effective to adopt characteristic screening and use it in SVR
modeling. Therefore, a total of 13 variables were used, including the NDVI, NDV L6, Clgreen,
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mNDVI, MSR, IRECI, DEM, Band4, Band5, Band12, PignTr, Picorr, and Pipigs to estimate
the aboveground biomass of the research area.

Table 4. Final verification results of feature variable screening.

Modeling Set Validation Set
Characteristic
Variable RMSE MAE R2 RMSE MAE R
(t/ha) (t/ha) (t/ha) (t/ha)
Original
characteristic 29.58 19.85 0.75 36.46 24.79 0.60
variable
Lasso characteristic
. 32.34 24.78 0.73 34.76 24.61 0.62
variable

3.3. SVR Model Kernel Function and Parameter Selection

To determine the optimal feature selection variable, it is necessary to select the appro-
priate kernel function and its related parameters to ensure the modeling accuracy [36]. In
this study, four commonly used kernel functions are adopted to establish the SVR model
when the parameters are optimal. With the modeling set and the validation set R? as
the standard to measure the accuracy of the model, the parameters of the SVR model
are optimized while contrasting the modeling accuracy of different kernel functions. C
and g are important parameters in the kernel function of the SVR model (except for the
linear kernel function) [34]. Assigning the values of parameters C and g in logarithmic or
exponential form tunes better than integers.

Call the tune.svm function in the 1071 software package to program, set the ranges of
C and g within 1072~10° and 10°~102, respectively, and use the grid search method and
ten-fold intersection to determine the optimal parameter [36]. The test results of different
kernel functions of the SVR model in Table 5 show that the R? of selecting the Polynomial
Kernel and the Radial Basis Function as the modeling set and validation set kernel function
is relatively higher, and the validation set R? of selecting the Linear Kernel and Sigmoid
Kernel is relatively lower [37,38]. In the forest aboveground biomass estimation model,
there are many types of input characteristic variables, and the Radial Basis Function can
better solve the linear inseparability problem of data aggregation. Therefore, this study
selected the RBF function as the kernel function (the optimal parameters are C = 2 and
g = 0.01) for modeling, and the results are similar to those of previous studies.

Table 5. Comparison of the test results of different kernel functions of the SVR model.

Modeling Validation
Kerne.l Cost Gamma Number of support Set Set
Function Vector Machines > 2
R R
Radial Basis 0.01 766 0.73 0.62
Function
Polynomial = 3 776 0.63 0.55
Kernel
Sigmoid 1 0.077 848 0.57 051
Kernel
Linear Kernel 1 None 773 0.65 0.53

3.4. Estimation and Accuracy Evaluation of Forest Aboveground Biomass

The accuracy evaluation results (shown in Table 6 and Figure 7) show that the SVR
model using the optimal combination of characteristic variables has a good degree of fitting
between the estimated value of forest aboveground biomass and the measured value. The
final SVR model can be used to explain 73% of the aboveground forest biomass, and the
determination coefficient in the modeling set is similar to that in the validation set. The model
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is relatively stable and has avoided the overfitting problem. The RMSE in the validation set is
34.76 t/ha, and the MAE is 24.61 t/ha. Though they are slightly higher than the modeling set,
the accuracy is still high, indicating that the SVR model has high accuracy in the estimation of
aboveground forest biomass and has good generalization ability.

Table 6. Forest aboveground biomass Lasso-SVR model accuracy validation.

Modeling Set Validation Set

Model RMSE MAE R? RMSE MAE R?
(t/ha) (t/ha) (t/ha) (t/ha)

Lasso + SVR 32.34 24.78 0.73 34.76 24.61 0.62

Predicted AGB,t/ha

N

o

o
1

y =0.9418x + 8.0976
R? =0.6205

0 | 50 | 160 ' 150 ' 260
Observed AGB,t/ha

Figure 7. Validation results based on the Lasso-SVR model accuracy.

3.5. Mapping of Forest Aboveground Biomass Estimation

In this study, the optimal model obtained by the Lasso-SVR method was selected
for the inversion of aboveground forest biomass in the study area, and the results are
shown in Figure 8. From the statistical analysis of the regional inversion results, the total
forest AGB in the study area was 4.82 x 10°t. The forest aboveground biomass was mainly
distributed in the northwestern and central parts of the gently sloping forest land and
gradually became more and more dense from south to north, which was also consistent
with the field survey.
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Figure 8. Forest aboveground biomass distribution of the Lutou Forest Farm.

4. Discussion

This paper study used remote sensing data and its derived characteristic factors (such
as vegetation index, texture, single band, terrain factor, etc.), so that the estimation accuracy
of forest aboveground biomass can be improved to a certain extent, but the use of remote
sensing data and its derived characteristic factors is usually accompanied by problems of
data in the higher dimensions, redundant information, and overfitting of the estimation
models. Currently, there is still a lack of a stable and efficient feature selection method
for forest aboveground biomass remote sensing modeling in this field. To effectively use
high-dimensional remote sensing features for forest aboveground biomass estimations, this
paper proposes an optimized SVR model based on Lasso feature selection. However, the
following problems still exist. (1) Since the Lasso algorithm is not compared with other
feature selection algorithms, the advantages of the Lasso algorithm in the feature selection
algorithm cannot be better reflected. (2) According to the degree of correlation between the
forest aboveground biomass and many other variables, when estimating the aboveground
forest biomass, more relevant characteristic variables can be introduced to improve the
final accuracy of the aboveground biomass estimation in the study area. (3) The Lasso-SVR
model ignored the regionality of forest aboveground biomass. Additionally, the Lasso-SVR
model is not used to estimate the aboveground biomass in more research areas, and a
further comparative analysis was not made. Therefore, the advantages and disadvantages
of the Lasso algorithm compared with other machine learning feature selection algorithms
should be further contrasted and analyzed.

5. Conclusions

In this study, the optimal characteristic combination screened by the Lasso algorithm
based on characteristic variable groups such as the vegetation index, texture factor, terrain
factor, and single band was used as the estimated variable for the SVR model. In addi-
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tion, different kernel functions and optimized parameters were compared, the Lasso-SVR
estimation model for aboveground forest biomass was established, and a spatial distri-
bution mapping was drawn. The following conclusions were obtained: (1) There are a
total of 13 variables that are strongly correlated with aboveground biomass in the research
area. They were the NDVI, NDV I,6, Clgreen, mNDVI, MSR, IRECI, DEM, Band4, Band5,
Band12, PienTr, Picorr, and Piprss. (2) The combination of the Lasso algorithm with
the SVR model for the mapping of aboveground forest biomass estimation can effectively
enhance the accuracy of the model. Different combinations of characteristic variables have
explained 73% of the aboveground forest biomass in the research area. The validation set
R? is 0.62. (3) The SVR model kernel function and parameter selection show that, for the
estimation of forest aboveground biomass, since most of the characteristic variables are
linearly inseparable, it is most suitable to choose the RBF kernel function. For parameter
selection, the SVR model has fewer adjustable and simple parameters.
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