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Abstract: In this study, the CPA algorithm was used to optimize a BP neural network model to
predict the bond strength and surface roughness of heat-treated wood. The neural network model
was trained and optimized using MATLAB software. The results of the BP neural network, random
forest algorithm, and optimized CPA-BP model were compared. The results show that the CPA-
optimized BP neural network model has a better R2 compared to the conventional BP neural network
model. After using the CPA-optimized BP neural network model, the R2 value increased by 8.1%, the
MAPE value decreased by 3.74%, and the MAE value decreased by 33.91% in the prediction of the
surface bond strength. The R2 values increased by 3.02% and 20.47%, respectively, in predicting the
mean and maximum values of surface roughness. The results indicate that the model is reliable in
predicting wood bond strength and wood surface roughness. Using this model to predict wood bond
strength and surface roughness can also reduce the required experimental cost.

Keywords: carnivorous plant algorithm; BP neural network model; random forests; wood heat treatment

1. Introduction

Compared with untreated wood, heat-treated wood has better dimensional stability
and durability and can improve wood appearance defects such as blue stain [1]. Using
heat-treated wood to produce plywood is one of the most important ways to improve the
durability of plywood. After the high-temperature heat treatment of solid wood-sawn
timber, the control of its bonding properties is very important to improve the quality of
plywood. However, as wood is an anisotropic material, during the wood gluing process, if
the configuration of the fiber direction on the wood gluing surface is changed, its gluing
strength will change. Moreover, different wood species, densities, materials, properties,
and types of wood-based panels have different bonding strengths. For example, ash and
beech have better bearing capacities, but it is difficult for these tree species to obtain higher
bonding durability [2,3]. Therefore, the bonding quality test is affected by many variables,
such as primer type, tree species, dry sandpaper particle size, wood grain direction, etc.
This results in a significant amount of time and cost when assessing the bonding properties
of wood surfaces. Therefore, establishing a reliable test procedure to effectively evaluate
the gluing quality is still a matter of great concern [4].

The first reports of the thermal modification of wood date back to 1915, when Harry
Tiemann heated air-dried wood in superheated steam at 150 ◦C and found a reduction in
the hygroscopicity of TMT [5].

The authors selected European oak as the subject of their experiments, and all samples
were subjected to air conditioning under specific conditions (65% ± 3% relative humidity
and 20 ± 2 ◦C) for more than 6 months to achieve an equilibrium moisture content (EMC)
of 12%. It was concluded that these structural changes in the main components of the wood
have a significant impact on the various properties of thermally modified wood [6].

The experimental results show that thermal modification of Pinus oocarpa wood at
17 ◦C, as required by Colombian standards, leads to higher density and resistance and
improved dimensional stability, favoring their application for structural purposes [7].
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Altgen et al. (2016b) [8] presented a similar trend for European beech, as the CML
increased with higher pressure and the same temperature. Even at lower temperatures and
shorter total processing times, modification in a closed system under high pressure had a
greater effect on the chemical structure of the modified wood than modification in an open
system [8].

The wood was thermally modified (TM) at 150, 170, and 190 ◦C for 2, 4, and 6 h,
respectively [9].

Many scholars have carried out related research. Machine learning algorithms have
gained widespread popularity because they are low-cost, efficient, and do not require any
prior knowledge [10].

Erik Serrano [11] investigated the susceptibility of various wood-binder adhesion test
methods for geometric defects using nonlinear finite element analysis.

Luis Garcia Esteban et al. [12] developed an artificial neural network as a prediction
method with the aim of determining the suitability of board bonding in less time. In the
end, a prediction accuracy of 93% was achieved.

Cenk Demirkir et al. [13] took the wood type, density, veneer peeling temperature,
veneer drying temperature, and adhesive type as considerations, and designed an artificial
neural network that could predict the optimal manufacturing parameters of plywood.

Bruna Ugulino et al. [14] applied ANOVA to evaluate surface quality by roughness,
scanning electron micrographs, and wettability analysis. They concluded that using a rake
angle of 25◦ and a short or medium wavelength should be suitable for perimeter planing
on red oak surfaces.

Ender Hazir et al. [15] proposed a hybrid SVR-GA and ELM-GA method to predict
the bond strength of wood coatings with temperature, time, cutting speed, feed rate, and
particle size as process factors.

However, at present, the influence of surface roughness on the bonding performance
of plywood is less involved in the research on the prediction of the bonding performance of
plywood, and the selection of tree species is relatively simple. The roughness of the glued
surface directly affects the formation of the glue layer and the glue strength. Therefore,
in order to better study the effect of different tree species and roughness on the bonding
performance, four tree species were selected in this paper, namely, Pinus sylvestris L.,
Oriental beech (Fagus orientalis L.), white oak (Quercus petraea spp.), and Uludag fir (Abies
Bornmulleriana mattf.). Finally, the carnivorous plant algorithm (CPA) was used to optimize
the weights and thresholds of the BP network to predict its bonding properties and surface
roughness, respectively, in order to achieve a more accurate prediction effect.

In summary, this paper uses the CPA-BP algorithm to predict the bond strength and
surface roughness of heat-treated wood, aiming to provide a basis for the determination of
the bond quality of composite boards.

2. Methods

Bond strength is a very important reference parameter when measuring the properties
of wood itself. Heat treatment, wood type, feed rate, adhesive type, etc. all have an effect
on its bond strength.

2.1. Data Preparation

The data used in this study were derived from previous experimental studies by
Ozcan. In Ozcan’s study, experiments were conducted on four kinds of wood, Scotch pine,
eastern beech, white oak, and Uludag fir, to determine the effect of heat treatment on their
bond strength [16].

All samples in this experiment were conditioned in a climate chamber controlled at a
temperature between 20 ± 2 ◦C and a humidity of 65% ± 5% until an average moisture
content of 12% was reached. The samples were cut in radial and tangential directions
using feed speeds of 8 and 16 m/min. Using polyvinyl acetate (PVAc) and melamine-
urea-formaldehyde (MUF) as binders, the samples were coated at a rate of 200 g/m2. At
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100 ◦C, the density of PVAc is 1.1 g/m2 and that of MUF is 1.22 g/m2. The samples were
compressed with a pressure of 2 kgf/cm2 for 6 h PVAc and 5 min MUF and then tested on
the testing machine. The samples were then placed in laboratory ovens at temperatures of
120 ◦C, 150 ◦C, and 180 ◦C for 2 h and 6 h for heat treatment. After each heat treatment,
the samples need to continue to be conditioned in the climate chamber until an average
moisture content of 10% is reached, and then the bond strength of the samples is calculated.

In this study, the bond strength was predicted by the carnivorous plant algorithm and
the BP neural network. Use MATLAB to train and optimize the model. The experimental
data are divided into training sets and test sets, of which 54 sets are used for the training
process and 10 sets are used for the testing process.

T-Test and ANOVA

A t-test is used to compare whether there is a significant difference between the means
of the two samples. The independent samples t-test (unpaired two samples test) used in
this paper is used to compare two independent sample means. ANOVA is mainly used to
test the significance of the difference between the means of two and more samples. The data
obtained from the study show fluctuations due to various factors. The causes of fluctuations
can be divided into two categories: uncontrollable random factors and controllable factors
imposed in the study that form an impact on the results. Both sets of data used in this paper
contain four sets of independent variables, and in order to analyze the magnitude of the
effect of changes in different variables on the surface bond strength and surface roughness
of the last four tree species, independent sample tests, and one-way ANOVA analysis were
performed using SPSS software (Version 27, 2020, IBM Corp, Armonk, NY, USA).

Among them, a t-test was used for the variables of feeding speed and time, duration,
and adhesives, while the temperature and heat treatment were controlled using an ANOVA
test. All data analyses were performed at 95% confidence intervals. The multiple compari-
son method of LSD was utilized, which is the most widely used of all comparison methods,
has a higher test efficacy, and is more sensitive to differences.

Tables 1 and 2 show the results of the t-test between adhesives and scotch pine. Because
the independent variable under discussion at this point is the type of binder and there are
only two types, the t-test is chosen here. The first table shows that there is some variability
in the mean value of 6.3531 when the binder is MUF and 10.6188 when the binder is PVAc.
The significance in Table 2 is 0.002, which is less than 0.05, indicating the existence of
significant differences.

Table 1. Scotch pine’s t-test analysis for adhesives. (Group Statistics).

Group Statistics

Adhesives N average value Standard deviation Standard error mean

ScotchPine
0.00 32 6.3531 0.79189 0.13999
1.00 32 10.6188 1.56750 0.27710

Table 2. Scotch pine’s t-test analysis for adhesives. (Independent sample test).

Independent Sample Test

Levin’s test of variance
equality Mean equality t-test

ScotchPine F Significance t degree of
freedom

Significance
(two-tailed)

Mean
Difference

Standard
error

difference

Difference 95% confidence
interval

Lower limit Upper limit

Assuming equal
variance 10.641 0.002 −13.740 62 0.000 −4.26563 0.31045 −4.88621 −3.64504

Does not assume
equal variance −13.740 45.856 0.000 −4.26563 0.31045 −4.89058 −3.64067
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Tables 3 and 4 show the ANOVA test with time as the independent variable and the
surface bond strength of scotch pine as the dependent variable. In Table 3, the significant
difference of 0.013 is less than 0.05, indicating that there is a significant difference, and in
the post hoc test, the LSD test was taken for further analysis. In Table 4, it can be clearly
seen that the significant differences were greater at 150 and 180 degrees Celsius without
heat treatment; at 120 degrees Celsius and at 180 degrees Celsius, the results of the surface
bond strength were greater.

Table 3. ANOVA of scotch pine for temperature.

Scotch Pine Sum of
Squares

Degree of
Freedom

Mean
Square F Significance

SSA 62.747 3 20.916 3.873 0.013
SSE 323.991 60 5.400
SST 386.737 63

Table 4. Multiple comparisons (LSD).

(I) Temp (J) Temp Mean Difference (I–J) Standard Error Significance
95% Confidence Interval

Lower Limit Upper Limit

0.00
1.00 1.00625 0.82157 0.225 −0.6371 2.6496
2.00 1.86250 * 0.82157 0.027 0.2191 3.5059
3.00 2.66250 * 0.82157 0.002 1.0191 4.3059

1.00
0.00 −1.00625 0.82157 0.225 −2.6496 0.6371
2.00 0.85625 0.82157 0.301 −0.7871 2.4996
3.00 1.65625 * 0.82157 0.048 0.0129 3.2996

2.00
0.00 −1.86250 * 0.82157 0.027 −3.5059 −0.2191
1.00 −0.85625 0.82157 0.301 −2.4996 0.7871
3.00 0.80000 0.82157 0.334 −0.8434 2.4434

3.00
0.00 −2.66250 * 0.82157 0.002 −4.3059 −1.0191
1.00 −1.65625 * 0.82157 0.048 −3.2996 −0.0129
2.00 −0.80000 0.82157 0.334 −2.4434 0.8434

* The significance level of the mean difference was 0.05.

The variables with significant differences for the other corresponding tree species can
be obtained in the same way using SPSS. In the analysis of the surface bond strength data,
the following results were obtained: feeding speed and duration did not have a signifi-
cant effect on the output results, while the binder type and temperature were significant
differences in the outcome variables for all four species. The effect of temperature was a
bit greater compared to the binder type and temperature. In the analysis of the surface
roughness, the following results were obtained: there was a significant difference in the
outcome variable of surface roughness between feeding speed, heat treatment temperature,
and whether heat treatment was performed or not, while there was no significant difference
in the change of time. When discussing the surface roughness and the mean and maximum
values, the effect on the maximum value before and after heat treatment was higher than
the mean value.

2.2. Prediction Models
2.2.1. Carnivorous Plant Algorithm (CPA)

Biomimetic and population-based metaheuristic algorithms such as the ant colony
algorithm and the sparrow algorithm are widely used today. The metaheuristic algorithm
is an improvement of the heuristic algorithm, which is a combination of the randomized
algorithm and the local search algorithm [17]. CPA is also a meta-heuristic algorithm, which
can successfully solve problems such as high-dimensional design variables, the existence of
various constraints, and the search space with many local optimal solutions. It can search



Forests 2023, 14, 51 5 of 29

globally, avoid falling into local optimum, and obtain high-precision solutions from ideal
regions, which can prevent premature convergence in the process of optimization. It mimics
how carnivorous plants adapt and improve their survivability in harsh environments.

CPA starts by randomly initializing a set of solutions that are divided into carnivorous
plants and prey, grouped according to their growth and reproduction processes. Then,
update the fitness value and combine all solutions. This process needs to be repeated until
the termination condition is met.

The first is initialization, which needs to be randomly initialized in the wetland among
n individuals consisting of carnivorous plants and prey. The number of carnivorous plants
and prey is represented in the form of a matrix by nCPlant and nPrey, respectively. Each
individual is randomly initialized using the following method:

Individuali,j = Lbj +
(
Ubj − Lbj

)
× rand (1)

where Lb and Ub are the lower bound and upper bound of the search domain, respectively,
with i = 1, 2, . . . , n and j = 1, 2, . . . , d. Rand is a random number drawn from the range [0, 1].

Replace each individual with a predefined fitness function to evaluate its fitness. For
the minimization case, the lower the number of fitness values, the higher the quality of the
solution vector.

The next step is to sort them in ascending order based on their fitness values. The
highest nCPlant solution in the population was selected as the carnivorous plant, while the
other solutions were regarded as the prey nPrey. During the grouping process, the prey
with the highest fitness is assigned to the first-ranked carnivorous plant, and the second
and third-ranked preys are similarly assigned to the second and third carnivorous plants.
The possibility of plant growth is crucial.

Due to various uncertainties, prey may intermittently escape the control of carnivorous
plants, so an attraction rate needs to be introduced. For each group of plants, a prey will be
randomly selected. If the attraction rate is higher than a randomly generated number, the
prey will be captured and digested by carnivorous plants to promote growth. This new
carnivorous plant growth model is as follows:

NewCPi,j = growth× CPi,j + (1− growth)× Preyv,j (2)

growth = growth_rate× randi,j (3)

where CPi,j, is the ith ranked carnivorous plant, Preyv,j, is the randomly chosen prey, the
growth rate is the predefined value, and rand is the random value chosen from the range
[0, 1]. In CPA, there is only one carnivorous plant in each group, while the number of preys
must be more than two. The attraction rate in CPA is assigned as 0.8 for most cases.

In CPA, there is only one carnivorous plant in each group, but there must be more than
two species of prey. In most cases, the CPA has an attraction rate of 0.8; if the attraction rate
is lower than the random value generated and the prey escapes the trap and continues to
grow, the model is as follows:

NewPreyi,j = growth× Preyu,j + (1− growth)× Preyv,j, u 6= v (4)

growth = growth_rate× randi,j, f (preyv) > f (preyu) (5)

growth = 1− growth_rate× randi,j, f (preyv) < f (preyu) (6)

where Preyu,j, is another randomly selected prey in the ith ranked group. At this point, an
appropriate growth rate needs to be selected.

Carnivorous plants reproduce only for the number one carnivorous plant, that is, the
best solution in the population, which can avoid the use of other unnecessary schemes and
save the calculation cost:

NewCPi,j = CPi,j + Reproduction_rate× randi,j ×matei,j (7)
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matei,j = CPv,j − CPi,j, f (CPi) > f (CPv) (8)

matei,j = CPi,j − CPv,j, f (CPi) < f (CPv) (9)

Among them, where CPi,j is the best solution, CPv,j is the randomly selected carnivo-
rous plant, and the reproduction rate is a predefined value for exploitation.

Finally, the newly produced carnivorous plants and prey combine with the previous
population to form a new group. The process of sorting, grouping, growing, and breeding
is repeated until the stopping condition is met.

2.2.2. BP Neural Network

BP (Back Propagation) neural network, that is, the learning process of the error back-
propagation algorithm is composed of two processes: forward propagation of information
and backpropagation of errors. From the input layer to the hidden layer, and then from the
hidden layer to the output layer, after comparing with the actual experimental data, when
the actual output does not match the expected output, it enters the back-propagation stage
of the error. The error is passed through the output layer, and the weights of each layer
are corrected according to the method of error gradient descent, and the hidden layer and
the input layer are backpropagated layer by layer [18]. The original data information is
continuously propagated forward, and the error value is propagated back. This process is
the process of continuously adjusting the weights of each layer, which is also the process of
learning and training the BP neural network. The disadvantage of the BP neural network
is that it is easy to form a local minimum value and cannot obtain a global optimal value.
Too many training times also lowers the learning efficiency and slows the convergence
speed [19].

In this paper, BP neural network model is used to predict the bond strength and
surface roughness of four different tree species, and two prediction models are established,
respectively with temperature, adhesive type, tree species, and feeding time as input nodes.
Its model performance is shown in Figure 1:Forests 2022, 13, x FOR PEER REVIEW 7 of 27 
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The data were divided into training and test sets by 64 sets and brought into MATLAB
2021 for manipulation. The BP neural network algorithm was used to predict the bond
strength of wood after heat treatment.

2.2.3. Random Forests Algorithm (RF)

Random forest is a decision tree-based machine learning algorithm [20]. Firstly, the
bootstrap method is used to randomly draw S samples from the original training set with
capacity S and repeat the operation N times to generate N sub-training sets; then for each
sub-training set, the corresponding decision trees are trained and all the decision trees
are integrated to form the random forest model; finally, the test set data are inputted into
the random forest model and the prediction results of the random forest are generated
based on all the decision trees by majority voting mechanism. The prediction results of the
random forest are generated based on the prediction results of all the decision trees.

The advantage of this algorithm is that it is naturally interpretable, and the disadvan-
tage is that it may be overfitted.

As the random forest algorithm can only perform single-factor analysis for the output,
here, we only show the graphs of the importance of the influencing factors for the tree
species Scotch pine. In Figure 2, it can be clearly seen that the importance of the fourth
eigenvalue is significantly higher than the other input variables, which represent feeding
speed, duration, temperature, and adhesives; that is, compared with the four, adhesives
have the greatest influence on the surface bond strength of this species. The results for the
other three species are also the same and will not be repeated here, and the results of the
effects of each type of tree species will be added in the supplementary file. The results of
the combined ANOVA show that both temperature and adhesives have the greatest effects
on the output data.
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Figure 2. (a) is the result of the analysis of decision variables for surface bond strength, and (b) is the
result of the analysis of decision variables for surface roughness.

The random forest judgment of the decision factor can only have an approximate
result, and this result is not very stable, so it needs to be combined with an SPSS t-test and
ANOVA to further determine which independent variable causes more influence on the
result. Figure 2 is only an analysis of one of the tree species, where it is only further verified
that the independent variables of the outcome variables affecting the surface bond strength
are the temperature and binder type, while for surface roughness, all of the variables except
the second time variable have some influence on the outcome.
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2.2.4. Model Performance Evaluation

Here, the mean square error (MSE), the mean absolute percentage (MAPE), the root
mean square error (RMSE), and the coefficient of determination (R2) are used to evaluate
the prediction results, and the formula is expressed as:

MSE =
1
N

N

∑
i=1

(ti − tdi)
2 (10)

MAPE =
1
N

{
N

∑
i=1

[

∣∣∣∣ ti − tdi
ti

∣∣∣∣]
}
× 100 (11)

RMSE =

√√√√ 1
N

N

∑
i=1

(ti − tdi)
2 (12)

R2 = 1−

N
∑

i=1
(ti − tdi)

2

N
∑

i=1

(
tdi − tdi

)2
(13)

ti is the measured value of the experimental sample; tdi is the predicted value; N is the total
number of samples.

3. Results

Tables 5–7 show the prediction results of CPA-BP.
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Table 5. The measured and the predicted values of bonding strength.

Grain Orientation Feeding Speed Duration Temperature Adhesives
Measured Predicted Measured Predicted Measured Predicted Measured Predicted

Scotch Pine Uludag Fir Oriental Beech White Oak

Radial 8 m/min 2 control MUF 7.3000 7.6794 6.7000 6.9424 10.0000 10.5935 12.5000 11.9949
PVAc 12.4000 12.9384 10.5000 10.4530 15.0000 15.8804 19.9000 18.7821

120 ◦C MUF 6.3000 6.4347 6.3000 6.5158 9.8000 9.9229 10.8000 10.9303
PVAc 12.1000 12.1663 9.6000 9.7772 14.8000 15.4382 17.5000 17.5013

150 ◦C MUF 5.7000 5.9203 6.7000 6.4052 9.2000 9.0955 10.2000 9.8968
PVAc 10.7000 10.4410 9.1000 8.8727 14.4000 14.3814 15.5000 15.7770

180 ◦C MUF 5.5000 5.6752 5.6000 5.9294 8.1000 8.2383 7.6000 8.2307
PVAc 9.0000 9.6808 8.4000 8.5099 14.8000 13.9525 14.5000 15.5375

4 control MUF 7.3000 7.5344 6.7000 6.8204 9.9000 9.6859 12.5000 12.2787
PVAc 11.7000 12.8628 10.3000 10.4035 16.1000 16.4593 16.8000 18.7292

120 ◦C MUF 7.1000 7.4255 6.3000 6.3918 9.2000 9.5855 10.1000 9.8694
PVAc 10.2000 10.8839 9.6000 9.6280 15.4000 15.7163 15.3000 16.6434

150 ◦C MUF 5.8000 6.9837 5.5000 6.4414 8.6000 8.8279 9.0000 8.5835
PVAc 8.1000 8.8735 8.6000 8.5327 14.7000 14.6435 14.6000 14.5109

180 ◦C MUF 5.2000 6.0050 5.1000 6.6618 8.3000 7.9627 7.3000 8.0013
PVAc 7.8000 8.7073 8.0000 8.0996 14.1000 14.1328 14.1000 14.6037

16 m/min 2 control MUF 7.0000 6.6605 6.5000 7.0236 9.3000 9.3826 10.8000 10.7860
PVAc 11.6000 12.5449 9.8000 10.1550 15.3000 16.1866 17.1000 16.8517

120 ◦C MUF 6.2000 6.2485 6.1000 6.2210 9.1000 9.2409 9.9000 9.9950
PVAc 10.1000 10.5053 9.1000 9.0906 15.1000 15.4207 14.5000 15.5957

150 ◦C MUF 5.8000 5.5346 5.9000 5.8056 8.8000 8.5312 8.6000 8.8172
PVAc 9.7000 9.2768 9.0000 8.5314 14.5000 14.6034 14.0000 14.8537

180 ◦C MUF 5.2000 5.1466 5.5000 5.4186 8.4000 7.8365 7.6000 7.8345
PVAc 8.4000 8.6401 8.1000 8.1266 15.1000 14.1342 13.7000 14.2061

4 control MUF 7.0000 6.7588 6.2000 6.9059 9.2000 9.3938 10.8000 10.7105
PVAc 11.6000 12.2452 9.6000 10.2657 15.3000 16.3239 17.1000 17.0773

120 ◦C MUF 6.6000 6.3451 5.9000 6.6460 8.7000 9.1959 8.8000 9.9380
PVAc 11.3000 11.2903 9.6000 9.7277 14.9000 15.5982 15.1000 15.1886

150 ◦C MUF 6.4000 5.6998 5.3000 5.9860 8.5000 8.5284 8.3000 8.5077
PVAc 10.2000 10.0936 8.3000 8.9364 14.8000 14.9623 14.9000 14.0068

180 ◦C MUF 5.9000 5.4324 5.0000 5.3976 8.0000 8.0672 7.2000 7.6578
PVAc 8.9000 9.0611 8.1000 8.0123 15.0000 14.4797 14.1000 13.7108
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Table 5. Cont.

Grain Orientation Feeding Speed Duration Temperature Adhesives
Measured Predicted Measured Predicted Measured Predicted Measured Predicted

Scotch Pine Uludag Fir Oriental Beech White Oak

Tangential 8 m/min 2 control MUF 7.7000 7.6794 7.0000 6.9424 11.2000 10.5935 11.9000 11.9949
PVAc 13.9000 12.9384 10.7000 10.4530 17.5000 15.8804 18.1000 18.7821

120 ◦C MUF 7.2000 6.4347 6.9000 6.5158 9.6000 9.9229 10.2000 10.9303
PVAc 12.1000 12.1663 9.3000 9.7772 16.1000 15.4382 17.3000 17.5013

150 ◦C MUF 6.8000 5.9203 6.5000 6.4052 8.9000 9.0955 8.5000 9.8968
PVAc 10.5000 10.4410 9.1000 8.8727 15.9000 14.3814 16.6000 15.7770

180 ◦C MUF 6.0000 5.6752 6.2000 5.9294 8.1000 8.2383 8.1000 8.2307
PVAc 10.1000 9.6808 8.4000 8.5099 14.2000 13.9525 15.7000 15.5375

4 control MUF 7.7000 7.5344 7.0000 6.8204 11.2000 9.6859 11.9000 12.2787
PVAc 13.9000 12.8628 10.7000 10.4035 17.5000 16.4593 18.7000 18.7292

120 ◦C MUF 7.5000 7.4255 6.6000 6.3918 9.8000 9.5855 9.7000 9.8694
PVAc 11.2000 10.8839 9.6000 9.6280 16.4000 15.7163 17.7000 16.6434

150 ◦C MUF 6.9000 6.9837 6.4000 6.4414 8.7000 8.8279 8.6000 8.5835
PVAc 10.6000 8.8735 9.1000 8.5327 14.9000 14.6435 15.1000 14.5109

180 ◦C MUF 5.9000 6.0050 6.7000 6.6618 8.0000 7.9627 8.2000 8.0013
PVAc 9.4000 8.7073 8.2000 8.0996 14.1000 14.1328 14.9000 14.6037

16 m/min 2 control MUF 6.8000 6.6605 7.4000 7.0236 9.7000 9.3826 10.5000 10.7860
PVAc 12.6000 12.5449 10.4000 10.1550 16.8000 16.1866 16.9000 16.8517

120 ◦C MUF 6.3000 6.2485 7.3000 6.2210 9.3000 9.2409 9.8000 9.9950
PVAc 10.8000 10.5053 8.6000 9.0906 14.9000 15.4207 16.1000 15.5957

150 ◦C MUF 5.9000 5.5346 6.7000 5.8056 8.2000 8.5312 8.4000 8.8172
PVAc 9.4000 9.2768 8.2000 8.5314 14.7000 14.6034 15.0000 14.8537

180 ◦C MUF 5.1000 5.1466 6.4000 5.4186 7.4000 7.8365 8.3000 7.8345
PVAc 8.9000 8.6401 8.0000 8.1266 14.3000 14.1342 14.5000 14.2061

4 control MUF 6.8000 6.7588 7.4000 6.9059 9.7000 9.3938 10.5000 10.7105
PVAc 12.6000 12.2452 10.7000 10.2657 16.8000 16.3239 16.9000 17.0773

120 ◦C MUF 6.0000 6.3451 7.0000 6.6460 9.6000 9.1959 10.0000 9.9380
PVAc 10.8000 11.2903 9.9000 9.7277 16.3000 15.5982 15.6000 15.1886

150 ◦C MUF 5.4000 5.6998 6.7000 5.9860 8.1000 8.5284 8.7000 8.5077
PVAc 10.2000 10.0936 8.9000 8.9364 15.6000 14.9623 14.6000 14.0068

180 ◦C MUF 5.0000 5.4324 5.9000 5.3976 7.1000 8.0672 8.3000 7.6578
PVAc 9.0000 9.0611 7.7000 8.0123 14.3000 14.4797 13.1000 13.7108
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Table 6. The measured and the predicted values of surface roughness (Ra).

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine Uludag Fir Oriental Beech White Oak

Ra Predicted
Value Ra Predicted

Value Ra Predicted
Value Ra Predicted

Value

Radial 8 m/min 2 h Contr 4.320 3.993 3.670 3.765 5.980 5.563 7.440 7.239
120 ◦C b-ht 4.290 3.661 3.580 3.648 5.400 5.123 6.420 6.735

a-ht 4.060 3.454 3.340 3.508 5.220 4.919 6.390 6.489
150 ◦C b-ht 4.130 3.515 3.320 3.497 5.170 4.909 6.200 6.413

a-ht 3.770 3.370 3.270 3.391 5.160 4.740 6.190 6.227
180 ◦C b-ht 4.020 3.398 3.250 3.354 5.140 4.673 6.120 6.186

a-ht 3.780 3.307 3.170 3.292 5.120 4.573 6.120 6.079
6 h Contr 4.370 4.363 3.640 3.707 5.870 5.821 8.160 8.028

120 ◦C b-ht 4.010 4.221 3.590 3.434 5.240 5.017 7.010 7.063
a-ht 3.700 3.594 3.260 3.298 4.970 4.864 6.610 6.595

150 ◦C b-ht 3.970 4.009 3.570 3.329 5.310 4.716 6.890 6.614
a-ht 3.610 3.477 3.210 3.220 4.860 4.594 6.250 6.289

180 ◦C b-ht 3.870 3.798 3.630 3.239 5.400 4.458 7.480 6.307
a-ht 3.440 3.397 3.060 3.167 4.860 4.393 6.170 6.130

16 m/min 2 h Contr 4.900 4.800 3.940 4.134 6.190 5.827 8.390 8.300
120 ◦C b-ht 4.715 4.969 3.830 4.178 5.580 5.424 8.340 7.674

a-ht 4.620 4.733 3.580 4.181 5.270 5.385 7.780 7.364
150 ◦C b-ht 5.580 4.685 3.490 3.972 4.950 5.130 7.120 7.076

a-ht 5.420 4.275 3.430 3.915 4.620 5.083 6.320 6.697
180 ◦C b-ht 4.310 4.262 3.340 3.704 4.470 4.793 6.010 6.532

a-ht 4.200 3.800 3.210 3.614 4.230 4.752 5.850 6.251
6 h Contr 4.900 4.838 4.650 4.213 5.850 5.808 9.490 8.709

120 ◦C b-ht 4.440 4.666 4.040 3.774 5.630 5.460 8.030 8.026
a-ht 4.380 4.656 3.750 3.688 5.510 5.471 7.400 7.368

150 ◦C b-ht 4.220 4.509 3.660 3.586 5.440 5.155 7.060 7.352
a-ht 4.160 4.255 3.550 3.456 5.400 5.208 6.340 6.637

180 ◦C b-ht 4.070 4.281 3.470 3.402 5.250 4.810 6.050 6.714
a-ht 3.900 3.873 3.350 3.279 5.180 4.909 5.900 6.221

Tangential 8 m/min 2 h Contr 3.600 3.993 3.910 3.765 5.060 5.563 7.000 7.239
120 ◦C b-ht 3.530 3.661 3.810 3.648 5.000 5.123 6.910 6.735

a-ht 3.300 3.454 3.480 3.508 4.670 4.919 6.360 6.489
150 ◦C b-ht 3.280 3.515 3.380 3.497 4.590 4.909 6.230 6.413

a-ht 3.220 3.370 3.320 3.391 4.450 4.740 6.170 6.227
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Table 6. Cont.

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine Uludag Fir Oriental Beech White Oak

Ra Predicted
Value Ra Predicted

Value Ra Predicted
Value Ra Predicted

Value

180 ◦C b-ht 3.150 3.398 3.180 3.354 4.420 4.673 6.080 6.186
a-ht 3.200 3.307 3.760 3.292 3.950 4.573 6.070 6.079

6 h Contr 4.880 4.363 3.620 3.707 5.060 5.821 6.940 8.028
120 ◦C b-ht 4.340 4.221 3.430 3.434 5.060 5.017 6.880 7.063

a-ht 3.800 3.594 3.430 3.298 4.680 4.864 6.530 6.595
150 ◦C b-ht 3.770 4.009 3.330 3.329 4.290 4.716 6.470 6.614

a-ht 3.760 3.477 3.120 3.220 4.160 4.594 6.300 6.289
180 ◦C b-ht 3.750 3.798 3.030 3.239 4.120 4.458 6.270 6.307

a-ht 3.710 3.397 2.970 3.167 4.070 4.393 6.160 6.130
16 m/min 2 h Contr 4.860 4.800 4.850 4.134 5.480 5.827 7.780 8.300

120 ◦C b-ht 4.500 4.969 4.810 4.178 5.400 5.424 7.720 7.674
a-ht 4.190 4.733 4.630 4.181 4.330 5.385 7.300 7.364

150 ◦C b-ht 4.090 4.685 4.520 3.972 5.330 5.130 7.060 7.076
a-ht 3.890 4.275 4.340 3.915 5.280 5.083 6.970 6.697

180 ◦C b-ht 3.810 4.262 4.140 3.704 5.250 4.793 6.880 6.532
a-ht 3.780 3.800 3.570 3.614 4.940 4.752 6.720 6.251

6 h Contr 4.880 4.838 3.850 4.213 5.480 5.808 7.760 8.709
120 ◦C b-ht 4.800 4.666 3.690 3.774 5.400 5.460 7.750 8.026

a-ht 4.780 4.656 3.540 3.688 5.070 5.471 7.650 7.368
150 ◦C b-ht 4.680 4.509 3.450 3.586 5.270 5.155 7.440 7.352

a-ht 4.550 4.255 3.370 3.456 4.840 5.208 7.080 6.637
180 ◦C b-ht 4.480 4.281 3.240 3.402 4.540 4.810 6.980 6.714

a-ht 4.270 3.873 3.150 3.279 4.480 4.909 6.770 6.221
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Table 7. The measured and the predicted values of surface roughness (Rmax).

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine Uludag Fir Oriental Beech White Oak

Rmax Predicted
Value Rmax Predicted

Value Rmax Predicted
Value Rmax Predicted

Value

Radial 8 m/min 2 h Contr 26.100 26.073 23.300 23.573 36.200 36.258 49.300 49.232
120 ◦C b-ht 25.600 26.919 22.100 27.559 34.000 36.147 48.900 48.245

a-ht 25.000 26.135 21.900 29.062 33.000 33.944 46.200 46.136
150 ◦C b-ht 24.800 25.778 21.500 29.086 32.200 33.596 45.400 46.063

a-ht 23.800 24.925 20.900 29.747 31.000 31.947 44.700 44.069
180 ◦C b-ht 23.000 24.639 20.900 30.666 30.500 31.809 43.800 43.926

a-ht 22.300 24.158 20.800 29.069 29.900 30.994 42.900 43.289
6 h Contr 28.300 32.319 23.900 29.524 38.000 39.676 49.300 49.010

120 ◦C b-ht 26.200 32.844 25.200 31.187 34.300 40.759 47.900 48.653
a-ht 24.400 30.033 22.600 29.763 32.800 37.318 46.200 46.378

150 ◦C b-ht 26.400 30.039 23.300 28.741 35.300 38.167 48.400 47.592
a-ht 24.100 28.912 22.400 29.346 32.600 37.111 44.700 44.168

180 ◦C b-ht 26.200 28.570 23.500 27.241 36.600 37.725 47.800 45.221
a-ht 23.500 28.009 21.300 29.098 33.200 36.970 42.900 43.169

16 m/min 2 h Contr 38.800 39.121 38.800 35.434 42.700 46.643 49.300 49.214
120 ◦C b-ht 37.800 37.697 36.500 36.140 38.800 40.927 48.300 48.000

a-ht 36.800 36.526 35.900 34.994 37.000 37.363 46.200 45.754
150 ◦C b-ht 35.500 35.719 34.500 34.247 35.000 40.381 45.400 45.872

a-ht 34.500 35.401 33.300 33.557 33.000 39.230 44.700 43.787
180 ◦C b-ht 33.900 33.865 33.200 32.343 31.500 41.866 43.800 43.735

a-ht 30.500 33.775 31.400 31.634 30.900 41.084 42.900 43.111
6 h Contr 35.800 39.207 29.800 30.771 42.800 46.784 49.300 48.601

120 ◦C b-ht 34.800 38.369 37.700 34.712 44.500 46.955 48.500 47.863
a-ht 33.300 36.376 34.900 33.881 43.800 45.093 46.200 46.629

150 ◦C b-ht 32.900 36.771 34.200 33.121 43.500 45.472 45.400 46.336
a-ht 31.700 34.178 33.000 32.603 41.100 43.566 44.700 44.377

180 ◦C b-ht 29.200 34.722 32.700 31.695 40.900 43.901 43.800 44.239
a-ht 28.800 31.753 32.200 31.844 39.600 42.659 42.900 43.167

Tangential 8 m/min 2 h Contr 29.800 26.073 36.200 23.573 39.900 36.258 49.300 49.232
120 ◦C b-ht 28.300 26.919 35.300 27.559 39.400 36.147 48.600 48.245

a-ht 27.900 26.135 34.500 29.062 36.700 33.944 47.200 46.136
150 ◦C b-ht 26.500 25.778 33.500 29.086 36.400 33.596 46.400 46.063

a-ht 26.500 24.925 33.300 29.747 33.100 31.947 44.700 44.069
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Table 7. Cont.

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine Uludag Fir Oriental Beech White Oak

Rmax Predicted
Value Rmax Predicted

Value Rmax Predicted
Value Rmax Predicted

Value

180 ◦C b-ht 25.300 24.639 32.700 30.666 32.500 31.809 43.800 43.926
a-ht 24.900 24.158 34.600 29.069 32.000 30.994 42.900 43.289

6 h Contr 36.700 32.319 34.600 29.524 41.900 39.676 49.300 49.010
120 ◦C b-ht 35.600 32.844 34.600 31.187 41.600 40.759 48.600 48.653

a-ht 34.200 30.033 34.000 29.763 40.400 37.318 47.200 46.378
150 ◦C b-ht 33.400 30.039 33.600 28.741 40.100 38.167 46.400 47.592

a-ht 32.400 28.912 32.700 29.346 39.800 37.111 44.700 44.168
180 ◦C b-ht 31.800 28.570 31.700 27.241 39.000 37.725 44.200 45.221

a-ht 31.200 28.009 35.500 29.098 39.000 36.970 42.900 43.169
16 m/min 2 h Contr 39.900 39.121 35.300 35.434 47.000 46.643 49.300 49.214

120 ◦C b-ht 38.900 37.697 35.300 36.140 46.600 40.927 48.700 48.000
a-ht 36.500 36.526 34.100 34.994 45.900 37.363 47.200 45.754

150 ◦C b-ht 35.800 35.719 33.700 34.247 44.100 40.381 46.400 45.872
a-ht 34.600 35.401 32.500 33.557 43.600 39.230 44.700 43.787

180 ◦C b-ht 34.600 33.865 31.600 32.343 43.200 41.866 43.800 43.735
a-ht 34.200 33.775 31.100 31.634 43.100 41.084 42.900 43.111

6 h Contr 42.300 39.207 33.100 30.771 49.300 46.784 49.300 48.601
120 ◦C b-ht 39.900 38.369 33.000 34.712 48.100 46.955 48.200 47.863

a-ht 37.200 36.376 32.700 33.881 47.200 45.093 47.200 46.629
150 ◦C b-ht 36.800 36.771 32.000 33.121 46.400 45.472 46.400 46.336

a-ht 35.300 34.178 31.100 32.603 44.700 43.566 44.700 44.377
180 ◦C b-ht 34.200 34.722 29.000 31.695 43.800 43.901 43.800 44.239

a-ht 34.000 31.753 28.800 31.844 42.900 42.659 42.900 43.167
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Table 5 is the comparison of the measured and predicted values of bond strength of
different tree species under different conditions.

Tables 8–10 show the comparison results of the real measured and predicted values of
the improved BP neural network by CPA, respectively. It can be seen that the prediction
accuracy of the improved BP neural network is very high.
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Table 8. ERROR comparison (bonding strength).

Duration Temp. Adhesives
Scotch Pine Uludag Fir Oriental Beech White Oak

BP CPA-BP BP CPA-BP BP CPA-BP BP CPA-BP

2 control MUF 2.3000 −0.3794 −0.1965 −0.2424 −0.8923 −0.5935 0.7375 0.5051
PVAc 0.8754 −0.5384 −0.1178 0.0470 −0.2607 −0.8804 0.6785 1.1179

120 ◦C MUF 1.3000 −0.1347 −0.3071 −0.2158 −0.0517 −0.1229 0.4187 −0.1303
PVAc −0.1163 −0.0663 0.5443 −0.1772 −0.8035 −0.6382 −0.2912 −0.0013

150 ◦C MUF 0.7000 −0.2203 0.0538 0.2948 −0.1118 0.1045 0.3549 0.3032
PVAc −0.8092 0.2590 0.6326 0.2273 −0.9883 0.0186 −1.6628 −0.2770

180 ◦C MUF 0.5000 −0.1752 −0.2999 −0.3294 −0.0516 −0.1383 −0.3076 −0.6307
PVAc −1.6752 −0.6808 0.7501 −0.1099 −0.2336 0.8475 −1.6490 −1.0375

4 control MUF 2.2995 −0.2344 0.0459 −0.1204 −0.0679 0.2141 −0.1030 0.2213
PVAc 3.9851 −1.1628 0.0921 −0.1035 −0.0967 −0.3593 0.0916 −1.9292

120 ◦C MUF 2.1000 −0.3255 −0.1559 −0.0918 −0.2055 −0.3855 0.2194 0.2306
PVAc 3.0304 −0.6839 0.0095 −0.0280 −1.0313 −0.3163 −2.2387 −1.3434

150 ◦C MUF 0.8000 −1.1837 −1.0576 −0.9414 −0.6973 −0.2279 −0.3269 0.4165
PVAc 0.7763 −0.7735 0.1211 0.0673 −1.8866 0.0565 −3.1429 0.0891

180 ◦C MUF 0.2000 −0.8050 −0.7445 −1.5618 0.2469 0.3373 −0.4554 −0.7013
PVAc 2.7607 −0.9073 −0.3902 −0.0996 0.0527 −0.0328 0.3180 −0.5037

2 control MUF 0.1906 0.3395 −0.5897 −0.5236 −0.1421 −0.0826 0.1834 0.0140
PVAc −0.4853 −0.9449 −0.2844 −0.3550 −0.7038 −0.8866 0.0844 0.2483

120 ◦C MUF −0.0003 −0.0485 −0.7309 −0.1210 −0.0154 −0.1409 −0.0727 −0.0950
PVAc 0.1265 −0.4053 0.0165 0.0094 0.0951 −0.3207 0.0878 −1.0957

150 ◦C MUF −0.0288 0.2654 −0.0847 0.0944 0.1792 0.2688 −0.2917 −0.2172
PVAc 0.4736 0.4232 0.4116 0.4686 0.0189 −0.1034 −0.2886 −0.8537

180 ◦C MUF 0.1122 0.0534 −1.0233 0.0814 1.0299 0.5635 −0.9961 −0.2345
PVAc 1.5257 −0.2401 −0.7976 −0.0266 2.6366 0.9658 −1.8685 −0.5061

4 control MUF 1.9269 0.2412 −0.8163 −0.7059 −0.2347 −0.1938 0.9295 0.0895
PVAc −0.4717 −0.6452 −0.6140 −0.6657 −0.6966 −1.0239 0.1413 0.0227

120 ◦C MUF 1.5945 0.2549 −0.0144 −0.7460 −0.0262 −0.4959 0.3935 −1.1380
PVAc −2.1276 0.0097 −0.0258 −0.1277 −1.7965 −0.6982 −2.3840 −0.0886

150 ◦C MUF 1.3986 0.7002 −0.5344 −0.6860 0.2033 −0.0284 0.0587 −0.2077
PVAc −0.0580 0.1064 −0.6371 −0.6364 −0.7999 −0.1623 0.3152 0.8932

180 ◦C MUF 0.8997 0.4676 −0.2894 −0.3976 0.4055 −0.0672 −0.4935 −0.4578
PVAc 0.1257 −0.1611 0.2218 0.0877 0.3012 0.5203 0.5925 0.3892
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Table 8. Cont.

Duration Temp. Adhesives
Scotch Pine Uludag Fir Oriental Beech White Oak

BP CPA-BP BP CPA-BP BP CPA-BP BP CPA-BP

2 control MUF 2.7000 0.0206 0.1035 0.0576 0.3077 0.6065 0.1375 −0.0949
PVAc 2.3754 0.9616 0.0822 0.2470 2.2393 1.6196 −1.1215 −0.6821

120 ◦C MUF 2.2000 0.7653 0.2929 0.3842 −0.2517 −0.3229 −0.1813 −0.7303
PVAc −0.1163 −0.0663 0.2443 −0.4772 0.4965 0.6618 −0.4912 −0.2013

150 ◦C MUF 1.8000 0.8797 −0.1462 0.0948 −0.4118 −0.1955 −1.3451 −1.3968
PVAc −1.0092 0.0590 0.6326 0.2273 0.5117 1.5186 −0.5628 0.8230

180 ◦C MUF 1.0000 0.3248 0.3001 0.2706 −0.0516 −0.1383 0.1924 −0.1307
PVAc −0.5752 0.4192 0.7501 −0.1099 −0.8336 0.2475 −0.4490 0.1625

4 control MUF 2.6995 0.1656 0.3459 0.1796 1.2321 1.5141 −0.7030 −0.3787
PVAc 6.1851 1.0372 0.4921 0.2965 1.3033 1.0407 1.9916 −0.0292

120 ◦C MUF 2.5000 0.0745 0.1441 0.2082 0.3945 0.2145 −0.1806 −0.1694
PVAc 4.0304 0.3161 0.0095 −0.0280 −0.0313 0.6837 0.1613 1.0566

150 ◦C MUF 1.9000 −0.0837 −0.1576 −0.0414 −0.5973 −0.1279 −0.7269 0.0165
PVAc 3.2763 1.7265 0.6211 0.5673 −1.6866 0.2565 −2.6429 0.5891

180 ◦C MUF 0.9000 −0.1050 0.8555 0.0382 −0.0531 0.0373 0.4446 0.1987
PVAc 4.3607 0.6927 −0.1902 0.1004 0.0527 −0.0328 1.1180 0.2963

2 control MUF −0.0094 0.1395 0.3103 0.3764 0.2579 0.3174 −0.1166 −0.2860
PVAc 0.5147 0.0551 0.3156 0.2450 0.7962 0.6134 −0.1156 0.0483

120 ◦C MUF 0.0997 0.0515 0.4691 1.0790 0.1846 0.0591 −0.1727 −0.1950
PVAc 0.8265 0.2947 −0.4835 −0.4906 −0.1049 −0.5207 1.6878 0.5043

150 ◦C MUF 0.0712 0.3654 0.7153 0.8944 −0.4208 −0.3312 −0.4917 −0.4172
PVAc 0.1736 0.1232 −0.3884 −0.3314 0.2189 0.0966 0.7114 0.1463

180 ◦C MUF 0.0122 −0.0466 −0.1233 0.9814 0.0299 −0.4365 −0.2961 0.4655
PVAc 2.0257 0.2599 −0.8976 −0.1266 1.8366 0.1658 −1.0685 0.2939

4 control MUF 1.7269 0.0412 0.3837 0.4941 0.2653 0.3062 0.6295 −0.2105
PVAc 0.5283 0.3548 0.4860 0.4343 0.8034 0.4761 −0.0587 −0.1773

120 ◦C MUF 0.9945 −0.3451 1.0856 0.3540 0.8738 0.4041 1.5935 0.0620
PVAc −2.6276 −0.4903 0.2742 0.1723 −0.3965 0.7018 −1.8840 0.4114

150 ◦C MUF 0.3986 −0.2998 0.8656 0.7140 −0.1967 −0.4284 0.4587 0.1923
PVAc −0.0580 0.1064 −0.0371 −0.0364 0.0001 0.6377 0.0152 0.5932

180 ◦C MUF −0.0003 −0.4324 0.6106 0.5024 −0.4945 −0.9672 0.6065 0.6422
PVAc 0.2257 −0.0611 −0.1782 −0.3123 −0.3988 −0.1797 −0.4075 −0.6108
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Table 9. ERROR comparison (surface roughness—Rmax).

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine (Rmax) Uludag Fir (Rmax) Oriental Beech (Rmax) White Oak (Rmax)

BP CPA-BP BP CPA-BP BP CPA-BP BP CPA-BP

Radial 8 m/min 2 h Contr −0.086 0.027 −1.639 −0.273 0.014 −0.058 0.001 0.068
120 ◦C b-ht −1.413 −1.319 0.491 −5.459 −3.108 −2.147 0.235 0.655

a-ht −0.350 −1.135 0.879 −7.162 −1.393 −0.944 0.379 0.064
150 ◦C b-ht −1.973 −0.978 −0.407 −7.586 −3.327 −1.396 −1.739 −0.663

a-ht −0.763 −1.125 −0.064 −8.847 −0.903 −0.947 0.010 0.631
180 ◦C b-ht −2.650 −1.639 −1.693 −9.766 −3.312 −1.309 −1.648 −0.126

a-ht −1.618 −1.858 −0.131 −8.269 −0.754 −1.094 −1.014 −0.389
6 h Contr −4.161 −4.019 −5.328 −5.624 −2.013 −1.676 0.160 0.290

120 ◦C b-ht −4.843 −6.644 −4.202 −5.987 −3.587 −6.459 −0.302 −0.753
a-ht −1.062 −5.633 −1.719 −7.163 −0.964 −4.518 −0.184 −0.178

150 ◦C b-ht −3.468 −3.639 −5.182 −5.441 −2.355 −2.867 1.032 0.808
a-ht −3.010 −4.812 −4.550 −6.946 −2.875 −4.511 0.193 0.532

180 ◦C b-ht −2.657 −2.370 −4.367 −3.741 −1.187 −1.125 1.872 2.579
a-ht −4.508 −4.509 −7.325 −7.798 −3.345 −3.770 −0.498 −0.269

16 m/min 2 h Contr −1.310 −0.321 3.356 3.366 12.794 −3.943 0.172 0.086
120 ◦C b-ht 0.471 0.103 0.668 0.360 8.900 −2.127 0.476 0.300

a-ht −0.180 0.274 0.893 0.906 7.100 −0.363 −0.103 0.446
150 ◦C b-ht −0.081 −0.219 0.366 0.253 5.100 −5.381 −0.451 −0.472

a-ht 0.105 −0.901 0.032 −0.257 3.100 −6.230 0.113 0.913
180 ◦C b-ht 0.447 0.035 −0.101 0.857 1.600 −10.366 −0.254 0.065

a-ht −1.948 −3.275 0.068 −0.234 1.000 −10.184 −0.212 −0.211
6 h Contr −6.499 −3.407 −2.660 −0.971 −6.011 −3.984 0.434 0.699

120 ◦C b-ht −7.500 −3.569 1.691 2.988 −0.851 −2.455 0.122 0.637
a-ht −8.999 −3.076 0.809 1.019 −0.453 −1.293 −0.117 −0.429

150 ◦C b-ht −9.400 −3.871 0.319 1.079 −0.900 −1.972 −0.520 −0.936
a-ht −10.599 −2.478 0.315 0.397 −2.602 −2.466 0.193 0.323

180 ◦C b-ht −13.100 −5.522 2.151 1.005 −1.498 −3.001 −0.075 −0.439
a-ht −13.499 −2.953 1.966 0.356 −1.896 −3.059 −0.277 −0.267

Tangential 8 m/min 2 h Contr 3.614 3.727 11.261 12.627 3.714 3.642 0.001 0.068
120 ◦C b-ht 1.287 1.381 13.691 7.741 2.292 3.253 −0.065 0.355

a-ht 2.550 1.765 13.479 5.438 2.307 2.756 1.379 1.064
150 ◦C b-ht −0.273 0.722 11.593 4.414 0.873 2.804 −0.739 0.337

a-ht 1.937 1.575 12.336 3.553 1.197 1.153 0.010 0.631
180 ◦C b-ht −0.350 0.661 10.107 2.034 −1.312 0.691 −1.648 −0.126

a-ht 0.982 0.742 13.669 5.531 1.346 1.006 −1.014 −0.389
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Table 9. Cont.

Grain Orientation Feeding Speed Time Temp. Process
Scotch Pine (Rmax) Uludag Fir (Rmax) Oriental Beech (Rmax) White Oak (Rmax)

BP CPA-BP BP CPA-BP BP CPA-BP BP CPA-BP

6 h Contr 4.239 4.381 5.372 5.076 1.887 2.224 0.160 0.290
120 ◦C b-ht 4.557 2.756 5.198 3.413 3.713 0.841 0.398 −0.053

a-ht 8.738 4.167 9.681 4.237 6.636 3.082 0.816 0.822
150 ◦C b-ht 3.532 3.361 5.118 4.859 2.445 1.933 −0.968 −1.192

a-ht 5.290 3.488 5.750 3.354 4.325 2.689 0.193 0.532
180 ◦C b-ht 2.943 3.230 3.833 4.459 1.213 1.275 −1.728 −1.021

a-ht 3.192 3.191 6.875 6.402 2.455 2.030 −0.498 −0.269
16 m/min 2 h Contr −0.210 0.779 −0.144 −0.134 17.094 0.357 0.172 0.086

120 ◦C b-ht 1.571 1.203 −0.532 −0.840 16.700 5.673 0.876 0.700
a-ht −0.480 −0.026 −0.907 −0.894 16.000 8.537 0.897 1.446

150 ◦C b-ht 0.219 0.081 −0.434 −0.547 14.200 3.719 0.549 0.528
a-ht 0.205 −0.801 −0.768 −1.057 13.700 4.370 0.113 0.913

180 ◦C b-ht 1.147 0.735 −1.701 −0.743 13.300 1.334 −0.254 0.065
a-ht 1.752 0.425 −0.232 −0.534 13.200 2.016 −0.212 −0.211

6 h Contr 0.001 3.093 0.640 2.329 0.489 2.516 0.434 0.699
120 ◦C b-ht −2.400 1.531 −3.009 −1.712 2.749 1.145 −0.178 0.337

a-ht −5.099 0.824 −1.391 −1.181 2.947 2.107 0.883 0.571
150 ◦C b-ht −5.500 0.029 −1.881 −1.121 2.000 0.928 0.480 0.064

a-ht −6.999 1.122 −1.585 −1.503 0.998 1.134 0.193 0.323
180 ◦C b-ht −8.100 −0.522 −1.549 −2.695 1.402 −0.101 −0.075 −0.439

a-ht −8.299 2.247 −1.434 −3.044 1.404 0.241 −0.277 −0.267
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Table 10. Model error comparison.

Model Object of Study
Performance Criteria

MAPE MSE RMSE MAE RMAE R2

BP

bonding strength 0.0765 1.3074 1.1434 0.7380 0.8591 0.8961

surface roughness Ra 0.06959 0.18118 0.42565 0.32402 0.56923 0.90375
Rmax 0.084409 22.6945 4.7639 2.9131 1.7068 0.62626

CPA-BP

bonding strength 0.0418 0.2885 0.5371 0.3989 0.6316 0.9771

surface roughness Ra 0.056752 0.12429 0.35255 0.26956 0.51919 0.93397
Rmax 0.0741 10.2645 3.2038 2.3281 1.5258 0.8310

Random
Forest

bonding strength 0.0788 0.8698 0.9077 0.7370 0.8521 0.8733

surface roughness Ra 0.0678 0.1609 0.3955 0.3185 0.5613 0.4310
Rmax 0.0806 11.1156 3.0732 2.6126 1.5666 0.5338

Tables 8 and 9 show the comparison of the errors of the predicted values of the BP
and CPA-BP algorithms on the basis of Tables 5–7. The actual values are very close to
the predicted values, and the errors are mostly below 1. It can be seen that the CPA-BP
algorithm used in this paper has high accuracy in predicting the bond strength of plywood,
and the errors between the predicted and the measured values are very small.

Table 10 shows the performance evaluation results of the three models, that’s the
BP, CPA-BP, and random forest algorithms. From Table 10, it can be seen that in terms
of surface bond strength, the MAE value of the BP prediction model is 0.7380, the MSE
value is 1.3074, the R2 value is 0.8961, and the MAPE value is 0.0765. The MAE value
of the random forest algorithm is 0.7370, the MSE value is 0.8698, the R2 value is 0.8733,
and the MAPE value is 0.0788. In contrast, the CPA-BP neural network algorithm yielded
MSE values of 0.2885, MAE values of 0.3989, R2 values of 0.9771, and MAPE values of
0.0418. The results indicate that the CPA-BP algorithm is sufficiently accurate and reliable
in predicting the bonding performance of wood exposed to different environments, facing
different processing conditions, and different types of wood. In addition, the algorithm
optimized by CPA is somewhat more accurate than the conventional BP neural network
algorithm.

The two parameters, Ra and Rmax, are predicted separately in terms of surface
roughness; Ra represents the mean value, and Rmax represents the maximum value. the
MAE values of the BP prediction model are 0.324 and 2.9131, and R2 is 0.90375 and 0.62626.
The MAE values of the random forest algorithm are 0.3185 and 2.6126, and the R2 values
are 0.4310 and 0.5338. The MAE values under the CPA-BP neural network algorithm were
0.2696 and 2.3281, and the R2 values were 0.9340 and 0.8310. The results showed that the
CPA-BP algorithm was significantly better than the traditional BP neural network and
random forest algorithms in predicting the surface roughness of wood exposed to different
environments, faced with different processing conditions and different types of wood, with
more accurate prediction accuracy.

In Table 10, it can be clearly seen that the prediction performance of random forest is
highly related to the data structure, and if there are some special data, it will seriously affect
the accuracy of its prediction. The difference between the highest prediction accuracy and
the lowest prediction accuracy reaches 44%, which indicates that the prediction performance
of the traditional random forest algorithm is very unstable. Compared with the improved
BP neural network algorithm of CPA, it can be observed at a glance which is better or
worse.

From Figure 3a,b, it can be seen that the BP model is the validation set that reaches
the best performance at the 37th iteration, while the CPA-BP model reaches the best
performance at the 9th iteration. It can be seen that the BP model has a total of 43 iterations
and the CPA improved model has 15 iterations.
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From Figure 4a,b, it can be seen that in predicting the average value of surface rough-
ness, the BP model achieves the best performance at the 15th iteration; the CPA-BP model
achieves the best performance at the 7th iteration. It can be seen that the BP model has a
total of 21 iterations and the CPA improved model has 13 iterations.
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From Figure 5a,b, it can be seen that the BP model validation set reaches the best
performance at the 11th iteration, while the CPA-BP model reaches the best performance at
the 3rd iteration. It can be seen that the BP model has a total of 17 iterations and the CPA
improved model has 9 iterations, which shows that CPA-BP has a faster convergence rate
and can save iteration time.
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Figure 7. (a,b) are two graphs showing the relationship between the training set, the validation set,
and the test set predicted value and the actual value when the BP and CPA-BP model predicts the
surface roughness (Ra) of plywood.

Forests 2022, 13, x FOR PEER REVIEW 21 of 27 
 

 

  
(a) (b) 

Figure 8. (a,b) are two graphs showing the relationship between the training set, the validation set, 
and the test set predicted value and the actual value when the BP and CPA-BP model predicts the 
surface roughness (Rmax) of plywood. 

The coefficient of determination R2 between the measured and predicted values is an 
important indicator to test the validity of a predictive model. It generally ranges from 0 to 
1. The closer the R2 is to 1, the higher the prediction accuracy of the model. In general, the 
best measure of linear regression is R2. As can be seen from the figure, the R2 of the model 
is 8.1% greater than BP on the test set, training set, and validation set when predicting 
surface bond strength using the CPA-BP algorithm, while the prediction of surface 
roughness is increased by a maximum of 20.4% in prediction accuracy. In this paper, the 
R2 values obtained using the CPA-BP algorithm are all very close to 1, indicating 
superiority over the conventional BP neural network model. 

The blue line is the actual measured value, and the red line is the predicted value. 
Figures 9 and 10 show the comparison results between the predicted and actual measured 
values of bond strength by CPA-BP and BP, respectively, and it can be clearly seen that 
the prediction accuracy of CPA-BP is significantly better than that of BP. 

 

Figure 8. (a,b) are two graphs showing the relationship between the training set, the validation set,
and the test set predicted value and the actual value when the BP and CPA-BP model predicts the
surface roughness (Rmax) of plywood.

The coefficient of determination R2 between the measured and predicted values is an
important indicator to test the validity of a predictive model. It generally ranges from 0 to 1.
The closer the R2 is to 1, the higher the prediction accuracy of the model. In general, the best
measure of linear regression is R2. As can be seen from the figure, the R2 of the model is
8.1% greater than BP on the test set, training set, and validation set when predicting surface
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bond strength using the CPA-BP algorithm, while the prediction of surface roughness is
increased by a maximum of 20.4% in prediction accuracy. In this paper, the R2 values
obtained using the CPA-BP algorithm are all very close to 1, indicating superiority over the
conventional BP neural network model.

The blue line is the actual measured value, and the red line is the predicted value.
Figures 9 and 10 show the comparison results between the predicted and actual measured
values of bond strength by CPA-BP and BP, respectively, and it can be clearly seen that the
prediction accuracy of CPA-BP is significantly better than that of BP.
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As can be seen from Figure 11, the error curve of the prediction results of CPA-BP
is much flatter than that of the BP model. The smaller error proves the usability of the
CPA-BP model in predicting the bond strength and also shows that the model can be used
to predict the bond strength of plywood.
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Figure 11. It is a comparison diagram of the prediction error of the BP neural network model and the
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Figures 12 and 13 clearly show that the prediction accuracy of CPA-BP is significantly
better than BP, and the prediction results of BP neural network in both sets of data have a
large error.
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Figure 13. The comparison between the actual value of the surface roughness (Rmax) and the
predicted value of the BP (a) and the CPA-BP (b) model is shown in Figure 13.

As can be seen in Figure 14, the error curve of CPA-BP for the prediction of surface
roughness is much flatter than that of the BP model. The smaller error proves that the
CPA-BP model has a great optimization effect. It can also further prove that the prediction
accuracy of CPA-BP is more accurate.
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Figure 14. The comparison diagram of the prediction error of the BP neural network model and the
CPA-BP model for the surface roughness (Ra (a) and Rmax (b)) of plywood.

Since the traditional random forest algorithm can only have one predicted output
value, the prediction result of the scotch pine tree species is selected here as a representative
for analysis (the prediction results of other tree species are shown in the Supplementary
File).

From Figures 15 and 16, it can be observed intuitively that the random forest prediction
results are not very satisfactory, especially in the part of the test set where the error is large,
and in connection with Table 10 mentioned above, it can be found that the performance of
the model is unsatisfactory.
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4. Discussion

• The four variables of feed rate, wood species, heat treatment time, and heat treatment
temperature were varied to varying degrees in this paper. The bond strength values
of the two adhesives, PVAc and MUF, were predicted according to varying degrees
of changes in different variables. It can be seen from Table 1 that with the increase
in temperature, the bonding strength of the PVAc and MUF adhesives gradually
decreases, and the value of the PVAc bonding strength decreases significantly between
different tree species. Therefore, the CPA-BP model can be used as an efficient method
to predict the optimal bond strength of different wood species processed and heat
treated under different conditions. Miao SU et al. [21] used an artificial neural network
to predict surface-embedded fibers to enhance the bond strength between CFRP and
concrete. The established BPNN model has a coefficient of determination R2 of 0.957.
Julian D Olden et al. [22] used a Monte Carlo simulation to provide a comparison
of the results of different methods. Their paper showed that the average similarity
between the actual and predicted values obtained using this method was 0.92; Mário
R.F. Coelho et al. [23] proposed a DM model to predict the NSM FRP system, the bond
strength of which is more robust and accurate than the guide model, with a minimum
RMSE value of 8.6 and an R2 of 0.89. However, the CPA-BP algorithm used in this
paper has a better performance in the relationship between the actual value and the
predicted value. The coefficient of determination is 0.9771.

• The tree species of the wood is also an important factor affecting the glue strength.
Studies have shown that when the wood is glued with the same kind of adhesive, the
glue strength also increases proportionally with the density of the tree species. White
oak has the greatest bond strength of the four tree species mentioned in this article.
On the influence of the direction of wood grain, changing the direction of the fibers
on the surface of the plywood, the glued strength will also change accordingly. The
bonding strength of the two pieces of wood fiber is the highest when the direction of
the wood fibers is parallel, and the bonding strength is the lowest when the direction
of the two wood fibers is perpendicular. Ayhan Özçifçi et al. (2008) [24] mentioned in
their paper that beech wood has a high density, and its bond strength is better in the
tangential direction than in the radial direction. Among all the factors that affect the
bonding strength of wood, the relationship between the surface roughness and the
bonding strength is relatively complex, and parameters such as wood properties and
processing methods may affect the surface roughness, thereby affecting the bonding
effect. The bonding strength of the wood surface does not increase linearly with the
decrease in the surface roughness. The heat treatment of wood improves its elasticity
and mechanical properties, and it is a common process today to maintain the quality
of wood by changing its equilibrium moisture content, surface bond strength, surface
roughness, etc. In summary, predicting wood properties is relevant to improving
wood utilization [25].

5. Conclusions

• In this paper, a CPA-BP model was used to predict the bond strength and surface
roughness of four kinds of wood with feeding speed, heat treatment time, tempera-
ture, and adhesive type as input variables, and they were compared with the actual
measured values. The two prediction models used 64 and 56 sets of data, respectively,
and were divided into two training and test sets for predicting the bond strength and
surface roughness, respectively. The results showed that the optimized bond strength
prediction results using the CPA-BP model resulted in a 77.9% decrease in MSE value,
a 45.9% decrease in MAE value, a 45.35% decrease in MAPE value, and a 9% increase
in R2 value compared to the BP neural network, as well as an 11.9% increase in R2

compared to the random forest algorithm. The surface roughness prediction results
showed that the optimized MSE values decreased by up to 54.77%, MAE values de-
creased by 20.8%, MAPE values decreased by 12.2%, and R2 values increased by 39.4%;
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compared with the random forest algorithm, R2 increased by up to 55.6%. It can be
seen that the algorithm used in this paper has higher accuracy compared to the BP
algorithm.

• Combining with the data set used in this paper, there are four types of input, and
there is a complex linear relationship between the input and the output. The BP
neural network model optimized by CPA has also achieved ideal results in prediction.
According to the comparison between the predicted value and the measured value,
when the R2 between them is very close to 1, the various error values and MAPE, that
is, the average error percentage, are very low. These values illustrate the accuracy
and applicability of the CPA-BP algorithm. Compared with the traditional BP neural
network model, the algorithm used in this paper is closer to the actual measured value.

• When heat-treating wood, the bond strength values were higher with the PVAc binder
under the same tree species and white oak with the same binder. When other condi-
tions are the same, the adhesion performance will gradually decrease with the increase
in temperature, among which, the decrease in PVAc is more obvious than that of MUF.
When the other conditions are the same, its bond strength is better in the tangential
direction than in the radial direction. However, the relationship between surface
roughness and wood glue strength is relatively complex.

• In future research, this model can be further optimized. It can be seen that although
the CPA-BP model is better than the BP neural network model in predicting the glue
strength and surface roughness of plywood, its effect can be better, especially on the
surface. In the roughness part, the coefficient of determination R2 of the model is 0.83,
and the weights and thresholds in the algorithm can be optimized again so that the
prediction results can be closer to the real value and the R2 is higher.
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