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Abstract: Rain spots on green plum are superficial micro-defects. Defect detection based on a two-
dimensional image is easily influenced by factors such as placement position and light and is prone to
misjudgment and omission, which are the main problems affecting the accuracy of defect screening
of green plum. In this paper, using computer vision technology, an improved structure from motion
(SFM) and patch-based multi-view stereo (PMVS) algorithm based on similar graph clustering and
graph matching is proposed to perform three-dimensional sparse and dense reconstruction of green
plums. The results show that, compared with the traditional algorithm, the running time of this
algorithm is lower, at only 26.55 s, and the mean values of camera optical center error and pose error
are 0.019 and 0.631, respectively. This method obtains a higher reconstruction accuracy to meet the
subsequent plum micro-defect detection requirements. Aiming at the dense point cloud model of
green plums, through point cloud preprocessing, the improved adaptive segmentation algorithm
based on the Lab color space realizes the effective segmentation of the point cloud of green plum
micro-defects. The experimental results show that the average running time of the improved adaptive
segmentation algorithm is 2.56 s, showing a faster segmentation speed and better effect than the
traditional K-means and K-means++ algorithms. After clustering the micro-defect point cloud, the
micro-defect information of green plums was extracted on the basis of random sample consensus
(RANSAC) plane fitting, which provides a theoretical model for further improving the accuracy of
sorting the appearance quality of green plums.

Keywords: green plum; SFM; 3D point cloud; point cloud segmentation; micro-defect detection

1. Introduction

Detecting the surface defects of small-sized fruits such as green plums, jujubes, and
nectarines on the basis of two-dimensional images is easily influenced by factors such
as image acquisition angle, light change, and lens distortion at present. It is sometimes
difficult to distinguish superficial micro-defects (rain spots, scars, pits, etc.), resulting
in misjudgment and omission when sorting fruit appearance quality, which is the main
problem affecting the accuracy of fruit defect screening. Janos et al. [1] took apples as
the research object, applied the particle filter algorithm for post-image processing, and
constructed a pixel-based PLS-DA model. The experimental results showed that the intact
recognition rate of apples was 100%, and the damage recognition rate was 98%. LÜ Q, Wang
J [2,3], and other scholars have carried out nondestructive testing based on two-dimensional
images for insect eyes and fine damage to kiwifruit and jujube. The experimental results
showed that the recognition rate of intact jujube samples was 98%, while that of pest
samples was only 94%. The recognition error of fine scratches on kiwifruit was 14.5%, and
the recognition rate of defective samples was much lower than that of intact samples. The
three-dimensional reconstruction technology can display the three-dimensional structure of
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small fruit in detail. For example, Wang et al. [4] used RGB-D technology based on Lab color
information to segment mango using the Otsu segmentation method, and estimated mango
size through depth information. Nguyen et al. [5] used RGB-D to collect 3D point cloud
data of apples, segmented them using the Euclidean clustering method, and transformed
them into two-dimensional images to realize the recognition of overlapping fruits. Wu [6]
used a 3D laser scanner to collect the point cloud information of four sides of jujube. After
preprocessing, such as point cloud filtering and outlier elimination, the point cloud model
of jujube was established. The volume and surface area of jujube were calculated using the
convex hull method, triangular grid method, and projection slice method. When using the
rich information contained in the three-dimensional dense point cloud to detect the micro-
defects on the surface of small fruit, the errors caused by the 2D image acquisition angle,
light change, and lens distortion can be avoided as far as possible, the three-dimensional
information of small fruit can be displayed in detail, and the detailed information of the
fruit surface can be extracted through point cloud segmentation. However, there is little
research on the detection of micro-defects on small fruit surfaces based on the 3D point
cloud reconstruction model at present. We tried to propose a feasible theoretical method to
build a 3D model and extract micro-defect information of a single green plum based on
multi-angle images, which provided a research basis for further improving the accuracy of
small fruit appearance quality sorting.

At present, 3D reconstruction technology has been widely used in the fields of dynamic
face verification, urban scene classification, forest environment detection, 3D measurement
of objects, etc. [7–10]. The SFM (structure from motion) algorithm is a three-dimensional
reconstruction algorithm that determines the spatial and geometric relationship of the
target by the movement of the camera shooting position. It is a very important algorithm
in the field of 3D reconstruction [11–13]. Gomez Monoso F et al. [14] used SFM technology
to accomplish 3D reconstruction, which overcame the overlapping errors under 2D image
recognition and achieved the highest classification accuracy of 98% for actual pedestrians,
billboards, printed advertisements, and posts. Gobbi B et al. [15] used SFM technology
to model forests in three dimensions and derive ecological indicators describing forest
conditions. Li S et al. [16] proposed a fast and integrated 3D reconstruction method for
small static objects using the laser scanning and SFM algorithm. Experimental results
showed that this method improves the speed, accuracy, completeness, and visual effect of
3D reconstruction of small objects. Yang Z et al. [17] obtained the key features of crop area
using the algorithm based on vegetation index and scale-invariant feature transform (SIFT)
matching. The comparison between the obtained phenotypic parameters and the manual
measurement results showed that the root-mean-square error (RMSE) values of the plant
height, leaf number, leaf length, and leaf angle were 1.82, 1.57, 2.43, and 4.7, respectively.
The measurement accuracy of each index was greater than 80%. This study provides
a convenient and fast method for extracting three-dimensional phenotypic parameters
of crops. At present, institutions and scholars have carried out relevant research on 3D
defect feature extraction, segmentation, and detection [18]. For example, Borsu V et al. [19]
used feature extraction and classification techniques to accurately locate the position and
deformation type of defects in the three-dimensional grid of the car body surface and
marked the deformation position. Experiments showed that the reliable marking of the
deformation area had sufficient accuracy. Tang P et al. [20] proposed three surface flatness
defect detection algorithms and applied the algorithms to two different scanners based on
the time of flight (TOF) and amplitude modulation continuous wave (AMCW) principles.
The results showed that the scanning distance and angular resolution greatly affect the
defect detection accuracy. Marani R et al. [21] proposed a three-dimensional reconstruction
system for high-precision surface defect detection, which identified surface defects of small
objects such as coins and drills, and solved the problem of occlusion. Experiments showed
that the system has high detection accuracy and can reach a resolution of 15 µm. The above
studies show that the detection method is accurate and effective, but there are few studies
on fruit surface micro-defect detection based on a 3D point cloud reconstruction model.
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The above research shows that the detection method is accurate and effective, but
the research on micro-defect detection of small fruit surfaces based on the 3D point cloud
reconstruction model is less. To solve the misjudgment and omission of micro-defect detec-
tion on the surface of small-sized fruits, such as green plums, caused by two-dimensional
image acquisition angle, light change, and lens distortion, the accuracy of sorting the
appearance quality of green plums was improved. In this paper, based on the multi-view
two-dimensional image sequence of green plums, an improved SFM and PMVS algorithm
based on similar graph clustering and graph matching is proposed to reconstruct the three-
dimensional sparse and dense reconstruction of fresh green plums. High reconstruction
accuracy is obtained to meet the requirements of subsequent green plum micro-defect (rain
spot) detection. On the basis of a dense point cloud model of green plum, an improved
adaptive segmentation algorithm based on Lab space is proposed to achieve the effective
segmentation of micro-defects on green plum. This method greatly reduces the running
time of the algorithm and obtains good segmentation results. Based on random sample
consensus (RANSAC), the rain spot defect information of greengage is extracted, which
provides a theoretical model for further improving the accuracy of the appearance quality
sorting of green plum.

2. Materials and Methods
2.1. Test Sample

In May 2022, 100 samples of green plums were purchased online from Yunnan
Province, China. The surface defects of green plums were diverse. According to the
severity, green plums were divided into five categories: rot (the highest severity), crack,
scar, rain spot, and intact. Among them, rot, crack, and scar were the most obvious, and the
rain spot defects had the characteristics of being dispersed, shallow, and small, as shown
in Figure 1. A typical rain spot defect of green plums was selected for multi-view image
sequence acquisition, which made the experimental samples representative.
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Figure 1. Classification of green plums samples: (a) decay; (b) scar; (c) crack; (d) spot; (e) intact.

2.2. Experimental Platform

The research adopted a self-built green plum image acquisition device platform, as
shown in Figure 2; the test device consisted of an industrial camera, rotary table, light
source, black box, etc. The camera was an MV-EM510 C industrial camera with a 4.0 mm
focal length lens. The pixel size of the camera was 3.45 µm × 2.2 µm, the frame rate was
15 frames per second, and the exposure time was 30–5,000,000 µs. The camera was fixed to
the dark box frame through a clamp, horizontally facing the center of the rotary table, and
it was about 150 mm away from the measured object. The light source used two LED lights.
The rotary table speed was 60 s per circle, and the rotation angle was 360◦. In the center
of the rotary table, a steel needle, painted white, with a length of 50 mm, was fixed. The
system was connected to a computer via Ethernet.

2.3. Imaging

Zhang Zhengyou’s calibration method [22] was used to calibrate the camera. This
method has the characteristics of simple operation and high precision. When collecting
images, uniform illumination and sufficient light should be ensured. Through the pre-
liminary test, it was found that when collecting the information on a single green plum,
due to the monochromatic and limited shape features of the green plums, the number of
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feature points detected was scarce, and the effect of the SFM algorithm reconstruction in
the later period was extremely poor with potential for failure. By adding a feature-rich
calibration plate, the reconstruction effect was the best. Operation involved the use of a
soft trigger, along with timer control, which was placed in the black box whiteboard to
reduce the interference of complex environments. The distance between the lens and the
green plums was 150 mm, and the height of the main optical axis was 200 mm. During
the image acquisition, the fruit pedicle of the green plum sample was first inserted into
the steel needle tip, the rotation was started, the light source and the focal length were
adjusted, and when the sample was clearly displayed in front of the camera, it was started
to work. The acquisition interval angle was set to 10◦, the angle range was 0–360◦, and the
speed of rotary table was 30 s/r. The external MCU was used to send a pulse signal with a
frequency of 1.2 Hz to trigger the camera to collect images, and the current frame data was
saved in the camera buffer. Figure 3 shows a set of 36 rain spot green plum images taken
from multiple angles. Each image was 3840 × 2160 pixels, and the image storage format
was JPG.
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1. Dark box; 2. plum sample; 3. light source; 4. camera light source bracket; 5. camera; 6. rotary table;
7. calibration board; 8. steel needle.

2.4. Computing Environment

The hardware used was as follows: Win10 64 bit, i7 8750H 2.20 GHz CPU, 32 GB
memory, NVIDIA GTX1070 GPU, and 8 G graphics. The software used was as follows:
the OpenMVG platform was used to build the SFM framework, Ncut was used to realize
the clustering of similar images, and Ceres Slover library was used to optimize the bundle
adjustment. The point cloud processing and segmentation were completed by the large
cross-platform open-source C++ point cloud library (PCL) under Microsoft Visual Studio
and Robot Operating System. The effects were manually visualized with MeshLab and
Cloud compare software.
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Figure 3. Set of 36 multi-angle rain spot plum images.

3. The 3D Point Cloud Information Construction of Plum

The multi-view images of green plum cause an inconspicuous disparity between im-
ages and high information repeatability because of the small scene. The coarse matching of
features in traditional SFM reconstruction can cause a large number of repeated matches. It
is necessary to eliminate and optimize the mismatching points, resulting in a long running
time. Aiming at the low-parallax characteristics of the image dataset, this paper conducted
similar graph clustering using the Fisher vector, as well as reduced some repetitive and
unnecessary matching processes via parallel computing of intraclass matching and in-
terclass fusion. On this basis, the dense reconstruction method was used to obtain the
three-dimensional point cloud model of green plum. In this paper, the traditional incre-
mental SFM 3D point cloud reconstruction framework was improved, and the improved
3D reconstruction algorithm framework is shown in Figure 4.

After the feature points were detected using the SIFT operator, similarity graph clus-
tering and graph matching were used. Firstly, the similarity was determined by Fisher
vector coding to classify the images; then, the matching graph was generated in each image
class, and the image sequence trajectory was constructed. According to the matching graph
results, the appropriate initialization image pairs were selected, and the global optimal
camera pose parameters were found under the iterative optimization of distributed bundle
adjustment. Then, the feature points were triangulated to obtain the sparse model of
the three-dimensional point cloud, and the PMVS [23–25] algorithm was used for dense
reconstruction, thereby improving the efficiency of the three-dimensional reconstruction
process of plum from coarse to fine, as well as reducing the running time of the algorithm
and the memory occupied by the computer during operation.
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3.1. The 3D Reconstruction of Plum Based on Similarity Graph Clustering
3.1.1. Transformer Module

Using computer vision technology to reconstruct the three-dimensional reconstruction
of green plums, it is necessary to obtain green plum images with different angles and
continuous sequences. The key points on each image are called feature points. Image
feature point detection is one of the cores of image processing. In this paper, SIFT was
used to detect the feature points of the image. One green plum image was represented
as a 128-dimensional feature vector set by the SIFT algorithm. The feature description
algorithm mainly includes scale space pole detection, key point precise positioning, key
point direction determination, and feature vector generation.

After using the SIFT operator to detect feature points and calculate feature descriptions,
this paper used similarity judgment to divide the atlas before constructing matching. Using
the distance between Fisher vectors to judge similarity can obtain higher efficiency and
better results [26]. The set of SIFT features X = {x1, x2 · · · , xT} was extracted from the
image, the number of feature points extracted from different pictures was not the same,
and the length of the feature vectors was different. It is necessary to raise the dimensions
to form a 128-dimensional SIFT feature vector and eliminate the impact of light changes
through normalization. Therefore, the similarity judgment measure of key points in two
images can be carried out in a unified form. Since the feature points are independent of
each other and obey the Gaussian distribution, the likelihood function can be defined by
Equations (1)–(3).

L(X|λ ) = log P(X|λ ) =
T

∑
t=1

log P(xt|λ ) (1)

Here, P(xt|λ ) is a weighted mixture of K Gaussian distributions.

P(xt|λ ) =
K

∑
i=1

wiPi(xt|λ ) (2)
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The partial derivative of the likelihood function is calculated as a function of the
weight wi, mean µi, and variance σi, and then normalized to the Fisher vector.

ΦX =

[
f−1/2
wi

∂L(X|λ )

∂wi
, f−1/2

µd
i

∂L(X|λ )

∂µd
i

, f−1/2
σd

i

∂L(X|λ )

∂σd
i

]
(3)

A smaller Fisher distance results in a higher similarity of the two images. Accordingly,
a similarity graph Ci = (vi, εi) is constructed, where εi represents the weight of the con-
nection edge between the image pairs, which is obtained by the difference between the
global extremum of Fisher distance and the distance of the image pair vi, so as to obtain
the positive correlation between the weight size and the similarity size [27]. By using the
multi-cluster image clustering method to construct similar image clustering [28], the bad
matching pairs can be detected by loop consistency to avoid the cumulative error caused
by the wrong matching hidden in the long path [29].

{Ck|Ck = (vk, εk)} (4)

When constructing an image cluster using Equation (4), two constraints need to
be satisfied:

(a) The number of images |vi| in each image cluster must not be higher than the upper
bound ∆up = 12;

(b) Associated images between image clusters must have an overlap rate εk ≥ 0.7.

3.1.2. Incremental SFM Sparse Reconstruction

The incremental motion recovery structure was obtained for each image class and its
matching map based on similarity, which mainly included (1) calculating the fundamental
matrix, (2) merging tracks, (3) finding the initial image pair, (4) calculating the camera
pose and triangulating the coordinates, and (5) minimizing the reprojection error. The
computation was repeated using distributed beam method parity to obtain more 3D points
and globally better camera poses t, R. The loop was iterated to achieve an incremental
motion recovery structure until all images in the trajectory were processed. The minimum
spanning tree was used to fuse t and R corresponding to different image classes so as to
obtain the global sparse reconstruction results of green plum.

3.1.3. Dense Point Cloud Reconstruction

In order to meet the subsequent analysis of the bruise point cloud data and the re-
quirements of segmenting defects, the information needs to be thickened; the 3D thickened
point cloud model was obtained using the face slice-based PMVS algorithm. Each feature
point in the sparse point cloud was projected onto the source image, and then the geometric
information of that feature point was diffused to the surrounding area; the points that were
repeatedly diffused were screened out by consistency comparison.

3.2. Green Plum Point Cloud Reconstruction Results and Analysis
3.2.1. Comparison of Feature Point Matching Results with Different Thresholds

SIFT was selected for feature point detection. The feature points were matched
according to the Euclidean distance of the descriptor between the two feature points. The
matching point pairs with the shortest distance and the ratio of the nearest distance to the
second nearest distance less than the set threshold H were selected. The number of matches
should be moderate. A large number of matches would result in a longer computation time
and larger reconstruction error, while a small number would result in poor model accuracy.
The error rate of matching should be as small as possible so that the error rate of matching
pairs with different threshold values H can be compared and the best threshold value H
can be selected. By comparison, it was found from Table 1 that a threshold value of 0.7 gave
the best results for all indicators combined.
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Table 1. Feature point matching results for different thresholds.

Thresholds Time (s) Points Error Points Error Rate

0.5 9.52 88 1 1.14
0.6 9.88 106 5 4.72
0.7 10.06 159 8 5.03
0.8 12.92 272 25 9.19
0.9 18.67 506 70 13.83

3.2.2. Comparison of the Results of Different SFM Reconstruction Algorithms

In order to verify the improved algorithm proposed in this paper, the green plum image
sequences (36 images) acquired above were input into Bundler [30], Visual SFM [31,32],
and the improved algorithm proposed in this paper, and the total running time Ttotal of
the algorithm, the mean value of camera range error RE, and the mean value of camera
pose error PE were taken as the experimental indices for the evaluation of efficiency and
accuracy. According to Section 3.1.1, ∆up = 12, εk ≥ 0.7, the experimental results are shown
in Table 2. From the experimental results, it can be seen that the algorithm proposed in this
paper had the lowest running time and the best results in terms of PE and RE.

Table 2. Experimental results of different SFM reconstruction algorithms.

Algorithm Images Ttotal Range Error RE Pose Error PE

Bundler 36 76.32 0.035 0.973
Visual SFM 36 38.93 0.021 0.692

Baseline Version of OpenMVG 36 35.37 0.022 0.675
Proposed Approach 36 26.55 0.019 0.631

3.2.3. Comparison of the Results of Different SFM Reconstruction Algorithms

Using the modified SFM sparse reconstruction, the reconstruction result was obtained,
as shown in Figure 5b. Using the PMVS algorithm, the results of the dense reconstruction
were as shown in Figure 5c. A featurerich calibration plate was added to make sure that the
reconstruction effect was the best. Comparison of sparse and dense reconstructed models
of the green plum point cloud is shown in Table 3.
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Table 3. Comparison of sparse and dense reconstructed models of the green plum point cloud.

Model Time (s) Data Size (MB) Points

Sparse point cloud reconstruction 37 8.32 221,405
Dense point cloud reconstruction 125 70.51 2,000,692
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4. Adaptive Segmentation of Green Plum Micro-Defect (Rain Spot) Detection Based
on Dense Point Cloud

In this paper, the point cloud was preprocessed to remove the background and other
interference areas, an improved adaptive segmentation method based on the Lab color
space was used to achieve effective segmentation and clustering of the green plum rain
spot point cloud, and the defect information of the green plum rain spot was extracted on
the basis of RANSAC plane fitting. The details are shown in Figure 6.
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Figure 6. Block schematic of the detection of micro defects in green plums.

4.1. Point Cloud Preprocessing

In order to extract the green plum point cloud, the point cloud was first converted from
the RGB color space to the Lab color space, which is more in line with the human visual
senses. Due to the influence of the experimental light environment, the color intensity value
of the reconstructed point cloud fluctuated greatly. The distributions of the background
point cloud and the green plum point cloud in RGB color space is shown in Figure 7a.
The distributions of the background point cloud and the green plum point cloud in Lab
color space is shown in Figure 7b. There was a large overlap area between the two. It was
impossible to accurately distinguish the two using threshold segmentation based on color
features alone.
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Figure 7. Distribution of plum and background point cloud in different color space. (a) The distri-
butions of the background point cloud and the green plum point cloud in RGB color space. (b) The
distributions of the background point cloud and the green plum point cloud in Lab color space.

The support vector machine (SVM) was used as the binary classifier, and the RBF radial
basis function was selected as the kernel function to deal with the nonlinear situation, which
has appropriate hyperplane parameters that can be adjusted more simply and quickly than
the polynomial kernel function. The normalized data matrix was used as the input data of
the SVM model, and the point categories were used as the output data of the SVM model.
The training and test results are shown in Table 4.
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Table 4. Comparison of point cloud data classification results.

Color Space
Training Set Test Set

Accuracy Background
Error

Green Plums
Error Accuracy Background

Error
Green Plums

Error

Lab 98.7% 0.01% 2.4% 99.4% 0.0% 1.3%
RGB 99.7% 0.1% 0.7% 98.6% 0.0% 2.9%

In the training set, the classification accuracy of SVM in the RGB color space was
99.7%, while the classification accuracy in the Lab color space was 98.7%; better results
were obtained in the RGB color space. However, in the test set, the classification accuracy
in the RGB space was 99.16%, and the classification accuracy in the Lab color space was
99.4%. The results show that the conversion of RGB to Lab color space could obtain a wider
color gamut and more color performance. From the test results, it can be seen that the
misclassification points mainly focused on the misclassification of green plum points into
background points. In view of the rich color changes on the surface of green plum, the
Lab color space had a higher generalization ability than RGB. The results before and after
background segmentation are shown in Figure 8 a,b.
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Figure 8. Before and after green plum background segmentation. (a) The results before background
segmentation. (b) The results after background segmentation.

4.2. Rain Spot Defect Information Extraction

An improved adaptive segmentation algorithm based on the Lab color space is pro-
posed to effectively segment the point clouds of rain spot defects of green plum. In order
to avoid the initial clustering center randomly selected by the K-means algorithm being
too close, this paper iteratively obtained the global initial clustering center by improving
the maximum and minimum distance method. Firstly, two initial data points with the
farthest distance were selected; however, the traditional maximum and minimum distance
method needed to traverse the Euclidean distance between each point in the dataset X(n),
and then the two points with the largest distance were selected as the initial clustering
center points [33,34]. In this paper, two methods with time complexity O(N2) were used to
determine the largest initial point.

Through the global initial clustering center determined by the Davies–Bouldin index
(DBI), the pixels on the surface of the green plum were classified to realize the segmentation
of the rain spot defect. The DBI uses interclass distance and intraclass dispersion, i.e., the
ratio of the sum of intra-cluster distance to the sum of inter-cluster distance [35,36].

(1) Plane fitting based on RANSAC

RANSAC was used to perform plane fitting on each cluster class clustered by defects
of rain spots, and the number of iterations k and error tolerance range diserror were set.
The number of iterations is responsible for ensuring that the RANSAC algorithm can
perform enough epochs to find the best model estimation, and the error tolerance range
indicates that the points are allowed to be distributed within the range of distances from
the prediction model [37–40].
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Two parameters, iteration number k and error tolerance range diserror, are determined
by control variables. According to the comprehensive analysis of segmentation accuracy,
completeness, and segmentation quality, the optimal error tolerance threshold of the
model was 0.007. Under the condition of a threshold of 0.007, the iteration rounds were
compressed, and it was determined that the parameters stabilized when the iteration
rounds reached eight times. After iterative optimization, RANSAC was applied to perform
plane fitting on each cluster of rain spots, as shown in Figure 9a,b and the point clouds
corresponding to the cluster were projected onto the plane along the normal direction, as
shown in Figure 9c,d.
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Figure 9. Plane fitting based on RANSAC. (a,b) Plane fitting on each cluster of two different rain
spots. (c,d) The cluster were projected onto the plane along the normal direction.

The point clouds were decentered and rotated to the XOY plane, as shown in Figure 10a,b.
The experimental results show that the average error of the Z-axis coordinate of the point
cloud rotated to the XOY plane was 0.0152, which meets the actual needs.
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Figure 10. Point clouds translation to the XOY plane by decentralization and rotation. (a,b) The
different point clouds were decentered and rotated to the XOY plane.

(2) Green Plum Rain Spot Defect Roundness and Area

The shape of rain spot defects was usually a small circular patch, while cracks and
damage defects were irregular. In order to prevent other types of defects from being
extracted, screening is needed. In this paper, the B-spline interpolation method was used
to fit the polygon. According to the definition of “roundness”, a positive circle is 1; the
closer the contour value is to 1, the closer the contour is to the circle. The curve contour was
transformed into a sampling point, the sampling density was set, and the distance between
the sampling points was calculated to approximate the length of the curve. The triangular
area of all sampling points was calculated using the Helen formula and combined to obtain
the total curve contour area.
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4.3. Extraction Results and Analysis of Plum Rain Spot Defect Information

(1) Adaptive segmentation results and analysis of plum rain spots

The improved adaptive segmentation algorithm was compared with the traditional
K−means and K−means++ [41,42] algorithms. The average running time of the improved
adaptive segmentation algorithm was 2.56 s, while the average running time of the tra-
ditional K−means and K−means++ algorithm was 6.91 s and 4.06 s. The segmentation
comparison result is shown in Figure 11, where the red area denotes the segmented rain
spot defect. The algorithm effectively improved the adaptability of segmentation, reduced
the number of subsequent iterations of the K−means algorithm, and greatly reduced the
computational complexity of the algorithm. Therefore, the improved adaptive segmen-
tation algorithm showed faster segmentation speed and better results. The clustering of
rain spot defect point clouds by Euclidean clustering provided a basis for extracting the
information of rain spot defects. Different colors represented different color channels, and
the red box area was the part of defect segmentation error. The clustering result is shown
in Figure 12.
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Figure 12. Plum rain spot clustering result. (a) 3D point cloud; (b) Primitive european clustering
(c) European clustering through different color channels.

(2) Comparison of different bar curve fitting results

The point cloud contour points were extracted, and the polygon was fitted using the
B-spline interpolation method. The micro-defect fitting results of different curve control
points and curve orders were compared, as shown in Figure 13. It can be seen that when
the number of curve control points was 10 and the order of the spline curve was 3, the
fitted curve was best.
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(3) Comparison of green plum rain spot defect area calculation results

After segmentation, extraction, and fitting of three-dimensional rain spot defects, the
triangular area of all sampling points was calculated in turn, and the total curve contour
area was obtained by merging. During the experiment, the same sample parameter values
were measured three times; the mean value was taken as the final manual measurement
result of the sample and compared with the surface area obtained by the three-dimensional
rain spot defect segmentation and extraction calculation. The experimental results show
that with the increase in sampling point density, the relative error gradually decreased.
When the sampling density was 80, it reached the optimal value, and the relative error
did not change with the subsequent increase in sampling density. The results are shown
in Table 5.

Table 5. Comparison of green plum rain spot defect area calculation results.

Sampling
Density

Circumference
(mm)

Area
(mm2) Roundness Actual Area

(mm2)
Relative

Error

1 8.5585 5.2399 0.8989

6.0137

0.1289
5 8.9922 5.9295 0.9215 0.0143

10 9.0122 5.9664 0.9231 0.0081
20 9.0160 5.9735 0.9234 0.0069
40 9.0169 5.9750 0.9235 0.0067
80 9.0170 5.9754 0.9235 0.0066
100 9.0171 5.9754 0.9235 0.0066
120 9.0171 5.9755 0.9235 0.0066

5. Conclusions

(1) Aiming at the point cloud reconstruction of green plums, a multi-view two-
dimensional image sequence of green plums was obtained using the established image
acquisition device platform. An improved in-motion recovery SFM and PMVS algorithm
based on similar graph clustering and graph matching was proposed to reconstruct the
three-dimensional sparse and dense reconstruction of the green plums. Compared with the
traditional algorithm, the running time of the algorithm was lower, at only 26.55 s, and the
camera optical center error mean and pose error mean were also the smallest, at 0.019 and
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0.631, respectively. A high reconstruction accuracy was obtained to meet the subsequent
green plum micro-defect (rain spot) detection requirements.

(2) For the detection of green plum micro-defects (rain spots), an improved adaptive
segmentation algorithm based on the Lab color space was proposed for the dense point
cloud model of green plums to realize the effective segmentation of green plum micro-
defects (rain spots). The experimental results show that the average running time of the
improved adaptive segmentation algorithm was 2.56 s, while the average running time of
the traditional K-means and K-means++ algorithm was 6.91 s and 4.06 s. It represented a
faster segmentation speed and better effect than the traditional K-means and K-means++
algorithms. After the segmentation and clustering of the micro-defect point cloud, the
micro-defect (rain spot) information of green plums was extracted on the basis of random
sampling consistency plane fitting, thus providing a theoretical model for further improving
the accuracy of appearance quality sorting of green plums.

(3) Shortcomings: misjudgment of micro-defect detection on the surface of small fruits
such as green plum caused by 2D image acquisition angle, light change, lens distortion,
etc. In view of the above problems, we tried to propose a feasible theoretical method to
build a 3D model and extract micro-defect information of a single green plum based on
multi-angle images, and the model performance basically met the requirements, but it
took a long time. Based on the above research foundation, the reconstruction algorithm,
image processing, and other aspects will be optimized to further reduce the time under
the condition of meeting the requirements of detection accuracy. It is also possible to
carry out 3D reconstruction and micro-defect detection of the green plum sample group
so as to further improve the detection efficiency and provide reference for the actual
sampling application.
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