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Abstract: We propose an adaptive joint pre- and post-compensation to correct the filtering effects
caused by cascading reconfigurable optical add drop multiplexers (ROADMs). The improvement
is achieved without using additional hardware (HW) on the link or within the signal processor
in the transponders. Using Monte Carlo simulations, the gradient-descent based method shows
an improvement of 0.6 dB and 1.1 dB in the required optical signal-to-noise ratio (R-OSNR) at the
threshold pre-decoder bit error rate (BER) of 0.02 versus pre-compensation only in the linear and
nonlinear operating region of fiber respectively. We experimentally verified the method with lab
measurements in the presence of heavy filtering and optical impairments. We observed a gain up
to ~0.4 dB compared to typically used pre-compensation only. Additionally, other tangible system
benefits of our method are listed and discussed.

Keywords: optical communications; filtering effects; long-haul; pre-emphasis; coherent communications;
joint-optimization

1. Introduction

The deployment of optical switches, such as reconfigurable optical add drop multiplexing
(ROADM), was a key milestone in enabling all-optical transmission, as illustrated in Figure 1a,
from source to destination in a dense wavelength division multiplexing (DWDM) network. They offer
great advantages for service providers such as simplification of network planning and provisioning,
reduction in infrastructure cost and lower power consumption (no electrical to optical, and vice-versa,
conversion required). Each optical link is split into sections called spans. The latter is characterized by
the position of ROADM nodes. The length of fiber per span is in the range of 80 to 160 km depending on
the amplification technology used [1]. With flexibility being a requirement in current and future optical
networks, ROADMs, which are made using Liquid-Crystal on Silicon (LCOS) [2] or Micro-Electro
Mechanical Systems (MEMS) [3] with optical switch fabric, allow control to be done per wavelength
both in terms of routing and attenuation. “Broadcast and Select” and “Route and Select” are two main
switching architectures based on ROADMs discussed in [4].

Future Internet 2020, 12, 21; doi:10.3390/fi12020021 www.mdpi.com/journal/futureinternet

http://www.mdpi.com/journal/futureinternet
http://www.mdpi.com
http://dx.doi.org/10.3390/fi12020021
http://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/1999-5903/12/2/21?type=check_update&version=2


Future Internet 2020, 12, 21 2 of 18
Future Internet 2020, 12, 21 2 of 18 

 

 

Figure 1. (a) ROADMs (reconfigurable optical add drop multiplexings) in typical networks 
configuration. (b) Signal with root-raised cosine (RRC) pulse shaping, as well, the two models used 
in simulation/experiment showing reduction in bandwidth due to cascaded 50 GHz ROADMs. 

ROADMs, acting like filters with limited passband bandwidth, are critical limitations in fixed-
grid optical networks [5]. They introduce colored noise to the signal while affecting both the 
amplitude and the phase of the propagated stream of optical pulses. The system impact of 
concatenated filtering on 28 Gigabaud (Gbaud), using dual-polarization (DP) 8QAM constellation, 
was discussed in [6]. Both passband bandwidth-narrowing and ripples are discussed in [7]. As the 
signal travels from the source to destination on an all-optical link, the aforementioned effects 
accumulated the signal passes through a series of cascaded ROADMs. This introduces dispersion and 
spectral clipping which are impairments that lead to performance degradation. Currently deployed 
ROADMs have fixed-bandwidths of 50 and 100 GHz per wavelength. Deployment of next-generation 
flexible-bandwidth, enabling flex-grid networks, with a granularity of 6.25 GHz is under-way [8]. 
Temperature also impacts the frequency response of the Electro-Optics (EO) at the transmitter and 
receiver which, along with the effects of the ROADMS, causes an overall filtering effect that must be 
compensated for to minimize SNR penalty. To compensate for the filtering frequency-dependent loss, 
as illustrated in Figure 1b, the authors of [9,10] discussed applying a pre-compensation at the Tx of a 
10G optical transponder. It is assumed that the transfer function (TF) of the channel is measured and 
available to use. In [11,12], authors studied the impact of pre-compensation, using finite impulse 
response (FIR) filters at the digital to analog converter (DAC), of the narrowing of bandwidth due to 
gridless ROADMs. The method assumes the knowledge of the number of ROADMs in the link and 
the center frequency offset. In [13], the authors introduced new hardware (HW) block, a trellis 
decoder, at the end of the Rx processing chain. The solution requires extra processing and cause 
higher power consumption. In [14], the authors suggested using external optical wave-shapers at the 
edge of the DWDM link. The concept is similar to the Dispersion Slope Compensation module, 
described in [15], that deals with compensating for chromatic dispersion per span along the link. 
However, besides the cost, maintenance and power consumption of new modules in link, the shapers 
have to be programmed for initial deployment. which makes network planning more burden but will 
lack continuous track of changes in transferring frequency response due to temperature or drift in 
center frequency when MEMS’ mirrors ages. In [16], time-domain hybrid modulation is used to 
reduce the gap between the R-OSNR of regular M-QAM constellations, therefore provides flexible 
line-rate transmission. The authors presented super-symbols as a combination of 8QAM and 16QAM 
and showed that, as expected, hybrid modulations perform in between the two even when 
propagating through heavily filtered channels.  

In this paper, we present a new software-based method that uses existing HW blocks in a typical 
coherent Rx, to reduce the Required-OSNR (ROSNR) of an optical link in the presence of ROADMs 
filtering. The source of filtering in optical links is detailed in Section 2. The models used for the 
filtering and architecture of typical dual-polarization coherent Rx are illustrated in Section 3. In 
Section 4, we will show the mathematical derivation of the proposed gradient-descent based method. 

Figure 1. (a) ROADMs (reconfigurable optical add drop multiplexings) in typical networks
configuration. (b) Signal with root-raised cosine (RRC) pulse shaping, as well, the two models
used in simulation/experiment showing reduction in bandwidth due to cascaded 50 GHz ROADMs.

ROADMs, acting like filters with limited passband bandwidth, are critical limitations in
fixed-grid optical networks [5]. They introduce colored noise to the signal while affecting both
the amplitude and the phase of the propagated stream of optical pulses. The system impact of
concatenated filtering on 28 Gigabaud (Gbaud), using dual-polarization (DP) 8QAM constellation, was
discussed in [6]. Both passband bandwidth-narrowing and ripples are discussed in [7]. As the
signal travels from the source to destination on an all-optical link, the aforementioned effects
accumulated the signal passes through a series of cascaded ROADMs. This introduces dispersion and
spectral clipping which are impairments that lead to performance degradation. Currently deployed
ROADMs have fixed-bandwidths of 50 and 100 GHz per wavelength. Deployment of next-generation
flexible-bandwidth, enabling flex-grid networks, with a granularity of 6.25 GHz is under-way [8].
Temperature also impacts the frequency response of the Electro-Optics (EO) at the transmitter and
receiver which, along with the effects of the ROADMS, causes an overall filtering effect that must be
compensated for to minimize SNR penalty. To compensate for the filtering frequency-dependent loss,
as illustrated in Figure 1b, the authors of [9,10] discussed applying a pre-compensation at the Tx of
a 10G optical transponder. It is assumed that the transfer function (TF) of the channel is measured
and available to use. In [11,12], authors studied the impact of pre-compensation, using finite impulse
response (FIR) filters at the digital to analog converter (DAC), of the narrowing of bandwidth due
to gridless ROADMs. The method assumes the knowledge of the number of ROADMs in the link
and the center frequency offset. In [13], the authors introduced new hardware (HW) block, a trellis
decoder, at the end of the Rx processing chain. The solution requires extra processing and cause higher
power consumption. In [14], the authors suggested using external optical wave-shapers at the edge
of the DWDM link. The concept is similar to the Dispersion Slope Compensation module, described
in [15], that deals with compensating for chromatic dispersion per span along the link. However,
besides the cost, maintenance and power consumption of new modules in link, the shapers have to
be programmed for initial deployment. which makes network planning more burden but will lack
continuous track of changes in transferring frequency response due to temperature or drift in center
frequency when MEMS’ mirrors ages. In [16], time-domain hybrid modulation is used to reduce
the gap between the R-OSNR of regular M-QAM constellations, therefore provides flexible line-rate
transmission. The authors presented super-symbols as a combination of 8QAM and 16QAM and
showed that, as expected, hybrid modulations perform in between the two even when propagating
through heavily filtered channels.

In this paper, we present a new software-based method that uses existing HW blocks in a typical
coherent Rx, to reduce the Required-OSNR (ROSNR) of an optical link in the presence of ROADMs
filtering. The source of filtering in optical links is detailed in Section 2. The models used for the filtering
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and architecture of typical dual-polarization coherent Rx are illustrated in Section 3. In Section 4, we
will show the mathematical derivation of the proposed gradient-descent based method. The channel
model, simulation environments and results are described in Section 5. In Section 6, the method is
validated through a lab experiment. In Section 7, we discuss the feedback channel, present system
advantages of our method and compare simulation to a lab experiment.

2. Sources of Filtering in Optical Links

With fixed-grid switching elements, wavelength selective switches (WSSs) and channel mux/demux
(CMD), being built with different technologies, as well with diverse manufacturing variations and
a large number of suppliers [17]. Therefore, the predictability of the frequency response and center
frequency shift of the concatenation of all the filtering effects is a challenge. In [17], the distribution of
center frequency offset varies from the range of (−1, +1) to (−4, +4) GHz. As presented in [18], each WSS
port can be modeled as super-Gaussian and is specified by two parameters: (1) 3 dB frequency width
(σsg) and (2) order (n):

Ssg( f ) =
1

σsg
√

2π
exp [−(

f 2

2σ2
sg
)

n

]. (1)

While in [19], the characterization of 96 CMD instances built with arrayed-waveguide gratings
(AWG) technology, showed a variation of +/−5 GHz around channel nominal frequency. As well,
the insertion loss per port varies and alters the shape of the propagated waveform. For our simulations
and laboratory experiments, we got the frequency response of the aggregation of 18 commercial 50 GHz
fixed-grid WSSs and one set of worst-case Multiplexer (Mux)/Demultiplexer (Demux) of a 50 GHz
fixed grid CMD. The responses, showed in Figure 1b, include some ripples in the passband. The phase
response was ignored for two reasons: one is that the concatenation of filters causes a reduction in
the phase ripple variance (based on our observation and, that can be explained with the law of large
numbers), second is that the adaptive filter at the receiver can correct for phase disturbance with
no penalty.

3. Adaptive Filtering in Coherent Receivers

In Figure 2, we illustrate the typical blocks in a coherent transponder. In the Tx, data streams
are encoded then filtered with a static filter (CD EQ_x/y). The static filter is used for pulse shaping
to reduce intersymbol interference and for dispersion pre-compensation. It is shown in [20] that
splitting the dispersion compensation between Tx and Rx improves performance in the presence
of nonlinearity, such as in long-haul propagation. Tx/Rx Firmware (FW) blocks, shown in Figure 2,
represent the software-based routines used to provision/control the digital (such as update filters
coefficients and provide telemetry information to the higher application in the networks) and EO
portions of a transponder.

A dual-polarization optical signal is split and mixed with the output of a local oscillator at the
Rx to generate four branches (X/Y polarizations, each has in-phase and quadrature field). The data
is digitized using an analog-to-digital converter (ADC) then goes to digital signal processing blocks.
At the receiver, static filters (denoted as CD EQ x and CD EQ y in Figure 2) are used as matching the Tx
filters to maximize SNR and for dispersion post-compensation. Root raised cosine (RRC) filters are
used to form a raised cosine (RC), before adaptive filtering, to minimize inter-symbol interference (ISI).
It is typical that the bulk part of dispersion is compensated prior to symbols reaching the butterfly
MIMO equalizer. The latter is the core of the Rx and it is adaptive, where Constant Modulus Algorithm
(CMA) and Least Mean Square (LMS) are examples of the adaptive method used [21], to decouple the
two polarizations and compensate for linear time-variant channel impairments such as Polarization
Rotation, Polarization Mode Dispersion (PMD) and Polarization Dependent Loss (PDL).
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Figure 2. Block diagram showing key functional blocks in coherent optical transponder and
requirements for the operation of the presented method.

Impairments such as residual dispersion, filters passband ripples, and edges roll-off are quasi-static
(i.e., varies very slowly with fiber and components aging/temperature)—they can be estimated using
the common factor of the four Multi-Input Multi-Output (MIMO) filters. In [22], the use of a common
response was introduced to remove some of the residual dispersion from the adaptive filter and transfer
them to the static filter to increase the Rx tolerance of PMD. In our case, instead of using the phase of
the common response, we will use the magnitude to help mitigate the filtering effects. Frequency and
phase offsets, between Tx and Rx laser oscillators, are tracked by carrier recovery block using methods
such as Viterbi-Viterbi [23]. Symbol decoding, or de-mapping, and forward error correction (FEC)
work together to extract and correct the sent stream of bits from the received symbols. As described
in [24], they both can be based on soft-decision, such likelihood metric, or hard-decision. The 2 × 2
MIMO equalizer matrix can be represented as:

H( f ) =
(

Hxx( f ) Hxy( f )
Hyx( f ) Hyy( f )

)
, (2)

With the common response that is shown in [22]:

Hc( f ) =
√

Hxx( f ) ∗Hyy( f ) −Hxy( f ) ∗Hyx( f ). (3)

In practice, the common response is estimated using time averages. The accuracy of the averaged
response is improved as we increase the duration of the time average, especially in the presence of strong
amplified spontaneous emission (ASE) in the link. With no impairments, such as frequency selective
loss and dispersion, the symbol arrives at the Rx within its “dedicated” interval. Otherwise, we see the
ISI effect where the transition of the symbols scatters to the neighbor intervals. Digital compensation
is basically applying different weights and delays, i.e., filtering, to undo the expansion caused by
neighboring symbols over the symbol of interest. The size of the filters required depends on the
characteristic of the channels. In the frequency domain, the compensation is mainly pre-emphasizing
high-frequency components of the data stream. Beside ROADMs, data converters (ADC/DAC), driver
and optical modulator can have some roll-off at high frequencies [25]. In [26], it is mentioned that
the DAC frequency response at 80% of Nyquist sampling frequency, from the output amplitude is
attenuated by 2.42 dB. We demonstrate how the amplitude of the common response Hc(f), presented
in Equation (3), is capturing the quasi-static frequency-dependent ripple and loss from output of Tx
DAC to the input of Rx ADC. In a lab experiment, with a commercial card, we captured the four
vectors of FIR filters taps (Hxx/Hyx/Hxy/Hyy) 50 times, with five ms period, as shown in Figure 3a.
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The latter illustrates how consistent is the common response in estimating the static frequency response,
both phase (as demonstrated in [22]) and amplitude.Future Internet 2020, 12, 21 5 of 18 

 

 

(a) 

 
(b) 

Figure 3. (a) Common response of the adaptive filter after convergence; (b) Magnitude of common 
response for link scenarios. 
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center frequency is at an offset (which emphasizes one side of the spectrum), we can see more peaking 
of about 5 dB on the high positive frequencies compared to negative ones. In the mid-range of the 
frequency response, the ripples are compensating for both the ripples in channels and the residual 
ripples from Tx EO/Rx EO/DAC/ADC calibrations. The average of the retrieved common responses 
of three different scenarios, displayed in Figure 3b, are used in the optimization process. The 
approximation of the shift in the center frequency, from the International Communication Union 
(ITU) center frequency, is embedded in the estimated frequency response; it is visualized when 
comparing blue and red curves below. The x-axis is the index of the frequency bins used in the 
operation, they are mapped to −20 to +20 GHz, i.e., +/−sampling frequency/2 (referred to as Fs/2). 

Figure 3. (a) Common response of the adaptive filter after convergence; (b) Magnitude of common
response for link scenarios.

Since the frequency responses of the filters have intense drooping at high-frequencies, and the
center frequency is at an offset (which emphasizes one side of the spectrum), we can see more
peaking of about 5 dB on the high positive frequencies compared to negative ones. In the mid-range
of the frequency response, the ripples are compensating for both the ripples in channels and the
residual ripples from Tx EO/Rx EO/DAC/ADC calibrations. The average of the retrieved common
responses of three different scenarios, displayed in Figure 3b, are used in the optimization process.
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The approximation of the shift in the center frequency, from the International Communication Union
(ITU) center frequency, is embedded in the estimated frequency response; it is visualized when
comparing blue and red curves below. The x-axis is the index of the frequency bins used in the
operation, they are mapped to −20 to +20 GHz, i.e., +/−sampling frequency/2 (referred to as Fs/2).
Since PDL accumulates in a link mainly due to birefringent elements, such as mechanical stress or
variability in the manufacturing process as described in [27], and Wavelength Selective Switches (WSS),
as detailed in [28]; therefore, we modeled the maximum PDL in association with filtering.

4. Derivation of Proposed Method

Without power constraint, pre-shaping (or pre-compensating for frequency loss) data only at the
Tx would give the best performance since most of the noise, mainly from ASE in fiber link, has not yet
been introduced. However, in practice, transceivers operate with total power constraint over the signal
spectrum (B).

Pch =

∑Freq Stop
f=Freq Start 10

FFTBin( f )
10

B
. (4)

We propose a new method to do the joint compensation (of both vectors G and W shown in
Figure 2) that takes into consideration the noise and power limitation at the output of the Tx. We propose
a gradient-descent approach that compensates for the cascade of ROADM filter effects encountered by
an optical signal when routed from the Tx to associated Rx. It is required to transfer the estimated
pre-emphasis spectrum to the Rx where all computations can be executed. There are three ways at
least to enable the communication: (1) using service channel, usually low data rate, that serves all
modems in a node, (2) part of the data overhead in the communicated signal in duplex manner and (3)
information of all modems in a software-defined networks ecosystem and a management protocol,
such as Network Configuration Protocol (NETCONF), can be used to exchange the coefficients required
at the Tx.

In this paper, we only look at compensating for the magnitude response. We ignored the phase
response because we could show that the adaptive filtering, LMS in our case, is able to correct for phase
distortion with no penalty. First, we consider the Wiener solution, [29–31], in an adaptive equalization
context. Once a steady-state is reached, the MIMO adaptive filter at the coherent Rx converges to a
near-Wiener solution (as we are dealing with time-varying channel model). Since both polarizations
go through the same filtering effect, we can use one of them in our procedure. We are assuming that
the received symbols are pre-shaped with G and impacted by channel response (estimated as H−1

c ).
In the frequency domain, the input of the adaptive filter of the Rx is:

Y( f ) = X( f )G( f )Hc−1( f ) + N( f ), (5)

where X is frequency-domain (Fourier transform) representation of the decoded symbols (at the input
of the Forward Error Correction (FEC)), representing the estimate of transmitted symbols, and its
power spectrum density is defined as Pxx. Y is the Fourier transform of the received symbols at the
input of the receiver filters. Hc is the estimate of the static portion of channel frequency response.
G is the frequency domain of pre-compensation coefficients applied at the Tx and N is the Fourier
transform of the total noise, with power spectrum density PNN, estimated from the error used in the
adaptive filters’ coefficients update. When the cost function is specified the minimum square error,
then Wiener equalization/filtering is the optimal solution [30]. Based on the familiar orthogonality
principle [31], where the optimal filter is estimated based on the error being orthogonal to the data
being used. We define SXY and SYY as, respectively, the cross-correlation between the input and the
output and the auto-correlation of the input.

W( f ) = SXY/SYY (6)
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The denominator, power spectrum of Y( f ), is derived from Equation (5) as follows:

SYY = E[Y( f )Y( f )∗] = PXX( f )
∣∣∣∣G( f )

(
H−1

c ( f
)
)
∣∣∣∣2 + PNN( f ). (7)

The numerator, cross-power spectrum of Y( f ) and X( f ), is derived from Equation (5) as follows:

SXY = E[X( f )Y( f )∗] = PXX( f )G∗( f )(Hc−1( f ))
∗
. (8)

We can show that the Wiener equalizer in the frequency domain, W, is given by the following
equation, with * conjugate operators:

W( f ) =
PXX( f )G∗( f )(Hc−1( f ))∗

PXX( f )
∣∣∣∣G( f )

(
H−1

c ( f ) )
∣∣∣∣2 + PNN( f )

. (9)

The goal is, through cooperative design, to minimize the mean square error (MSE) between the
transmitted symbols and their estimates. As our spectrum is split into M (=256 in our case) frequency
bins; therefore, we have to jointly estimate both G( fi) and W( fi) for i = 1 . . .M. It is worth noting that if
noise at the channel output is negligible, PNN( f ) is approximated to zero and zero-forcing equalization
can be used as near optimum. We define F as:

F =
M∑

i=1

E
{
(W( fi)Y( fi) −X( fi))

2
}
. (10)

Rearranging (10), we get:

F =
M∑

i=1

N( fi)∣∣∣H−1
c ( fi) G( fi)

∣∣∣2 + N( fi)
. (11)

Then gradient descent approached can be used, with µ defined as the step size. We picked a small
value equal to 0.1 considering the slow dynamic of moving elements (such as the variability of total TF
of cascaded WSSs over temperature):

G( fi) = G( fi) + µ ∗
∂F

∂G( fi)
. (12)

With the correction factor derived as:

∂F
∂G( fi)

=
−2

∣∣∣H−1
c ( fi)

∣∣∣2G( fi) N( fi)

(|H−1
c ( fi) G( fi)|

2
+ N( fi))

2 . (13)

Normalization is required due to the total optical power constraint at the output of the Tx:

G_norm( fi) =
G( fi)
√

Pch
. (14)

Finally, since both the estimated signal and noise profile are available at the output of the Rx, we
can jointly derive W( fi) based on Equation (9) by replacing G with G_norm.

5. Simulation Setup and Results

5.1. Simulation Environment

Figure 2 is an overview of the block diagram of the elements used in the simulation to evaluate
the methods proposed. The modulation format of choice was 16QAM with the signal baud-rate equal
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to 35 GBaud and the RRC roll-off factor set to 0.14. The total bandwidth of the signal is 39.9 GHz.
The LMS-based adaptive filters each have 17 taps in the time domain. The EO models were ideal, i.e.,
brick-wall shape with flat passband in spectrum till Fs/2. In these simulations, both the frequency and
phase of Tx and Rx local oscillators (LO) are equal; therefore, carrier recovery is not active. As well,
EO models are set to the ideal flat spectrum. Symbol identification was a simple search for minimum
Euclidian distant per polarization for each received time-domain symbol from carrier recovery. Unlike
the work done in [11,12], we are not covering power loss, so we normalized the root-mean square
(RMS) of the signal is in simulation. While in the lab experiments, the erbium-doped fiber amplifier
(EDFA) was set in power-mode to keep received power the same. The latter was chosen so RMS of the
received signal is in the optimum spot for the analog-to-digital converter (ADC). Three set of filters
were simulated with each combined with the TF of the common multiplexer/demultiplexer. The 3 dB
bandwidth of the final concatenation for 12 and 18 WSSs, Figure 1b, are 30.8 GHz and 32.37 GHz
respectively. The model of PDL, used in this correspondence, is the following:

Hpdl =

[
cos(θ) sin(θ)
− sin(θ) cos(θ)

] [
1 0
0 k

] [
cos(β) sin(β)
− sin(β) cos(β)

]
(15)

where 0 < k < 1. The attenuation in dB is:

PDLdB = −20 ∗ log10(k). (16)

Since θ and β are randomly varying, the two polarizations (X and Y) are mixed in a time-varying
manner. It is up to the adaptive filter at the Rx to correct and track for the time-varying crosstalk effects.
The overall fiber model, Figure 4, used is a concatenation of a channel Mux, filtering effect (N times),
noise source to mimic the ASE coming from the Erbium-doped fiber amplifier (EDFA) in each span,
bulk PDL element, and CMD Demux. The EDFAs are typically used in every span to compensate for
the loss of fiber and insertion loss of optical components.
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The instantaneous PDL, resulting from contributions of many random birefringences in fibers and
optical components along the link, can be chosen from a Maxwell-distribution. Therefore, in deployed
fibers, the total PDL observed by the Rx is statistical and varies with time. In both our simulation and
experiment, we fixed the value of PDL and applied continuous random rotations before and after, as in
Equation (12). The value of θ and βwas set to rotate at a speed of 800 Hz (maximum rotation measured
in buried fibers [32]). The BER was averaged out over the length of the frame required by the FEC.
Typically, as used in our simulations, the FEC is preceded with an interleaver to scramble the errors in
a burst of symbols (avoiding congested errors that will cause traffic hits). We emulated a turbo FEC of
size 256 × 256 bits and interleaver of the buffering depth of 24 bits, addition to 4 bits per symbol and 25
pico-seconds per sample, we are simulating 2643 combinations of θ and β.

The clocking of both DAC and ADC is driven by Phase Locked Loop (PLL). At both the Tx and
Rx, the dominant sources of jitter in PLLs are the VCO (voltage controller oscillator), reference clocks,
frequency dividers and CP (charge pump). With respect to the VCO, it is subject to jitter accumulation
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which manifests itself as high phase noise at low-frequency offsets with respect to the carrier frequency.
Therefore, a jitter profile added to simulation is a must to get realistic results. A white Gaussian timing
jitter profile, with a standard deviation of 0.8 pico-seconds, is assumed combined at the DAC and ADC.

5.2. Results in Fiber Linear Regime

We start by studying the effect of filtering and PDL on the system performance without any kind
of optimization, i.e., the adaptive MIMO filters at the Rx is compensating for all the impairments.
In Figure 5, all data are with a frequency offset of the filter models that are set to 0 GHz, therefore,
they are modeled as presented in Figure 1b. The ROSNR was measured by sweeping BER versus five
OSNR values, then performing an interpolation.
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We notice that the ROSNR penalty, at 2% (=0.02 or 2 × 10−2 BER, versus PDL can be fit to a
quadratic function. The penalty of PDL equal to 7.5 dB is aligned with the results reported [33]. As well,
as expected, the penalty when aggregating PDL and filtering impairments is bigger than adding
the penalty of each impairment tested individually. The reason for the ROSNR penalty is that both
impairments are inducing colored noise that affects amplitude. Since the receiver is equalizing the
signal so it brings back the two polarizations to be equal and the spectrum to be flat, then the noise
will be boosted as well. Therefore, both PDL and filtering can’t be corrected, as PMD and chromatic
dispersion, but can only be compensated.

As well, when the adaptive filter is compensating for more than one impairment, the taps
continuously trying to converge to the solution with the minimum mean square error, however, they
are prone to misadjustment and hence higher penalty when aggregated. The penalty of 12xWSSs
without PDL is ~1.05 dB, while when added to PDL, it is ~1.2 dB. The higher the noise in the link, i.e.,
low OSNR, the more advantageous to amplify the signal right at the transmitter since symbols are
not corrupted with errors yet. However, to keep the power constant, the peaking of high-frequency
components comes at the price of de-emphasizing the low-frequency bins. Hence the trade-off.
However, real transmitters have implementation noise due to quantization (limited bits resolution
of both filter taps and QAM symbols), their static filters taps are near clipping and effective number
of bits (ENOB) at the DAC is a function of frequency; therefore, emphasizing frequency bins at the
transmitter might be deteriorating rather than helpful. For “Tx Equalization” only, there are two means
to implement it. One is zero-forcing which uses the common response of the Rx and apply it with
pulse-shaping and required pre-compensation at the static filter. Energy in frequency bins is always
normalized to keep output power constant.
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HTx( f ) = HRRC( f ) ∗H−1
CMD( f ) ∗

∣∣∣Hc( f )
∣∣∣. (17)

The second technique, used to compare our method against, is MMSE-based as it takes SNR
into consideration. In Equation (17), TFmeasured( f ) is set equal to inverse of the TF of the total filtering
effects. While TFtarget( f ) is simply the flat response aimed at the input of the Rx. SNR f actor is the noise
adjustment term which can be scanned to get optimal BER.

PeakingTx( f ) =
TFtarget( f )

TFmeasured( f ) + SNR f actor
. (18)

At 2% BER, we notice that when method converges (after around 40 iterations on average with
the loop running ones every 10 seconds), most of the compensation (~70%) of the steep roll-off of the
cascaded filters (as shown in Figure 1b) occurs at the Tx. While the remaining 30% is applied to the static
filter of the receiver. At lower BER, i.e., higher link OSNR, the ratios will change. The reason is that it
might not be as beneficial to pre-emphasis data since the noise-induced is small. Such observations are
explained by Wiener’s optimal solution in presence of pre/post-compensation, Equation (6), where the
noise components are showed up in the denominator. As the noise gets larger, the post-compensation
gets smaller and vice-versa.

With 18xWSSs and PDL of 7.5 dB, splitting the compensation of the steep loss at high frequencies
between the Tx and Rx, with minimum mean-square-error at receiver as criteria, reduced the ROSNR by
0.6 dB compared to 0.3 dB when performing pre-compensation only (as shown in Figure 6). The penalty
versus center frequency offset, due to the mismatch between the carrier frequency and center of
concatenated filters, is highly dependent on the symmetry of the frequency response of the channel,
EOs and frequency response of data converters. The reason is that all the frequency responses will be
multiplied by the signal, with noise added at different stages of the propagation chain, prior to being
processed by the receiver. As expected, and similar results to data presented in [34], the penalty versus
frequency offset has minimal around 0 GHz and gets larger on both positive and negative edges. As in
other published results [11], compensating for the phase information of the filtering effects did not
make a difference in our data. It was noticed that the phase distortion is dealt with properly in the
adaptive filters at the receiver.
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5.3. Results in Fiber Nonlinear Regime

In our Monte-Carlo simulations, we use the typical standard single mode fiber (SSMF) parameters,
listed in Table 1. Nine WDM, with spacing of 50 GHz, channels are co-propagated with the middle
channel chosen as probe to study the impact. With SSMF modelled as part of the ROADM in Figure 4,
the launch power swept is from −1 dBm to +1 dBm by 0.5 dBm step.

Table 1. Fiber parameters.

Parameters SSMF Value

Span Length 60 km

Kerr Coefficient 2.6 × 10−20 m2/W

Dispersion 16 ps/nm/km

Attenuation 0.2 dB/km

EDFA Gain 12 dB

EDFA Noise Figure 6 dB

Laser Linewidth 100 KHz

With x is time-domain signal measured at DAC output and M the number of samples, PAPR is
defined as:

PAPR =
max

∣∣∣xm(n)
∣∣∣2

E
{∣∣∣xm(n)

∣∣∣2} , m = 1, . . . , M. (19)

It is observed that by optimizing the split of amplitude compensation between the Tx and Rx,
the peak to average power ratio (PAPR) was reduced, at the Tx, by 0.78 dB in the case of 18xWSSs and
0.57 dB in the case of 12xWSSs compared to the PAPR when full pre-compensation of channel response
is used. Our results show a reduction of 0.8 dB and 1.1 dB in R-OSNR, versus pre-compensation
only, which is shown for 12xWSSs and 18xWSSs cases respectively. The gain is a combination of
improvement in linear and nonlinear performance. Therefore, the reduction of PAPR is acting as
fiber nonlinearity mitigation. Since nonlinear effects in long-haul fiber propagation are proportional
to the instantaneous power of the transmitted signal, as shown in [35], therefore high PAPR would
decrease system performance. Lessening the PAPR, as discussed thoroughly in literature especially in
the context of OFDM and multi-carrier transmissions [36–38], is one of the main methods to mitigate
the nonlinear effects in long-haul propagations in fiber. From the nonlinear perspective, our results
are consistent with [39], where authors showed that a reduction of 1 dB, from 7 to 6 dB, improved
Q-factor by more 0.8 dB in 1040 Km propagation for coherent-optical orthogonal-frequency division
multiplexing (CO-OFDM) simulation.

6. Experimental Setup and Results

A set of experiments was conducted to get the quantitative benefits in real-world settings using the
setup in Figure 7. We tested channel propagation with PDL emulator, PMD and Polarization Controller.
PC1 and PC2 used to scramble the two polarizations, emulating state-of-polarization (SOP) variation,
at a rotation rate of 800 Hz. Noise was added, with 50/50% combiner, by controlling the variable optical
attenuator (VOA) setting at the egress of the amplifier spontaneous emission (ASE) source.

The LCoS-based 1 GHz resolution waveshaper was used to mimic two different optical links,
as shown in Figure 1b, with the frequency responses of both CMD Mux and Demux subtracted. Instead,
we used real AWG-based CMD at both sides, which helped to filter the noise before the signal is
received. PMD emulator was programmed to introduce 30 ps. Variation in PMD, along with state of
polarization, can be corrected at the receiver with no penalty. Its introduction here for completeness
to mimic both random birefringence in fiber links and not directly related to WSSs. As well, based
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on results shown in [40], using a high-resolution measurement technique, a MEMS-based WSS has
an upper-bound PMD value of 30 femto-second per port. The commercial card was set in loopback
through the experimental work, therefore once acquired, the laser was centered at ITU wavelength of
1546.92 nm (equivalent to 193,800 GHz), and only dithering within a frequency range of 200 MHz since
it is locked to itself. An optical spectrum analyzer with a fine resolution of 300 MHz, using 90/10%
splitter, was used in the measurement of the transmitted spectrum with and without pulse shaping,
and filtering effects programmed at the waveshaper. The sweeping of OSNR was done with varying
the setting of VOA. The setup was characterized according to IEC 61280-2-9 standard. To minimize
error, all reported OSNR values are the average of 10 consecutive measurements, with accuracy within
0.1 dB.
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In Figure 8, using two commercial cards, the advantage of using the proposed method is presented
for different jitter profile and various Tx EO responses. A maximum gain of 0.38 dB in Required-OSNR
is measured when the total jitter root-mean-square (RMS) is 1 picosecond (ps), equivalent to 3.5% of
unit-interval (UI). With DAC PLL is jittery and the EO response has steep roll-off at high-frequencies,
equal 6 dB loss at 15 GHz, balancing the compensation of the channel filtering has a high-gain compared
to performing only pre-compensation. Especially that the clipping effects, at the Tx filter, introduce
a bias noise that impacts the SNR. The clipping is caused by the necessity to peak more than the
maximum allowed magnitude per frequency bin. For lower jitter (i.e., better clocking quality), as we
will discuss in detail in Section 7.1.3 below, and relaxed Tx EO response of 3 dB loss at 15 GHz, the gain
is less obvious. With the same card, i.e., same EO responses to ease comparison, when jitter RMS is
1.8% (0.5 ps) and 2.7% (0.75 ps) of UI, the gain is up to ~0.26 and ~0.15 dB, respectively.
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7. Discussions of Results and Research Findings

7.1. Comparison of Contribution to Other Published Methods

We proposed a new software-based method that uses typical/existing HW blocks in coherent
optical transponders and software-based feedback loop to continuously optimize both Tx and Rx FIR
filters based on estimated channel response and signal-to-noise ratio (SNR) at the Rx. Comparing to
published methods, we are highlighting the following key differentiators:

7.1.1. No Extra Hardware and No Required Knowledge of Light-Path

Our method does not imply any extra power consumption, compared to other methods using
power-consuming time domain FIR or trellis decoders. In [9,11], there is no mention of how the
TFmeasured( f ) (as in Equation (15)) is obtained. Besides, when using the number of ROADMs to estimate
the order/bandwidth (applied to Equation (1)), the variability in both ROADMs and CMDs response
can be big and hence higher margin for divergence from optimality. With the introduction of colorless
CMD, new ROADM-based architectures described as Colorless-Directionless-Contentionless (CDC)
Mux/Demux are heavily deployed in nowadays’ mesh networks [41]. The latter may have more than
hundreds of light-paths [42] and deploy multi-degrees ROADMs, up to 8 degrees using WSSs with
43 ports as presented in [43,44], per site where any tunable Tx can be connected to any colorless CMD
port. Having said that, pre-setting the correct pre-equalization TF or programming FIR filter taps
properly takes an enormous effort and it’s prone to mistakes. Since only the Rx can estimate the
channel response, any automated method requires a feedback channel. In [45], the authors introduced
FIR filters post-ADC in order to adaptively correct for bandwidth narrowing due to electronics and
optical chains. Such filters will increase the design complexity and power consumption.

7.1.2. Requirement for a Communication Channel Between Tx and Rx

With software-defined networks being designed, providers are moving to automated, zero-touch
and zero-provisioning optical networks. Carrier-grade requirements are focused on features such as
automatic rerouting and adaption of line rate based on available OSNR on the link [16]. Having said that,
a backchannel between Tx and Rx will be a must in current and next-generation intelligent transponders.
The feedback communication can be done using an optical service channel, if available in the network.
Otherwise, since the vast majority of optical fiber deployments are duplex, a software-based feature
that inserts information to communicate back to Tx as part of the frame load once every certain number
of frames (based on the bandwidth of the loop) can be used. The loop bandwidth is very small therefore
the overhead required is negligible compared to the capacity of the link. Since the variation of filtering
effects are quasi-static (changes very slowly in time versus temperature and aging), we can capture the
estimate and send it back to Tx even in the presence of propagation delay. We used 256 coefficients,
each of 10 bits, required to be exchanged between Tx and Rx every 10 seconds, which adds a very
small overhead to the data communicated. The challenge is that the feedback loop will not work with
transponders required to support interoperability from different vendors unless the communication
protocol is standardized in the Optical Internetworking Forum (OIF) body.

7.1.3. Jitter Effects

Based on the literature review, we noticed that the jitter at the Tx DAC is not being considered.
While thermal/transistor noise has a white spectral profile at DAC, the noise at low frequencies is
dominated by quantization effects, while the high-frequencies signal components are more susceptible
to timing uncertainty. The effects of aperture and sampling clock jitter on an ideal DAC SNR can
be forecasted by the following simple analysis. Assuming s is signal, as a function of time t, S is its
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frequency transform as a function of frequency f and ∆ is the rms of the jitter. Therefore, the degradation
in DAC SNR due to clock jitter:

DACSNR, jitter B
E
{
s2(t)

}
E
{
n2(t)

} =

∫ W
f=0 S( f )d f

4π2∆2
·

∫ W
f=0 S( f ) f 2d f

. (20)

From the electronics side or RF (radio frequency), on both the transmitter and receiver clocks,
the dominant sources of jitter in PLLs are the VCO (voltage controller oscillator) and CP (charge
pump). With respect to the VCO, it is subject to jitter accumulation which manifests itself as high phase
noise at low-frequency offsets with respect to the carrier frequency. This can be expressed with the
following simplified Leeson’s frequency domain equation [46]. Other sources, as shown in [47], are
thermal noise, and flicker noise in clock buffers, the internal aperture of the ADC, supply variation
and electromagnetic coupling. The latter is due to the decrease in electronic channel lengths when
circuits are integrated on the same substrate. Some jitter, or ripple effects, is caused by closed-loop
control. The design of the loop filter order and bandwidth plays a major role in controlling the total
jitter induced. Since in frequency-domain the signal is treated as a summation of sinusoidal tones, we
will illustrate, in Figure 9, the impact of jitter the SNR (signal to noise (error) ratio) as the frequency
and amplitude increase. The latter is key in our case since the less pre-compensation performed at the
transmitter, the launched SNR is more resilient to jitter due to Tx PLL and timing misalignment of
DAC sub-channels. It does not apply to the receiver since the processing is posterior to ADC and the
associated clock wandering.
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7.2. Other Tangible System Benefits of Presented Method

It is worth noting that in cases studied, the derived peaking at the Tx is about 70% of the total
compensation required. Therefore, the remaining 30% is assigned—by the adaptive algorithm—to
the Rx. Besides the gain in ROSNR as presented in Sections 5 and 6, splitting the compensation
(i.e., relaxing the required peaking at the Tx) offers many system advantages. We will discuss briefly
seven of them below:

1. The ability to do pre-compensation, i.e., applying peaking to high frequencies, is dependent on
the effective number of bits (ENOB) of the DAC. Per example, each 6 dB to pre-compensation
requires 1 bit of ENOB, which requires four times more power consumption [48]. Therefore,
splitting the compensation helps to relax the ENOB requirement of the DAC.

2. With next-generation transponders aiming for 600 Gb/s—and beyond—line rate, the case of
84 GBaud requiring a high-sampling rate was presented in [49], the analog driver of the optical
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modulator requires to have a large bandwidth. Our method helps to relax the requirement of the
design since the frequency response does not have to be wide to let through all the peaking at
high frequencies.

3. The decrease in PAPR results in processing the signal, at the output of the DAC, in the linear
operation region of the optical modulator and its driver.

4. Lower PAPR at DAC output manifests itself as a reduction in voltage swing at modulator’ driver.
In a current mode driver, the peak output voltage directly determines the driver power. Therefore,
lower PAPR means a reduction in power dissipation at the transmitter [50,51].

5. As shown in Equation (16), allows system to be more resilient to jitter for the PLL driving the
DAC clocking. It is known that high-frequency components are more sensitive to jitter [52,53],
therefore by reducing peaking, higher system SNR can be achieved.

6. Continuously moving the compensation of the static portion of the channel, such as chromatic
dispersion as in [22], from the adaptive filter to the static filters of the Tx and Rx, allows some
of the adaptive filters taps to deal with more dynamic impairments of the optical link such as
PMD and PDL. In other words, the saving in ROSNR can be used to tolerate an increase in PDL
or more tracking of SOP.

7.3. Comparison of Experiments and Simulations Results

The lab results are shown in Figure 7a. Unlike how data displayed in presented simulation
results, the required-OSNR again was measured per frequency offset and only the difference to
post-compensation only is presented. We saw a consistent gain for both pre-compensation and proposed
method, with the minimum gain equal to 0.2 dB, compared to Rx doing the full post-compensating
using its adaptive filtering. The proposed method has a steady gain over pre-compensation. It does
tell that the real-time transponder has many sources of noise on the Tx side. The simulation and lab
results agree qualitatively. We will list some of the main differences between the two setups:

1. Although the Tx/Rx used in the simulation were fixed-point models with inherited implementation
noise, other noise sources such as EO thermal noise were not captured. As well, since we are using
16QAM as modulation format, there is sensitivity of the results to In-Phase/Quadrature-Phase
imbalance in power and delay. As well, it was not possible to simulate the same jitter profile
generated by local VCO at both the DAC and ADC.

2. The resolution of the waveshaper does not permit the accurate replication of filters shapes
(measured with spectrum analyzer with 400 MHz resolution). While in simulation, the channel
model was done in floating-point.

3. The EO model in the simulation had no ripples, while it can be seen from Figure 3b, when
bypassing the waveshaper that the signal has frequency-dependent ripples.

4. Carrier recovery is activated in a commercial card, although the frequency difference between the
Tx and Rx lasers was within 200 MHz from the ITU center frequency, the small dithering and phase
noise would impact slightly (less than 0.025 dB compared to using one card in loopback—i.e.,
same laser) the results.

8. Conclusions

We presented a new method to perform an adaptive joint Tx/Rx compensation, of stringent filtering
effected caused by CMDs and ROADMs in fixed-grid optical networks while using typical HW blocks
in a coherent transponder. When the Rx filtering is not matched to the Tx pulse shape and the optical
channel, this can result in insufficient electrical bandwidth and noise enhancement. The proposed
method leverages Tx and Rx static filters compensation capability, of the channel frequency response,
such that they effectively constitute a matched filter pair hence maximizing SNR at the input of the Rx
adaptive filters [54,55]. With the filtering models representing real optical links and components, as well
as the emulation of PDL, we showed an improvement in overall system performance. We showed for
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the first time, to the best of our knowledge, that splitting the compensation of heavy filtering in real
deployment scenarios is better than doing only Tx pre-compensation or only Rx post-compensation.
That is especially the case in presence of realistic implementation noise profiles at Tx, such as jitter
at DAC, limited ENOB of DAC, clipping of filter coefficients and noise in the analog chain. With
the 18xWSSs scenario, the simulation showed gain of up to 0.6 dB in the linear operation region and
1.1 dB in the nonlinear operating region. Lab measurements confirmed the method advantage in linear
operating region by up to 0.4 dB.
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