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Abstract: Due to its links to computer science (CS), teaching computational thinking (CT) often
involves the handling of algorithms in activities, such as their implementation or analysis. Although
there already exists a wide variety of different tasks for various learning environments in the area of
computer science, there is less material available for CT. In this article, we propose so-called Generic
Tasks for algorithms inspired by common programming tasks from CS education. Generic Tasks can
be seen as a family of tasks with a common underlying structure, format, and aim, and can serve as
best-practice examples. They thus bring many advantages, such as facilitating the process of creating
new content and supporting asynchronous teaching formats. The Generic Tasks that we propose were
evaluated by 14 experts in the field of Science, Technology, Engineering, and Mathematics (STEM)
education. Apart from a general estimation in regard to the meaningfulness of the proposed tasks, the
experts also rated which and how strongly six core CT skills are addressed by the tasks. We conclude
that, even though the experts consider the tasks to be meaningful, not all CT-related skills can be
specifically addressed. It is thus important to define additional tasks for CT that are detached from
algorithms and programming.
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1. Introduction

In our globalized and digitalized world of today, it is essential to be skilled in computational
thinking (CT) [1,2]. Wing defines CT as “the thought processes involved in formulating a problem and
expressing its solution(s) in such a way that a computer—human or machine—can effectively carry
out” [3]. In spite of an ongoing discussion regarding the definition of CT, most researchers usually
refer to Wing, as she was the one who originally coined the term [4]. The amount of scientific research
targeting CT has increased dramatically over the last years [2]. Even though most researchers agree
that young people should acquire CT-related skills [5], there is less consent on the appropriate age for
learning CT and on how this goal can be reached [6]. The latter can partly be attributed to the unclear
role of CT in relation to other skills and subjects: Should CT be taught as a separate subject, should it be
part of computer science (CS) as some kind of pre-skill (e.g., [7]), or should it be part of other Science,
Technology, Engineering, and Mathematics (STEM) subjects due to its parallels to the more general
skills of problem solving and logical thinking? Of course, this question cannot solely be answered on a
topical level, but also needs to be addressed in the context of existing school curricula [2]. Integrating
new content into K–12 education always poses challenges for administrators and teachers alike, as the
already tight schedules often do not allow for additional topics or subjects. Before there will be a clear
shift allowing for CT to be a key part of K–12 education, there is a need for conveying this integral skill
with little effort for teachers and within the scope of existing subjects.

To understand CT in more detail and thus be able to teach it, the concept must become much
more tangible for educators, rather than just providing them with an abstract definition. For this
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purpose, it can be helpful to divide the broad term into more narrowly defined subskills that can be
understood more easily. Within a report for the European Commission on how CT could be integrated
into compulsory education [8], different distinctions and notions for these subskills as used by other
researchers are described and compared. Analyzing their similarities and differences, the authors
Bocconi et al. arrive at a set of six core CT skills: abstraction, decomposition, algorithmic thinking,
debugging, automation, and generalization. As there is currently no empirically validated division into
CT subskills to our knowledge, we will rely on the distinction and definitions as given by Bocconi et al.
The first core skill, abstraction, refers to the ability to reduce the unnecessary detail from a real-world
problem—or, more generally, a question—while adhering to the essential information that cannot be
neglected. Oftentimes, this also involves finding an appropriate mode of representation for a piece
of information. Decomposition encompasses dividing a problem into a set of smaller sub-problems
that can be solved more easily. After solving each of these problems independently, the solution
to the more general problem can be derived by combining and further developing the solutions to
the sub-problems. As such, decomposition is closely related to generalization, which allows one
to draw conclusions and solve problems based on priorly solved ones and experiences that were
made beforehand. This skill also refers to the recognition of patterns and to their rediscovery in other
problems. Algorithmic thinking encapsulates another facet of CT, namely the process of finding and
describing steps in a clear manner such that it is possible to arrive from an initial state at a desired
target state. This description of steps usually means formulating an algorithm, whether in pseudo-code,
a block- or text-based programming language, or even in the form of a diagram. Debugging, as an
element of CT, is more than just being able to find a bug in a program, even though this can undeniably
be one part of it. However, in its core, debugging also describes the ability to critically scrutinize the
outcome of a situation, whether this might be an algorithm, a method, or the process of verifying
a hypothesis. The last skill, automation, refers to the act of transferring instructions to a computer
in a way that the machine knows how to process. This also includes exploiting all the advantages a
machine offers, for example, with regard to the execution of repetitive tasks.

In the last years, more and more materials aimed at testing or fostering CT were developed.
For example, Zapata-Cáceres et al. [9] developed a test for CT skills for students in primary schools,
and Román-González [10] developed one for students in K7 and K8. In a study aimed at measuring
international Information Literacy, Fraillon et al. [1] also developed a test for CT. What many of these
task sets and tests have in common is the lack of a distinction between different core CT skills.

In prior works, we have already expressed the desideratum to know more about how different
core CT skills can be addressed and fostered; e.g., in a case study [11], we met students with highly
evolved skills in the area of algorithmic thinking but very few abilities regarding the skill of abstraction.
This mismatch led us to scrutinize how single skills can be purposefully targeted. This paper revolves
around two central aspects. First, we will introduce the general concept of so-called Generic Tasks
(GTs) that can be used in educational contexts and that can facilitate the creation of new content to
teach a particular concept. Apart from the concept in general, we propose GTs that can be derived
from almost any algorithm. The second part of the paper revolves around the evaluation of these GTs
based on a survey with n = 14 experts in the field of STEM education. One main purpose of this study
is to analyze in detail which core CT skills are addressed by the defined GTs. We conclude that it is not
a trivial endeavor to purposefully target core CT skills apart from algorithmic thinking and debugging
when working with algorithms. It is thus important to define tasks for CT that are detached from
algorithms and programming, specifically targeting other CT skills as well.

2. Materials and Methods

2.1. The Concept of Generic Tasks

A generic task (GT) can be seen as a blueprint or representative of a whole family of tasks with
a common underlying structure, format, and aim. As such, it cannot be given to the students per se,
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but requires a certain input from the teacher. A GT can be modified without much effort, and thus,
it is possible to derive further tasks from it that cater to a specific purpose. A set of GTs may, on the
one hand, serve as guidance and best-practice examples for teachers, and, on the other hand, function
as blueprint tasks that can help teachers to design further related tasks. An example of GTs in the
field of mathematics education for linear functions can be found in [12]. In the context of outdoor
mathematics, a ramp, which can be found in many places outside, can serve as a central object for
many GTs. Taking the measurements ∆y and ∆x of a ramp, it is possible to formulate different tasks
related to its slope. A task could be posed asking for the corresponding linear function y = mx + c,
the angle of the slope tan α = ∆y

∆x , or the slope in percent m = ∆y
∆x · 100. During the Erasmus+ project

MoMaTrE (Mobile Math Trails in Europe, http://momatre.eu/downloads/), a whole catalog with
GTs for different mathematical topics was created. In [13] a potential use of Generic Tasks is presented.
By defining GTs and linking them to specific topics inside the curriculum, it is possible for teachers
to easily create a learning path for their students by focusing on a specific topic while still providing
them with a variety of different tasks. As such, instead of defining and analyzing only one single task
for a specific topic, the impact of conducting educational research on and with GTs on a more abstract
level can be much higher, as a whole family of tasks with a common underlying structure, format,
and aim is examined.

Further potential can be identified when the concept of GTs is used in conjunction with modern
technology. For each GT, a corresponding sample solution can be defined, as well as additional
hints. Both can be made available to the students as asynchronous feedback that does not require the
interaction of the teacher. Upon modification and, thus, derivation of a task from a GT, the hints and
many aspects of the sample solutions could remain intact from the previously defined ones for the
GT. This process could also be done automatically by a program or inside a learning environment.
At the university level, such a platform called MATeX already exists for many topics in the field
of mathematics for engineers [14]. Using MATeX, it is possible to automatically and randomly
generate tasks with corresponding solutions for many typical exercises, such as solving linear systems,
optimization problems, and linear regressions.

Apart from the obvious time-saving aspects for the educators, the definition of GTs would also be
beneficial from a didactical point of view. Not only could hints and sample solutions be automatically
generated and provided, but, depending on the answering format, the input could also be immediately
validated. A large number of studies describe the outstanding importance of effective feedback:
In their meta-analysis, Hattie and Timperley [15] emphasize the value of feedback in students’ learning
progress. GTs could also play a crucial role to create a personalized learning process and learning
environments of the future by addressing specific competencies on different levels. For instance,
GTs can support educators in using internal differentiation by providing tasks in different formats
and levels of difficulty. In this context, it would also be desirable to define GTs specifically fostering a
certain skill. A whole family of tasks derived from GTs could be used to address a student’s individual
requirements and cultivate his or her corresponding strengths. As described, many steps of this process
could be outsourced to a machine and executed automatically.

Definition of the Generic Tasks for Algorithms

Especially in the field of teaching programming, many attempts have already been made to use
technology to simplify and improve the teaching and evaluation process. One attempt is to support
the students with asynchronous feedback and evaluate the students’ solutions automatically. In a
literature review [16], 69 of such tools were analyzed and compared. Most of the tools offer only
limited feedback or cannot be customized by educators, making usage of those tools very situational.
Similar tools also exist for block-based programming languages, such as Snap [17] or Scratch [18].
iSnap [19], for example, provides data-driven hints without the need for an expert to define the
hints beforehand. As a consequence, though, the hints only tell the students what they have to do,
but not why, i.e., instead of strategic hints [15] supporting the solution process, explicit hints are given,
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providing content rather than strategies. Another tool that can support teachers is Dr. Scratch [20],
which provides students with feedback regarding the implementation of their Scratch code. However,
the evaluation of CT-related skills simply based on the students’ input is rather difficult, as the
underlying concept seems very narrow. For example, adding a block for a self-defined function
without any functionality or adding other additional blocks at all will raise the score in the category of
abstraction by two points.

We want to present a different approach of supporting educators who are willing to teach CT.
As a first step, we define GTs for algorithms and examine which core CT skills can be addressed by
them. Working with algorithms is an important and integral part of CT, as it describes the process to
“... develop algorithmic solutions to those problems so that the solutions could be operationalized with
a computer” [1]. As described, a requirement for a GT is its independence from the corresponding
content, i.e., a GT is not a concrete task that can be assigned to a student, but rather a blueprint
requiring input to actually derive a specific task. As such, a GT for algorithms should be usable
for a whole class of algorithms. Consequently, the GT could be used for a wide range of different
approaches and frameworks, like unplugged activities and visual programming in combination with
programmable hardware or other representations, like pseudocode and flow diagrams. Providing an
additional, e.g., Python, script can transfer the input for such a GT, an algorithm, into a specific task
without any other intervention of the educator. The GTs targeting specific CT skills will thus also be
usable in and transferable to other tools and learning environments, making it easier for teachers to
integrate them into their lessons and different school subjects [5]. At the same time, using a similar
structure of tasks like the proposed GTs would also make empirical results easier to compare with each
other across different settings.

The following GTs are based on common types of tasks for programming used in CS
education [21–24]. However, by defining GTs on an abstract level, we want to emphasize the possibility
of utilizing the tasks in different settings with the aim to teach the students CT as a special way of
problem solving, focusing on core skills that are also usable in other situations and contexts with
algorithms as the basis. In CS education, on the other hand, the primary focus when similar tasks are
used often purely lies on writing code [25], although CT-related skills could be fostered as well [26].

As input for all of the following GTs, the <description> and the <code> are required to derive
corresponding tasks. If the algorithm produces a graphical output, an <image> of the expected result
can also be given and used, either instead of the textual description or as an additional cue.

Simply giving the students the <description> and, if available, the <image>, as well as asking
them to write a corresponding algorithm, results in the implementation task. Asking the students
what a program does when being executed based on solely the <code> will be called the analysis task.
In computer science education, this type of task is also known as “Explain in Your Own Words” [23] or,
simply, “Explaining” [21]. A similar type of task called “Tracing” [21] focuses on the execution of a
program line by line [23], and would require the educator to select the parts of the algorithm to be
analyzed, making the task definition not independent from the algorithm it is based on and, thus,
not transferable into a GT that can be generated automatically. Changing the provided <code>
slightly and intentionally inserting errors will result in an <erroneous code>, which, on a semantic
level, behaves differently from that which is expected. This type of task is also called “Fixing” [24].
Taking the blocks (or lines, for that matter) of the given <code> apart and putting them in a random
order will result in a <code puzzle>. In accordance with CS education, we will call that type of task
a Parsons problem [27]. Randomly adding additional blocks to the <code puzzle> will result in a
<code puzzle redundant>, called Parsons Problem (Distractor) and, as such, a variant of the original
Parsons problem. Studies suggest that the Parsons problem (and its variant) can be an efficient and
useful way to teach programming [24,28]. An overview in the form of a graphical representation of the
necessary input and the different types of output tasks can be found in Figure 1.
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Figure 1. The basic idea for the Generic Tasks (GTs) for algorithms.

Using the components <description>, <code>, and <image> as an input, the four different types
of GTs (implementation, analysis, find the error, and Parsons problem) can be defined as follows:

GT 1 Implementation: Create a program for the following description:

<description>

Optional : The result should look like this:

<image>

GT 2 Analysis: What happens when the following program is executed? Describe!

<code>

GT 3 Find the Error: Given is the following program:

<erroneous code>

Originally, the program is supposed to work like this:

<description>

Find and correct the errors so that the program does what it is supposed to do.
GT 4a Parsons Problem: Create a program for the following description:

<description>

Use the following blocks/lines:

<code puzzle>

GT 4b Parsons Problem (Distractor): Create a program for the following description:

<description>

Use some of the following blocks/lines:

<code puzzle redundant>

A main pre-requisite for the algorithms to be suitable as input for the GT is that it must be possible
to give a clear and precise description of what they do or of the output that they are supposed to
generate. Depending on the age and skill level of the target group, the algorithms should also not be
too long. Of course, the older and more advanced the target group, the more complex the algorithms
can be. One example for a rather short algorithm using a block-based programming language that can
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serve as input and that also produces a visual output can be seen in Figure 2. As mentioned before,
the <image> is only optional as input; however, in some cases, it can make the given <description>
much clearer, and can thus prevent the students from misconducting the task. The more automatized
the evaluation of a student’s answer should be, the more details need to be given in the <description>.
For example, if one wants to automatically evaluate a student’s answer to the Implementation task for
an algorithm like the one in Figure 2, the <description> should also contain measurement information
regarding the size of the plus shape. An exemplary set of the corresponding GTs that can be arrived
from the algorithm “Plus” from Figure 2 is attached in the Appendix B.

Figure 2. One example for possible input.

The approach of defining and using a class of problems and automating the generation and/or
evaluation itself is not new. For Parsons problems, a tool called “epplets” already exists [29] for several
programming languages (C++, Java, C#), which provides the students with the possibility to solve
several Parsons problems. However, the teacher has no influence or control over the given algorithm
itself and has to rely on the predefined tasks. In another approach, a JavaScript library is available to
include Parsons problems with automated feedback [30], even adapting the difficulty of the problems
based on the students’ performance [31]. On Runestone [32], an open-source platform for ebooks,
educators can define their own Parsons problems and embed them in their ebooks. Using a different
approach and conceptual setting like the block model [33], it would also be possible to define other
and additional tasks [23]. However, some of those tasks would need more interaction of the educators.
In contrast to that, using the proposed GTs facilitates deriving corresponding tasks based on a given
algorithm without any further input and for all types of approaches and representations of algorithms.

The defined GTs are not meant to be solved by the students one after another, but rather represent
different types of tasks and variations based on an algorithm. There is some evidence pointing towards
a hierarchy of programming tasks [22], with Parsons problems (GT 4a and GT 4b) being easier to solve
for students than analysis tasks (GT 2). Implementation tasks (GT 1) are considered the most difficult
types of problems [21]. The different GTs could thus also be used by educators to address different
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skill levels of their learners. After generating a corresponding set of tasks based on an algorithm using
the defined GTs, more difficult tasks could be assigned to stronger students, whereas weaker students
could receive easier tasks. As such, the GTs could also be used as a means to address the heterogeneity
of learners. The proposed set of GTs is thus not only to be used for students at a specific age or in a
specific grade, as their level of difficulty can be adapted and also depends on the complexity of the
input algorithm.

For Snap and Scratch, as two of the most popular block-based programming languages used for
programming novices, it would be possible to implement a tool using the input shown in Figure 2
and the defined GTs to automatically generate the tasks presented in Appendix B. A Snap program
is stored as an xml file, and a Scratch .sb3 file is just a zip file that has been renamed. The blocks of
the program are stored in a JSON data file. It is thus fairly easy to access and manipulate the blocks
(GT 3—find the error) or rearrange them (GT 4a and 4b—Parsons problem) for both Snap and Scratch.

Based on the definition of the GTs that we gave above, we raise two main research questions:

RQ1: Which core skills of CT (according to [8]) can be fostered using one of the defined Generic Tasks
for algorithms?

RQ2: To which degree are the corresponding skills addressed by the Generic Tasks for algorithms?

RQ1 originates from the desire to create tasks targeting a specific core CT skill. RQ2 builds on RQ1
and aims at answering how effectively the corresponding skills can be targeted and fostered when
students work on these tasks.

2.2. Methodology

To validate the proposed GTs, all items were evaluated in an expert’s judgment procedure,
as proposed, for example, in [9,10]. As the tasks are meant to be used in school and in particular in
STEM classes, we invited both in-service STEM teachers and university researchers in the fields of
mathematics or CS education who are also certified STEM teachers to serve as experts. As the tasks
revolve around algorithms, all invited experts had to have a strong background in programming.
A total of n = 14 experts from Germany and Austria participated in an online survey in June 2020.
Instructions for the experts were given in the survey as well as individually as part of the invitation.
In addition to the survey, the experts received an accompanying document containing the definitions
of the six core CT skills—abstraction, algorithmic thinking, decomposition, generalization, debugging,
and automation, as proposed in [8]. Additionally, the document contained the specific tasks derived
from three different algorithms (see Appendix A) using the five proposed GTs. Therefore, the experts
had to rate a total of 15 different tasks. All the algorithms were given in the block-based language
Scratch. The experts were asked for a general estimation of if they considered the tasks to be meaningful,
i.e., whether the students could learn a lot when completing them, on a five-point Likert scale from
1 (“Completely disagree”) to 5 (“Completely agree”). They were also asked to rate if and how strongly
each task addresses each of the six core CT skills. For the latter, we decided to use a six-point Likert
scale from 0 (“Not addressed at all”) to 5 (“Very strongly addressed”) instead of a five-point Likert
scale to avoid providing a middle option so that the experts must at least give a tendency for every
skill, whether it is addressed or not.

3. Results and Discussion

The aggregated rating of the experts regarding the meaningfulness of the proposed GTs over all
three input algorithms (m = 3 · 14 = 42) is shown in Figure 3. Overall, the tasks were received rather
positively. For GT 1, GT 2, and GT 3, the vast majority of the experts (73.81%) rather or completely
agreed with the hypothesis that the corresponding tasks offer learning opportunities for the students.
Noticeably, for the implementation task, almost half of the answers (47.62%) were “Completely agree”.
GT 1, the implementation task, is thus the most meaningful task to pose, according to the experts.
The experts’ opinions on the two Parsons problems, GT 4a and GT 4b, are rather similar. In comparison
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to the other GTs, they consider the Parsons problems less meaningful, as they received more neutral
evaluations. This result is rather surprising, as empirical results, e.g., [24,28], suggest that working
on Parsons problems can be just as effective for students as when working on tasks similar to GT 1
and GT 3, i.e., writing code fulfilling a specified purpose or finding an error in a given algorithm.
A possible explanation could be that, although the concept of a Parsons problem may be known to the
experts, the corresponding results regarding its effectiveness may be not.

Figure 3. Agreement with the statement “Students can learn a lot when completing this task” for
n = 14 raters aggregated for the three different algorithms, resulting in m = 42 answers per GT.

Performing a calculation of the pair-wise correlations between the three different input algorithms
for the raters, estimations regarding the six core CT skills showed that the results all correlate with each
other (r12 = 0.69, r13 = 0.65, r23 = 0.63). Thus, we decided to analyze the experts’ evaluation of the six
core CT skills regarding the proposed GTs independently from the input algorithms. We performed
a statistical analysis over all m = 3 · 14 = 42 answers that were given for each skill and each of the
specific tasks belonging to one GT, the results of which can be seen in Figure 4. Several observations
can be made. The experts’ judgment that GT 1, implementation, is the most meaningful one of the GTs
fits together with their assessment that it addresses four of the six core CT skills, namely abstraction
(with an arithmetic mean of M = 3.02), algorithmic thinking (M = 4.21), automation (M = 3.24),
and generalization (M = 2.19), most strongly compared to the other four GTs. This supports the
claim that writing code is the most challenging task for students compared to other programming
activities, as stated in [21]. Additionally, for four out of the six CT skills, the results of the experts’
ratings for GT 1 are the highest over all five GTs. Not surprisingly, as all tasks revolve around the
working and learning processes with algorithms, the experts consider the skill of algorithmic thinking
to be addressed most strongly by all GTs. Another result that was to be expected is that GT 3, find the
error, addresses the skill of debugging the most, with an arithmetic mean of M = 3.55. Remarkably,
we can report the highest variation of the experts’ judgment for the skill of debugging for all five
GTs. A possible explanation for this could be that the concept of debugging is mainly known as the
activity of finding an error inside a program, rather than it being a CT skill for making assumptions
about possible outcomes of algorithms and methods or testing one’s own ideas for robustness [8].
As such, the concept of debugging in the context of CT is more general than tracing [23] in CS, which is
described as the execution of a program line by line, and could rather be associated with the notion of
debugging by some.
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Figure 4. Summary of the experts’ evaluations of the GTs regarding the six core computational thinking
(CT) skills [8] on a six-point Likert scale from 0 (not addressed at all) to 5 (very strongly addressed).
The symbol × marks the arithmetic mean.

We can also observe that the variation of the ratings for most of the skills is relatively high.
There are several possible explanations for this. As mentioned in many other works [1,8,25], the notion
of CT as a competence and its division into different subskills is still not clearly defined and lacks
empirical validation. The raters, although having a strong background in programming, could have
not been familiar enough with the core CT skills, apart from algorithmic thinking, to make a proper
assessment. The provided definitions of the skills could thus have been not sufficient to support the
raters in their judgment. If that were the case, though, it would probably be difficult for them to
address these skills in class at all. This, therefore, also hints at the necessity to educate the educators
about CT and related skills.

Furthermore, apart from the two skills of algorithmic thinking and debugging, all skills are,
on average, rated as being only moderately addressed (mean value of 3) or even less, which implies
that the defined GTs are only partially suited to fostering these specific core CT skills. Especially for the
skill of generalization, the experts’ ratings were quite low, with mean values below 2 for the GTs 2–5.
This emphasizes the need for additional tasks and best-practice examples specifically addressing these
core CT skills. More advanced programming concepts like functions and objects could help to target
skills like decomposition [34] and generalization, but require in return more pre-knowledge from
the students [26]. As the defined GTs are based on learning processes with codes and algorithms,
which are also the predominant tasks in programming education, we can thus also support the claim
that CT is more than just coding [35], requiring more tasks and activities fostering CT skills apart from
algorithmic thinking and debugging. In a case study in 2020, we also observed students with a strong
interest in CS and highly evolved algorithmic thinking skills only demonstrating basic abstraction
skills [11]. This could be a consequence of a strong focus on programming in K–12 computer science
education, in which the other CT skills are mostly only moderately addressed, if at all.

As expected by design, GT 4a and GT 4b, which are both variants of Parsons problems without
and with distractor blocks, address all six skills on nearly the same level, according to the raters.
Both GTs were also deemed similarly meaningful (see Figure 3), with the two bars indicating the
distribution of the given answers being very similar. The same holds true for the bars of GT 2 and GT 3,
analysis and find the error. Apart from the skill of debugging, all other skills are addressed on a similar
level by GT 2 and GT 3, according to the raters. A possible explanation is that with Scratch, we used a
block-based language for the declaration of the tasks given to the raters. Without the need to adhere
to syntactical standards apart from snapping fitting blocks together, the solution processes for GT 2,
analysis, and GT 3, find the error, are very similar. In order to find a potential error (GT 3), the algorithm
has to be thoroughly understood, which is also a prerequisite for GT 2 to explain its functionality.
As such, GT 3, find the error, can be regarded as the more complex task of the two, as it requires more



Future Internet 2020, 12, 152 10 of 16

steps than the analysis task. Our survey would thus support a potential hierarchy of tasks like that
proposed in [22], putting GT 2, analysis, and GT 3, find the error, on an intermediate level.

The raters were, as mentioned, not necessarily experts in the area of CT, but were required to
be certified STEM teachers with a strong programming background. Their ratings could, therefore,
be less accurate, contributing to the variation among the responses. However, this also reflects the
status quo in the educational system. If the corresponding educators are uncertain about the skills and
how specific tasks are addressing the skills, they can most likely not foster the skills intentionally.

Limitations of the Study

When interpreting the results of this study, one must keep in mind that we asked n = 14 experts,
which is a rather small sample size. The main reason for not asking more experts was the time that
it took to answer all questions thoroughly. Some of the experts reported having needed more than
one hour to carefully read the information on the tasks and skills and then complete the questionnaire.
Rather than obtaining data from a representative sample, we intended to get a first assessment by the
experts regarding the targeted skills and the meaningfulness of the tasks. As these are only estimations
based on the definitions we provided the experts with, it will be important, as a next step, to validate
the tasks with real students in class. When giving the material to students, we will also assess their
pre-knowledge in related areas, such as programming. This will enable us to describe the results in
relation to their pre-knowledge, as this will most likely influence how meaningful the tasks are and
which skills are addressed.

4. Conclusions

In this article, we defined GTs for algorithms based on common tasks in CS education.
Generic Tasks, in general, can be a powerful tool supporting educators in the creation, assignment,
and evaluation of tasks for their students. The advantages of GTs are most apparent when they are
integrated into an automated learning environment. With the proposed GTs, a teacher can derive
five different tasks based on one algorithm. The GTs can thus help to create differentiated tasks and
materials within the classroom. For example, as one possible use of the five GTs that we proposed,
students could get the assignment to complete some algorithm tasks over the course of one week.
To give students the opportunity to choose their own materials and learning paths, points could be
assigned to each of the GTs depending on their level of difficulty. The only prerequisite for the students
could then be to accumulate a certain amount of points until the end of the week by doing the GTs of
their choice for a set of input algorithms given by their teacher.

4.1. Responses to Research Questions

The tasks proposed by us were considered meaningful by the experts in our survey. Interestingly,
already in the evaluation of this question, a three-way distinction of the tasks is recognizable.
Even though it was to be expected that the GTs 4a and 4b were rated similarly, as they are both
variants of Parsons problems, it was more surprising that the analysis task, GT 2, and the find the error
task, GT 3, were considered to equally meaningfully target similar skills.

Based on the pair-wise correlations between the raters’ estimations, we conclude that the results
received regarding the proposed set of GTs do not depend on the algorithms from which they were
derived. However, regarding our two research questions, it is difficult to arrive at definite conclusions.
As the experts’ judgments varied regarding the question of which skills were targeted by the GTs,
there are only a few clear conclusions that can be drawn.

One skill that can definitely be fostered by the GTs is algorithmic thinking. GT 1, implementation,
seems to be most suitable to foster four out of the six core CT skills, while GT 3, find the error, is best
suited to foster debugging. Regarding all other skills, it is unfortunately barely possible to make any
clear statements. One reason for this can inherently be attributed to the definition and distinction of
the skills. First, the skills might not be disjoint, as an empirical validation is still pending. Second,
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some of the skills might not be as well known by many educators, as teaching CT is still a rather new
idea that has been getting more and more attention and importance only recently [36]. Of course,
another reason might be the proposed task design.

4.2. Implications and Suggestions for Future Studies

Based on the high deviation amongst the experts’ ratings, two main implications can be elucidated.
Firstly, the concepts of CT and its subskills need to be empirically validated in order to distinguish
between their different aspects in further research. A clear definition and distinction would also help
educators to teach and foster the different aspects of CT. As of now, CT as a concept and its subskills
seem to be too vague for educators to successfully target them. This calls, secondly, for more support
and dissemination among educators.

Despite the high deviation, our study clearly shows that using algorithms and teaching coding
are not enough to convey CT in all its facets. It is thus also important to create tasks for CT that are
detached from algorithms and programming. This does not mean, though, that the proposed tasks
cannot be used to foster CT. It is just important to keep in mind which skills might be targetable by
them and which might be not. Our study thus supports the claim in [35] that CT and programming
are not the same thing.

Our future endeavors related to the GTs are threefold. First, we want to create more ideas for GTs
targeting other CT skills than algorithmic thinking and debugging. For this purpose, we will need to
re-evaluate which the subskills are that CT consists of. Secondly, we need a learning environment in
which the GTs are integrated to support educators in teaching CT. A third goal will be to empirically
validate the GTs with students.
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Appendix A. Given Original Examples

Figure A1. The three original algorithms that the Generic Tasks were derived from (left). Plus: The
sprite draws a plus sign (middle). Odd–Even: The sprite goes through the numbers from 1 until 20 and
thinks about whether the number is odd or even (right). Guess a number: The user can guess a number.

Appendix A.1. Plus

<description> The sprite draws a shape that looks like a plus and in which five squares of the same
size would fit.

<code> Figure A1 left
URL https://scratch.mit.edu/projects/411733124
<image> Figure A2

Figure A2. Possible result for the task “Plus”.

Appendix A.2. Odd–Even

<description> The sprite goes through the numbers from 1 to 20 and thinks about whether the number
is odd or even for each number.

<code> Figure A1 middle
URL https://scratch.mit.edu/projects/411733660.

Appendix A.3. Guess A Number

<description> A random number between 1 and 100 is generated. The user should guess the number.
After each input, the program tells the user whether his guess was too high or too low until the
random number is guessed correctly.

<code> Figure A1 right
URL https://scratch.mit.edu/projects/411734022.

https://scratch.mit.edu/projects/411733124
https://scratch.mit.edu/projects/411733660
https://scratch.mit.edu/projects/411734022
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Appendix B. Generic Tasks Based on the Task “Plus”

Using the scheme for the Generic Tasks presented in Section 2.1, for the task “Plus”, as given in
Appendix A, it is possible to derive the following tasks.

GT 1 Implementation: Create a program for the following description:

The sprite draws a shape that looks like a plus and that consists of five squares of the
same size.

The result of should look like this:

GT 2 Analysis: What happens when the following program is executed? Describe!

GT 3 Find the Error: Given is the following program:

Originally, the program is supposed to work like this:

The sprite draws a shape that looks like a plus and that consists of five squares of the
same size.

Find and correct the errors so that the program does what it is supposed to do.
GT 4a Parsons problem: Create a program for the following description:

The sprite draws a shape that looks like a plus and that consists of five squares of the
same size.
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Use the following blocks/lines:

GT 4b Parsons problem (Distractor): Create a program for the following description:

The sprite draws a shape that looks like a plus and that consists of five squares of the
same size.

Use some of the following blocks/lines:
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