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Abstract

:

One of the main focuses of Education 4.0 is to provide students with knowledge on disruptive technologies, such as Machine Learning (ML), as well as the skills to implement this knowledge to solve real-life problems. Therefore, both students and professors require teaching and learning tools that facilitate the introduction to such topics. Consequently, this study looks forward to contributing to the development of those tools by introducing the basic theory behind three machine learning classifying algorithms: K-Nearest-Neighbor (KNN), Linear Discriminant Analysis (LDA), and Simple Perceptron; as well as discussing the diverse advantages and disadvantages of each method. Moreover, it is proposed to analyze how these methods work on different conditions through their implementation over a test bench. Thus, in addition to the description of each algorithm, we discuss their application to solving three different binary classification problems using three different datasets, as well as comparing their performances in these specific case studies. The findings of this study can be used by teachers to provide students the basic knowledge of KNN, LDA, and perceptron algorithms, and, at the same time, it can be used as a guide to learn how to apply them to solve real-life problems that are not limited to the presented datasets.
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1. Introduction


Currently, society is going through the fourth industrial revolution, also known as Industry 4.0. This new revolution is being driven, principally, by advancements in areas such as artificial intelligence (AI), robotics, cloud computing, the internet of things (IoT), cyber-physical systems, big data, etc. [1,2]. Thus, industries have used these technologies to provide solutions to the growing needs of humankind; however, in order for them to continue adapting their ecosystems to the digital world, they need qualified professionals with knowledge and skills in those areas.



Consequently, in order to generate skillful personnel, Education 4.0 is being proposed as a new framework so that schools are able to train professionals who are capable of creating knowledge through scientific research and experience, as well as sharing this knowledge with society and using it to face technological, social, political, and economic challenges [3]. Hence, it has been of great importance for universities to develop new curricula at the undergraduate level that guide future professionals towards the requirements of Industry 4.0 [4].



Some authors have explored and proposed guidelines for the creation of newly updated curricula that are in line with the upcoming revolution. According to [3], it is important for Education 4.0 paradigm to be based on competency development so that students do not only memorize and repeat data but also learn how to use it through learning experiences. In other words, students must learn by doing, using, and interacting with material that encourages them to apply the acquired theoretical knowledge [5].



In this paradigm, we can consider the term “competency” as the set of skills, values, and knowledge that allows the student to successfully perform a given task or activity [6]. In order to develop the Education 4.0 curricula for engineers, ref.  [3] identified ten different competencies that are necessary for students to develop, which are: virtual collaboration, resilience, social intelligence, novel and adaptive thinking, load cognition management, sense-making, new media literacy, design mindset, transdisciplinary approach, and computational skills. However, in order to fully exploit these competencies, students must also acquire knowledge on how to apply them towards the usage of the latest technologies that conform the basis of Industry 4.0, such as Machine Learning (ML).



Machine Learning is a subset of artificial intelligence that builds a mathematical model based on “training data” to predict an outcome or perform a given task without the machine being explicitly programmed to do it [7]. ML learning applications over Industry 4.0 development cover diverse areas such as healthcare, economics, energy engineering, among others. In healthcare, Machine Learning predictions have been used to inform diagnoses, decide clinical care pathways, and stratify the risk of a patient having a given disease [8]. Examples of these applications include diagnosis of heart diseases on diabetic patients [9], prediction of diabetes disease [10,11], breast cancer prediction and diagnosis [12,13], thyroid disease diagnosis [14], and lung and brain tumor detection [15,16]. In economics and finance, ML algorithms have been applied for portfolio design [17,18,19], forecasting financial time series [20], and stock market analysis [21,22,23]. In energy engineering and management, Machine Learning models have been used to characterize petroleum reservoirs [24], solar radiation, wind power and energy consumption forecasting [25,26,27], and reactor control optimization [28]. Some of these tasks are often accomplished through an ML branch known as classification.



In ML, classification is a supervised learning technique in which the computer is fed with labeled data and learns from it so that, in the future, it can use this learning to classify new data. The classification may be binary (only two classes) or multi-class (more than two classes). One can think of binary classification algorithms as something similar to teaching a kid to distinguish between a cat and a dog. We can present to the kid several images of cats and dogs while telling him, for each of the images, if the animal in there is a cat or a dog until he learns to distinguish them based on their characteristics. After that, when the kid sees either a cat or a dog in the street, he would be capable of telling the name of the animal. In this example, the name of the corresponding animal in the photos is what is called the “label” of the input data. As simple as the previous example may be, there is a lot of mathematics, linear algebra, and statistics behind the algorithms that allow a computer to do that type of classification.



For that reason, it is very important for Education 4.0 to provide future scientists and engineers with understandable information about the basis of ML, as well as with a starting point where they can test the behavior of Machine Learning algorithms and verify their correctness while developing competencies and skills that are required for Industry 4.0 progress. One way to offer this starting point is to provide students with the possibility of testing the algorithms over a test bench so that they can acquire knowledge about the development of the experiments while understanding the different results. Developing a test bench as teaching/learning material is a way in which schools may accomplish one of the main goals of the Education 4.0 paradigm, which is to give students the opportunity to apply the acquired knowledge and interpret the outcome of its application through the construction of real-life scenarios [29].



Thus, the main objective of this paper is for it to be useful as teaching and learning material in the Machine Learning curriculum of Education 4.0 so that students can acquire expertise on disruptive technologies while developing competencies such as design mindset, transdisciplinary knowledge, and computational skills. This objective is addressed through an explanation of the basic theory behind three binary classification algorithms: K-Nearest-Neighbors (KNN), Linear Discriminant Analysis (LDA), and Simple Perceptron. On one hand, the first two algorithms were chosen because of their relative simplicity compared to more advanced ML algorithms, as well as their several applications in real-life Industry 4.0 situations. On the other hand, the perceptron was chosen because it constitutes the basis of artificial neural networks, which are currently used in a lot of areas that are under the scope of the fourth industrial revolution. Moreover, in order for this paper to be used in the full scope of the Education 4.0 paradigm, we present a transdisciplinary test bench so that students can learn how to use the algorithms and how to interpret the results through experimentation. The presented test bench consists on three different datasets: Cleveland Heart Disease dataset [30], Banknote Authentication dataset [31], and Wisconsin Cancer dataset [31]. At the time of writing this paper, we have not found other work that provides an introduction to these algorithms and that explains how to apply them over real-life situations under the Education 4.0 framework.



This article first goes through a general review of the three algorithms mentioned above so that students can learn the basics of each of them. After that, a bibliographic comparison about their advantages and disadvantages is carried out. Moreover, a test of their performance and behavior while working on the given datasets is done to show students which one is superior for these specific case studies. Finally, we conclude by pointing out the main takeaways of this work, and we give an idea of how the content of this paper can be used by teachers in class to enhance and validate the understanding of this topic by students.




2. Classification Algorithms Theory


2.1. K-Nearest-Neighbors


K-Nearest-Neighbors or KNN is a simple classification algorithm first proposed by Evelyn Fix and Joseph Hodges [32] in 1951 and further developed by Thomas Cover [33] in 1967. This algorithm stores all the input data with its corresponding labels and classifies a new observation based on similarity [34]. This classification is done based on the labels of its nearest neighbors. The KNN algorithm has been used on several Industry 4.0 framework applications, such as cybersecurity [35], aircraft’s useful life prediction [36], fault classification [37], nephropathy prediction in children [38], intrusion detection systems [39], etc. In order to understand better how KNN works, let us take a brief example.



Data about the height and the weight of men and women were gathered and are presented in Figure 1a. The blue points represent data that were labeled as men and the red as women. Then, suppose that we add a new individual to the dataset. We are told that this new individual is a man; however, we only introduce their height and weight to the algorithm to see if it is capable of classifying them correctly. This is shown in Figure 1b, where the new individual is represented as a star.



To do the classification, we need to search for its nearest neighbors and their corresponding labels so that we can classify this new point depending on the majority of votes from its neighbors. To determine which of the data points are closest to the new observation, we have to measure the distance between data points.



There are several types of functions that can be used to obtain the distance between points, such as cosine similarity measure, Minkowsky, correlation, Chi-squared, and Euclidean distance [40]. From all of these, the most widely used function is the Euclidean distance, which is the measure of the straight line between two points and, for two dimensions, is obtained as:


  d  ( x , y )  =    ∑  i = 1  n    (  x i  −  y i  )  2     



(1)




where d represents the distance between two points, and x and y represent the point coordinates. Once we obtain the distance between the new observation and the other points, we can choose the closest neighbors to proceed with the classification. However, an important question arises here: how many nearest neighbors should we consider? Let us take Figure 2 as an example.



In Figure 2, the new observation is being classified by its K nearest neighbors, where K has two different values:   K = 3   and   K = 7  . For   K = 3  , the closest neighbors are the ones inside the green circle, and for   K = 7  , the closest neighbors are inside the purple circle. It can be seen that, if   K = 3  , two of those three neighbors are women, so the new observation would be classified as a woman. However, if   K = 7  , most of the closest neighbors are men, and then the new individual would be classified as a man. So, for the classification of this new individual,   K = 7   is better than   K = 3   because it classified it as a man, which was its real gender. Nevertheless, this does not mean that   K = 7   is the best overall value for the dataset; more new observations must be classified with different K values to find the value with the best performance.



As we can see, the resulting classification from the KNN algorithm strongly depends on the chosen number of nearest neighbors. Thus, the algorithm must be tested with different values of K until we find its most optimum value for the dataset that we are working with. This is usually the most time-demanding task when talking about the KNN algorithm. Once the optimum value of K is found, the training time is usually low, which is one of the main advantages when compared to other classification methods. Furthermore, another advantage of KNN is that it is very simple to implement and interpret, as was seen during the previous example. In addition, it is very useful when dealing with not linearly separable data and/or when there is no model that fits it well enough. Moreover, it is accurate for simple regression and classification tasks, so usually, it does not need to be compared with better-supervised learning models when dealing with this kind of problem. However, this algorithm also has some drawbacks, such as its accuracy depending on the data quality and being sensitive to irrelevant features. Furthermore, if there is a large quantity of data, the prediction time can be slower, turning it into a computationally expensive algorithm in some cases.



As a summary of the behavior of the KNN algorithm, we provide the pseudo-code shown in Algorithm 1, which is an interpretation of the algorithm developed by Fix, Hodges, and Cover [32,33].





	Algorithm 1 KNN Pseudo-code



	Input:

     x , l , s   //   x : training  data  ;   l : label  ;   s : sample  to  classify  

for i to training data size do:

   Compute the distance   d (  x i  , s )  

end for

   Select the desired number k of nearest neighbors

   Sort the distances by increasing order

   Count the number of occurrences of each label among the top k neighbors

Output: Assign to s the most frequent label l







2.2. Linear Discriminant Analysis


Linear Discriminant Analysis or LDA, introduced by Ronald Fisher [41] in 1936, is a linear transformation algorithm used for dimensionality reduction and binary classification. The main objective of this algorithm is to project the data into a lower-dimensional space that maximizes the between-class variance while minimizing the within-class variance [42]. Some of the applications of LDA on Industry 4.0 include state of product detection [43], malfunction monitoring systems [44], EEG hand movement classification [45], etc. That being said, let us explore the theory behind LDA.



Let us suppose that we have one independent and one dependent variable, in which the latter is a binary one. The distribution of this variable with respect to the independent variable   X 1   is as follows:



In Figure 3, the blue and purple dots represent the different classes of the dependent variable. As we can see, it is not possible to divide these classes with a linear divider because they are scattered around the   X 1   axis. Then, we can conclude that a single independent variable is not enough to explain the behavior of our dependent variable. Hence, it may be a good idea to add a new explanatory variable   X 2   to our problem, as is shown in Figure 4.



Now, we can see that, with the new feature   X 2  , it was easier to separate the blue and purple dots using a linear divider. However, this might not always be the case, and if we keep increasing the dimensional space, the problem may turn very complicated to deal with. In these cases, LDA becomes useful.



Linear Discriminant Analysis does an analysis over the entire feature space of the problem to create new axes in a lower-dimensional space. In the example we are dealing with, the two feature spaces can be reduced to a 1-D space using LDA to transform the original   X 1   and   X 2   axes to a new axis that ensures maximum between-class separability while minimizing within-class variance.



It is important to have in mind that both between-class and within-class variance are important for LDA to work correctly. This can be seen in Figure 5 and Figure 6, where Figure 5 only maximizes the between-class variance (arrow between means) while ignoring within-class variance (dotted ellipses), which leads to poor separation of classes. On the other hand, Figure 6 shows a new axis that maximizes between-class variance and minimizes within-class variance, leading to good class separation.



Now that we have a visual idea of how LDA works, let us explore the mathematics behind it. The general idea of LDA is to project a high-dimensional space into a line, and this projection must maximize the between-class variance and minimize the within-class variance. To find this projection, the linear discriminant finds a weight vector w that maximizes the Fisher’s criterion, defined as:


  J  ( w )  =      μ ˜  1  −   μ ˜  2   2     S ˜  1 2  +   S ˜  2 2     



(2)




where    μ i  ˜   represents the means of projections of classes 1 and 2 (    μ i  ˜  =  w T   μ i   ),   μ i   are the means of classes 1 and 2, and    S ˜  2   represents the variance (    S ˜  i 2  =  ∑   y i  ∈   Class i      (  y i  −   μ ˜  i  )  2   ), letting   y i   be the projected samples    y i  =  w T   x i   . Using these equalities, Fisher’s criterion can be written as a function of w as:


  J  ( w )  =    w T   S B  w    w T   S w  w    



(3)




where   S B   measures the separation between the means of two classes, and   S w   measures the within-class scattering. Then, given the previous equation, its maximum can be found by solving the generalized eigenvalue problem given by:


   S B  w = λ  S w  w  



(4)







This will result in a set of eigenvectors w with eigenvalues  λ . Finally, the eigenvectors are sorted from biggest to smallest depending on its eigenvalues, and a weight matrix W is created, which now represents the new space in which the data is projected.



In general, Linear Discriminant Analysis is a low computational cost classification method that is based on maximizing the distance between the means and minimizing within-class variance, making it simple to understand and implement. However, for it to work correctly we must have normally distributed data, which must also be linearly separable. Furthermore, this algorithm is only useful for binary classification problems and fails when the mean values are shared between both classes.



To be more explicit about the steps of the LDA algorithm, we provide the pseudo-code in Algorithm 2, which is based on the original Fisher’s proposal [41].





	Algorithm 2 LDA Pseudo-code



	Input:

     S =    x 1  ,  y 1   ,   x 2  ,  y 2   , … ,   x s  ,  y s      //   S : Training  set  

Calculate:

   The means  μ 

   Separations   S B   and   S W  

   Eigenvectors and eigenvalues: (   w 1  ,  w 2  , … ,  w n   ),  (   λ 1  ,  λ 2  , … ,  λ n   )

   Sort the eigenvectors from biggest to smallest depending on the eigenvalues

   Choose the top k eigenvectors

   Produce matrix   W ( n × k )  

Output: Return matrix W







2.3. Simple Perceptron


The perceptron, first introduced by Rosenblatt [46], is the fundamental unit of artificial neural networks, just as the neuron is the fundamental unit of our central nervous system. Hence, it conforms the basis of advanced ML methods that are used on several real-life applications on Industry 4.0, such as smart manufacturing [47], condition monitoring [48], material selection [49], building occupancy prediction [50], among others. In the basic applications of Machine Learning, the Simple Perceptron is used as a supervised binary classifier [51], and it has four parts:




	
Input



	
Weights and bias



	
Net sum



	
Activation function








In Figure 7, it can be seen that one constant input is related to weight   w 0  . This weight is the bias (  − θ  ) of the system and represents the threshold that must be surpassed to fire the activation function. The system shown in Figure 7 can be mathematically represented as follows:


    y    = 1  if   ∑  i = 0  n   w i  ×  x i  ≥ 0          = 0  if   ∑  i = 0  n   w i  ×  x i  < 0          where    x 0  = 1   and    w 0  = − θ      



(5)







As we can see, the perceptron has two possible outcomes, and the outcome changes from 0 (negative) to 1 (positive) if the weighted sum of the inputs surpasses the threshold  θ . This weighted sum depends directly on the weight vector (w) of the system, and the goal of training the perceptron is to find vector w, which allows us to correctly classify our negative and positive inputs.



Vector w is randomly initialized, and then it is tuned depending on the behavior of the system. We know that if an input   x n   has a positive label, the dot product between the weight vector and the input vector (x) must be greater or equal than 0, and if the label is negative, the dot product must be lower than 0. Knowing this, there can be two cases of misclassification. These cases are shown below with their corresponding corrective action:




	
The input label is negative, and the dot product is greater or equal than 0. When this is the case, we must update w by subtracting the input vector to the weight vector.



	
The input label is positive, and the dot product is lower than 0. When this happens, we must update w by adding the input vector to the weight vector.








Based on the method’s description, we can see that the single perceptron is easy to set up, train, and implement. Furthermore, depending on which is the activation function, we can allow the algorithm to be linked to posterior probabilities, an example of this can be seen while using the sigmoid function. On the other hand, this algorithm is limited to work on linearly separable data, and thus, it can only create hyperplane threshold boundaries. Finally, for ease of understanding, we provide the pseudo-code in Algorithm 3, which summarizes the method originally provided by Rosenblatt [46].





	Algorithm 3 Simple Perceptron Pseudo-code



	Input:

   Vector x

   Label 0 = Negative (N) input

   Label 1 = Positive (P) input

Training:

   Randomly initialize w misclassification != 0   x ∈ N  and   ∑  i = 0  n   w i  ×  x i  ≥ 0   w = w − x   x ∈ P  and   ∑  i = 0  n   w i  ×  x i  < 0   w = w + x

Output: Parameters w








3. Advantages and Disadvantages of the Methods


It is intended to test the behavior of each of the previously described methods for a set of case studies. However, before doing that, we should clarify the advantages and disadvantages of each method, which are shown in Table 1.




4. Case Studies


As mentioned earlier, one of the main pillars of Education 4.0 is not only to teach students the theory behind disruptive technologies, such as ML, but also to provide the learning material so that they can have the opportunity of applying the acquired knowledge to develop problem-solving skills, as well competencies such as design mindset, transdisciplinary approach and computational skills [3]. Thus, the previous ML algorithms were applied over three different datasets while showing and analyzing the results so that they can be employed by students to learn more about their application.



Moreover, providing this test bench is not only useful for students but also for teachers as support material on Machine Learning lessons. For example, it can be used as a project in which students must replicate the results presented here so that they can develop computational skills over ML problems. Furthermore, teachers can entrust students to design their own experiment so that they apply the methods on a different dataset of their choice to see how it works, compare the obtained performance, and analyze why they were good or bad classifiers for the proposed new dataset.



For this work, the proposed test bench consists of the following three datasets: the Cleveland Clinic Foundation Heart Disease dataset, the Banknote Authentication dataset, and the Breast Cancer Wisconsin dataset, which are available at the UCI Machine Learning Repository. These datasets were chosen to be about medicine and economics for students to notice that the applications of ML are multidisciplinary and not limited to engineering problems.



The former dataset contains the data of 296 patients, which is composed of 14 attributes per patient, including the classification of each of them. There are two categories in which the patients are classified: healthy patients and heart disease patients. The second dataset contains 1372 items with four attributes, where each item is labeled as genuine or fake depending on its attributes. Finally, the Wisconsin dataset has 30 features for each of the 569 instances, where each instance is classified as malignant or benign. Prior to the implementation of the classification algorithms, the datasets were standardized.



4.1. Method


To estimate the performance of KNN, LDA, and Perceptron, we used repeated k-fold cross-validation, with   k = 5   and 100 repetitions for each algorithm. For the KNN algorithm, a number of 23 close neighbors was found to be the best choice for the Cleveland dataset, while for Banknote and Wisconsin datasets, 4 and 5 close neighbors were the best choices, respectively.



We evaluated if the data was correctly classified based on the number of true positives (  T P  ), false negatives (  F N  ), false positives (  F P  ), and true negatives (  T N  ). The accuracy and error of each system are then defined as:


  A c c =   T P + F N   T P + T N + F P + F N    



(6)






  e r r o r = A c c =   F P + F N   T P + T N + F P + F N   = 1 − A c c  



(7)







Other metrics that were used to evaluate the performance of the algorithms were:




	
Sensitivity (  T P R  ): represents the probability of detecting the condition when it is present.   T P R =   T P   T P + F N    



	
False negative rate (  F N R  ): represents the probability of not detecting the condition when it is present.   F N R =   F N   T P + F N    



	
False positive rate (  F P R  ): represents the probability of detecting the condition when it is not present.   F P R =   F P   T N + F P    



	
Specificity (  T N R  ): represents the probability of not detecting the condition when it is not present.   T N R =   T N   T N + F P    



	
Positive predictive value (  P P V  ): represents the probability of the patient really having the condition when the test is positive.   P P V =   T P   T P + F P    



	
Negative predictive value (  N P V  ): represents the probability of the patient not having the condition when the test is negative.   N P V =   T N   T N + F N    








Apart from these metrics, the area under the ROC curve was also used to evaluate the performance of the algorithms. Furthermore, a MANOVA analysis was carried out to see if there was any statistical difference between the algorithms (  p = 0.05  ).




4.2. Results


For each of the previous metrics, KNN, LDA, and Simple Perceptron obtained the mean values shown in Table 2, Table 3 and Table 4. Analyzing them, we can observe that for the Cleveland dataset, the KNN algorithm showed the best behavior for AUC, FPR, TNR, and PPV; for the other metrics, the best algorithm was LDA. For the Banknote dataset, KNN was the best classifier for almost all the metrics, except AUC, where LDA had the best result. Finally, for the Wisconsin dataset, Perceptron outperformed the other two algorithms on ACC, TPR, FNR, and NPV, while LDA had the best performance for AUC and KNN for FPR, TNR, and PPV.



Apart from this, the MANOVA test showed that there was an overall statistical difference between the algorithms applied on this test bench for a p-value of   p = 0.05  . However, a post hoc Tukey test was carried out to identify the specific differences between the algorithms. This test showed that for the Cleveland dataset, the KNN and LDA algorithms do not differ significantly for most of the parameters, except for PPV and NPV. In comparison to the Simple Perceptron, these two algorithms were confirmed to be significantly different. For the Banknote dataset, the Tukey test showed that there was no statistical difference between the three algorithms on the TPR, FNR, and NPV parameters; moreover, KNN and Simple Perceptron were also no statistically different in their accuracy value. Finally, for the Wisconsin dataset, we found that KNN and Perceptron were not statistically different over ACC and AUC, while LDA and Simple Perceptron were also not different in their AUC value.





5. Final Remarks


Machine learning applications are rapidly increasing in Industry 4.0 development; thus, it is important for students to learn at least the basics of some ML algorithms. Therefore, Education 4.0 is in charge of introducing future professionals to this area, as well as providing them with the possibility of testing their understanding in real-life scenarios. Hence, the primary objective of this work was to give the students an introduction to Machine Learning and three different classification (supervised) algorithms: K-Nearest-Neighbor, Linear Discriminant Analysis, and Simple Perceptron.



This introduction was done through a brief review of the methods, their pseudo-codes, as well as a comparison between them. Through this comparison students can observe that, despite the three methods being able to classify data, LDA and perceptron are only able to deal with binary data, meaning that they are not useful for multi-class classification. Moreover, it is important for students to notice that KNN is able to classify data in any desired number of classes; however, unlike the other two algorithms, this method usually has a high computational cost that increases proportionally to the number of classes and data size. Furthermore, one of the main differences for students to remember between KNN and the other two methods is that the former is able to deal with not-linearly separable data, while the last ones cannot be used for this kind of problem. Furthermore, the only algorithm that has the capacity of giving us the posterior classification probabilities of the input data is the Simple Perceptron, being one of the main advantages of this method when compared to KNN and LDA. Finally, among the three methods, we recall students that the easiest to understand and implement is KNN, followed by Simple Perceptron, and finally LDA.



Furthermore, in order to contribute to the development of new and updated educational material that is useful for teachers and students under the Education 4.0 framework, we developed a multidisciplinary test bench by applying these supervised algorithms over the Cleveland Heart Disease dataset, Banknote Authentication dataset, and Wisconsin Breast Cancer dataset to explore their behavior. From the obtained results, students can notice that, for the proposed metrics and datasets, the overall best performance was achieved from the KNN algorithm, followed by LDA and then Simple Perceptron. Furthermore, using MANOVA and Tuckey tests, it can be observed for which parameters the algorithms were statistically different over the presented test bench.



Through the previous description of the algorithms and the results of their application over the proposed test-bench, this study provides students with the possibility of learning the basic theory of KNN, LDA, and Simple Perceptron, as well as serving as a guide for the practical application of the acquired knowledge towards the solution real-life problems. Moreover, teachers that are dabbling into the Education 4.0 framework can use this material to introduce their students to Machine Learning theory and applications. Furthermore, it can also be used as an additional reading/exercise that reinforces the understanding of the student posterior to a Machine Learning lesson.



Despite offering students the possibility of learning through this test bench and developing skills such as design mindset, transdisciplinary approach, and computational skills, the work and learning process is not limited to the presented datasets. One idea for teachers to test and validate the knowledge and skills and to further enhance the competencies that students can acquire through the content of this paper is to propose a Project-Based Learning (PBL) homework, where students replicate the results shown in this work and then search for other real-life datasets that could be analyzed with the presented algorithms. Through this PBL proposal, they can test how well they understood the presented information while gaining more knowledge and skills through research and further application of the methods.



Regardless of the contribution of this study to the Education 4.0 framework, the work is not over. Further research can be done in order to provide students and teachers with more ML educational material that covers additional algorithms that can be used to solve Industry 4.0 problems such as Random Forest, Naive-Bayes, K-means, Support Vector Machines, Artificial Neural Networks, etc. Additionally, an improved test bench, with a broader amount of transdisciplinary datasets, may also be a way to enhance the student’s comprehension of these topics.
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Figure 1. (a) Men and women distribution according to height and weight. (b) New observation added to the dataset. 
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Figure 2. Classification based on different values of K. 
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Figure 3. The distribution of dependent variables. 
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Figure 4. The 2-D distribution of dependent variables. 
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Figure 5. (a) The projection of data points on a new “bad” axis. (b) The resultant separation with the new axis. 
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Figure 6. (a) The projection of data points on a new “good” axis. (b) The resultant separation with the new axis. 
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Figure 7. The Perceptron model. 
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Table 1. Advantages and disadvantages of the methods.
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	Method
	Advantages
	Disadvantages
	Ref





	KNN
	
	-

	
Easy to understand and implement




	-

	
Fast training




	-

	
Robust to noisy traning data




	-

	
Good behaviour dealing with several labels






	
	-

	
High computational cost




	-

	
Poor run time performance




	-

	
Sensitive to local structure of the data






	[52,53]



	LDA
	
	-

	
Low computational cost




	-

	
Easy to implement




	-

	
Discriminate different groups




	-

	
Visual representation makes clear understanding






	
	-

	
Requires normal distribution




	-

	
Linear decision boundaries




	-

	
Limited to two classes






	[54,55]



	Perceptron
	
	-

	
Easy training and set up




	-

	
Yields the decision function directly through training






	
	-

	
Only works on linearly separable data




	-

	
Boundaries are only allowed to be hyperplanes




	-

	
Limited to binary data






	[56]
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Table 2. The mean value for each metric for each algorithm—Cleveland Heart Disease dataset.
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Algorithm

	
Metrics




	
AUC

	
ACC

	
TPR

	
FNR

	
FPR

	
TNR

	
PPV

	
NPV






	
KNN

	
0.9025

	
0.8342

	
0.8168

	
0.1831

	
0.1394

	
0.8606

	
0.8928

	
0.7684




	
LDA

	
0.9023

	
0.8349

	
0.8266

	
0.1734

	
0.1522

	
0.8477

	
0.8776

	
0.7864




	
Perceptron

	
0.8481

	
0.7840

	
0.8265

	
0.7812

	
0.2187

	
0.7407

	
0.7815

	
0.7407
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Table 3. The mean value for each metric for each algorithm—Banknote Authentication dataset.
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Algorithm

	
Metrics




	
AUC

	
ACC

	
TPR

	
FNR

	
FPR

	
TNR

	
PPV

	
NPV






	
KNN

	
0.9987

	
0.9985

	
1.0000

	
0.0000

	
0.0033

	
0.9967

	
0.9973

	
1.0000




	
LDA

	
0.9996

	
0.9762

	
0.9999

	
0.0001

	
0.0506

	
0.9494

	
0.9574

	
0.9999




	
Perceptron

	
0.9986

	
0.9805

	
1.0000

	
0.0000

	
0.0370

	
0.9629

	
0.9653

	
1.0000
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Table 4. The mean value for each metric for each algorithm—Breast Cancer Wisconsin dataset.
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Algorithm

	
Metrics




	
AUC

	
ACC

	
TPR

	
FNR

	
FPR

	
TNR

	
PPV

	
NPV






	
KNN

	
0.9862

	
0.9657

	
0.9807

	
0.0193

	
0.0423

	
0.9577

	
0.9266

	
0.9890




	
LDA

	
0.9908

	
0.9564

	
0.9903

	
0.0096

	
0.0608

	
0.9392

	
0.8919

	
0.9949




	
Perceptron

	
0.9901

	
0.9663

	
1.0000

	
0.0000

	
0.0800

	
0.9200

	
0.8636

	
1.0000
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