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Abstract: Hindi is the official language of India and used by a large population for several public
services like postal, bank, judiciary, and public surveys. Efficient management of these services
needs language‑based automation. The proposed model addresses the problem of handwritten
Hindi character recognition using a machine learning approach. The pre‑trained DCNN models
namely; InceptionV3‑Net, VGG19‑Net, and ResNet50 were used for the extraction of salient fea‑
tures from the characters’ images. A novel approach of fusion is adopted in the proposed work; the
DCNN‑based features are fused with the handcrafted features received from Bi‑orthogonal discrete
wavelet transform. The feature size was reduced by the Principal Component Analysis method. The
hybrid features were examined with popular classifiers namely; Multi‑Layer Perceptron (MLP) and
Support Vector Machine (SVM). The recognition cost was reduced by 84.37%. The model achieved
significant scores of precision, recall, and F1‑measure—98.78%, 98.67%, and 98.69%—with overall
recognition accuracy of 98.73%.

Keywords: Bi‑orthogonal; DCNN;DWT;Hindi characters; hybrid‑features; fusion;MLP; PCA; SVM;
transfer learning

1. Introduction
The increasing demand for the automation of language‑based systems is high due

to the associated vast application field. It includes digitalization and preservation of the
manuscripts of historic significance, computerized editing of handwritten documents, au‑
tomatic processing of cheques in the bank, recognition of postal address written on mails,
parcels, etc. and their address‑wise sorting through computer vision, translation of road
safety‑instructions written in the local language on roadside boards, computerized recog‑
nition of medical‑aids as mentioned in handwritten prescription, and many more related
applications. The machine‑based recognition of handwritten scripts is much more dif‑
ficult than that of printed ones due to inherent unconditional variation in shape, size,
skewness, and degree of connectedness between various characters. Countries like India,
China, Saudi Arabia, and the United Arab Emirates are developing automation systems
in country‑specific languages to serve its advantage to the mass of the people as large pop‑
ulations of these countries have not adopted English as their first language.

Many advancements have been reported for English language‑based automation sys‑
tems due to their global acceptance. Extra attention is needed for systems based on lan‑
guages like Hindi (Devnagari), Chinese, Urdu, Farsi, etc., as they are in a developing
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phase. The proposed work is a small step in this direction for the Hindi script. The Hindi‑
consonant set is displayed in Figure 1.

Figure 1. Consonant set of the Hindi script.

According to recent surveys [1–4] based on recognition of handwritten Hindi script,
feature types and classification schemes can be broadly categorized in the following man‑
ner: Features are classified as structural and statistical. Structural features include lines,
curves, loops, dots, end points, intersection points, edges, contours, and directional de‑
tails. Sethi et al. [5] used features related to vertical–horizontal lines and left–right slants;
Bhattacharya et al. [6] implemented stroke‑based features; and Arora et al. [7] utilized
horizontal‑bar, vertical‑bar, and intersection points as prime features.

Statistical features encompass zone‑based, distance‑based, pixel‑density‑based, his‑
togram based, moment‑based, and transformation‑based features. Bajaj et al. [8] imple‑
mented density, moment, and descriptive‑component‑based features; Pal et al. [9] utilized
chain code histogram as potential features; Pal et al. [10] received gradient‑based direc‑
tional features; Deshpande et. al. [11] developed coding scheme for connected segments of
the characters; Iamsa et al. [12] examined the features collected from a histogram of gradi‑
ents; Shitole et al. [13] estimated potential statistical features based on linear‑discriminant‑
analysis (LDA) and PCA. Higher manual efforts are needed for extracting structural and
statistical features; the usefulness of the features depends on the skill of the user.

The classification schemes can be broadly categorized as ANN‑based, kernel‑based,
statistical‑based, template‑matching‑based, and fuzzy‑based. The ANN‑based approach
is well known for its potential of classifying non‑linearly separable data; Rojatkar et al. [14]
utilized MLP network with varying numbers of hidden units; Khanduja et al. [15] used
feedforwardneuralnetworkwithbackpropagationlearning;NikitaSingh[16] implemented
feedforward neural network with changing number of hidden layers. The kernel‑based
approach is useful in classifying higher dimensional data; Jangid et al. [17] employed an
SVM classifier; Puri et al. [18] utilized a Gaussian‑kernel‑based support‑vector‑machine al‑
gorithm. Statistical‑based approaches are popular due to the efficient mathematical mod‑
elling of the given classification problem; Sethi et al. [19] employed a decision‑tree‑search
for classification; Parui et al. [20] implemented a hidden Markov model with Gaussian
distribution; Holambe et al. [21] produced a comparative study of a KNN classifier by de‑
ciding the nearest neighbors on the basis of Euclidian‑distance, cosine‑similarity, etc. The
template‑matching approach was adopted by Pal et al. [22] in their comparative study of
different classifiers. Hanmandlu et al. [23] implemented a fuzzy‑logic‑based classifier.

Advanced Deep Convolutional Neural Networks (DCNN) are trending for pattern
recognition problems because of their excellent capabilities of auto‑generative feature ex‑
traction and classification [24]. Deep networks need large‑sized datasets for learning from
scratch. Non‑availability of such datasets restricts the use of DCNNmodels for several pat‑
tern recognition problems, including the proposed one. With transfer‑learning approach,
the trainable parameters of pre‑trained deep networks are preserved and can be reutilized
for a similar kind of pattern recognition problems, even with smaller‑sized datasets [25].
However, the large‑sized feature‑vector of pre‑trained DCNN models might result in in‑
creased classification costs.

1.1. Related Work
Several studies were relied upon for handcrafted features related to the structure of

character image and/or associated statics. The main advantage of handcrafted features
lies in their capability of customization. One can select a number of such features as per
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the problem of pattern recognition. For example, Verma [26] selected the features belong‑
ing to dots, lines, curves, and loops presented in the character image; Pal, Wakabayashi,
and Kimura [22] focused on gradient and curvature‑based features due to richness of the
curves in the Hindi script; Dixit, Navghane, and Dandawate [27] took advantage of the
time–frequency localization ability of DWT for salient feature extraction; Khanduja, Nain,
and Panwar [15] developed a curve‑fitting algorithm to receive curved‑like features and
combined it with the number of loops, intersection points, end points presented in the
character image; Singh andMaring [28] worked on the features based on chain‑code, zone‑
based‑centroid, background‑directional‑distribution, and distance‑profile; Jangid and Sri‑
vastava [17] addressed the problem of poor recognition of similar‑shaped characters by fo‑
cusing on critical regions of such characters and applied the Fisher discriminant function
to extract features from these regions; Gupta, Sarkhel, Das, and Kundu [29] implemented
opposition‑based multi‑objective Harmony Search algorithm to select features from local
regions from character images. The handcrafted features need continuous human super‑
vision and typical computations are associated with it.

CNN‑based features are auto generative. The associated convolution and pooling
operations make these features computationally‑efficient. Sarkhel, Das, Das, Kundu, and
Nasipuri [30] introduced multi‑column multi‑scale CNN architecture for feature extrac‑
tion from character images; Chakraborty et al. [31] examined the effect of increasing convo‑
lutional layers on recognition accuracy. They also developed a hybrid model of CNN and
Bi‑directional Long Short‑Term Memory (BLSTM) for the task; Jangid and Srivastava [32]
adopted a layer‑wise training scheme of CNN architecture; Sonawane and Shelke [33] im‑
plemented the transfer learning approach on a pre‑trainedDCNNmodel: Alexnet for char‑
acter recognition. It can be observed from existing state‑of‑the‑artmethods related to CNN
that the feature‑vector sizes are large and might increase the classification cost.

The literature review reveals further research scope in the direction of exploring pre‑
trained DCNNmodels for feature extraction, classification‑cost reduction, and experimen‑
tation with a combination of handcrafted and CNN‑based features.

1.2. Motivation
The benefits of advanced deep‑learning‑based models and the associated limitations

on the need of large‑sized datasets and classification costs are the prime motivation for
the proposed work. The main focus is on developing a low‑cost recognition model with
the advantage of excellent feature‑extraction capabilities of advanced pre‑trained DCNN
models for the recognition of handwritten Hindi characters. The main motivations for the
proposed work are as follows:
1. To introduce the novel approach of handwritten Hindi character recognition with

the benefits of features received from pre‑trained DCNN models, accompanied by
the reduced computational loads of the classifiers.

2. The majority of previously reported works have been solely based on either hand‑
crafted features orCNN‑based features. Noworkhas been reported yet inwhich both
types of features are used in a single feature‑vector for the recognition of handwrit‑
ten Hindi characters. CNN‑based features and handcrafted features have their own
advantages—the former are auto‑generative and the latter are rich in customization.

3. Themodel performance for each character‑class of Hindi script has also not been cov‑
ered in detail, such as character‑wise correct and incorrect predictions; the amount of
false‑positive and false‑negative predictions out of the total incorrect predictions and
development of a confusion‑matrix for all the 36 classes of Hindi consonants, etc.

4. The examination of the effectiveness of individual feature‑types and their all‑possible
combinations is also a novel approach in relation to handwritten Hindi characters.

1.3. Contribution
The discussed limitations have been considered as an opportunity in the proposed

work and efforts have been made to address them. The main contributions are as follows:
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1. The scheme exploited pre‑trained DCNNmodels, namely Inception‑Net, VGG‑NET,
and Res‑Net for feature extraction from the handwritten character‑images; due to
their excellent performance in the ImageNet Large Scale Visual Recognition Chal‑
lenge (ILSVRC) annual competition [34].

2. The model experimented with the fresh approach of feature–fusion, where the fea‑
tures received from pre‑trained DCNNmodels were fusedwith the features received
from handcrafted methods. In the proposed scheme, Bi‑orthogonal Discrete Wavelet
Transform (BDWT)was thenatural choice forhandcrafted features becauseof its prop‑
erties like flexibility, separability, scalability, and transformability with the power
of multi‑resolution analysis. A very limited work has been reported on the use of
DWT for the recognition of handwritten Hindi characters [27,35]. The effective PCA
method was implemented in the proposed work for dimensionality reduction of
feature‑vectors by preservingmost of the important details. This helped in achieving
a low computational cost.

3. The proposed scheme has thoroughly investigated the performance of the model for
individual character‑class. The number of performance metrics like precision, recall,
and F1‑measure was evaluated for the test samples of each character class to deter‑
mine the amount of correct and incorrect recognitions. A confusion matrix was gen‑
erated for precise character‑wise result analysis.

4. The strength of individual feature‑types present in the hybrid‑feature‑vector and
their all‑possible combinations were evaluated for recognition accuracy.

5. The proposed features were examinedwith two popular classifiers, namelyMLP and
SVM. This was done to examine the performance of proposed features over ANN‑
based and kernel‑based approaches, respectively, for the given multiclass problem.

6. Various timings, related to feature‑extraction and character‑recognition, were esti‑
mated in the proposed work.
The rest of the paper is organized as follows: Section 2 contains the preliminary; Sec‑

tion 3 contains the methodology (method); Section 4 contains the results and discussions;
Section 5 contains the conclusions.

2. Preliminary
This section will cover a relevant theoretical base of the techniques implemented in

the proposed work.

2.1. Transfer Learning
Transfer learning is a technique of conveying knowledge received in one domain to

another related domain. With respect to DCNN models, transfer learning is a method
in which the weights learned by a model on a certain dataset can be reused for other
similar kind of datasets. Such techniques are useful in receiving the advantages of deep
learning‑based models with limited data and less training time for pattern recognition
problems [36]. The transfer learning approach has been successfully implemented in sev‑
eral recent studies based on medical applications [37–39]. In the proposed work, the trans‑
fer learning approach was implemented on pre‑trained DCNN models, namely VGG19‑
Net, InceptionV3‑Net, andResNet‑50 for feature extraction from the character images. The
key properties and architecture of these models are discussed below.

2.1.1. VGG‑19Net
The VGG19‑Net has a total of 19 trainable layers, out of which 16 are convolutional

layers and 3 are dense layers. The network has 5 Max‑pooling layers, one after each con‑
volutional block to handle feature redundancy. The input size is fixed as 224 × 224 × 3.
The size of the feature‑vector is 4096 [40].
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2.1.2. Inception V3‑Net
The InceptionV3‑Net has three types of inception modules that are basically well‑

designed convolution modules. These modules are used for generating distinct features
with a reduced number of parameters. Several convolutional layers and pooling layers
are arranged in parallel in each inception module. The input size is fixed as 299 × 299 × 3.
The size of the feature vector is 2048 [41].

2.1.3. ResNet‑50
ResNet was the winner of the ILSVRC competition in 2015 [42]. ResNet‑50 is a 50‑

layer deep network with 49 convolutional layers and 1 dense layer. It is similar to the
other networks having convolution, pooling, activation, and dense layers in cascade, but
with the presence of an identity connection between the layers to skip one or more layers.
The model assumes that residual learning is more effective than stacked learning. The
input size is fixed as 224 × 224 × 3. The size of the feature vector is 2048.

Table1summarizes thearchitectureofpre‑trainednetworksused in theproposedwork.

Table 1. Summary of pre‑trained network architecture.

Network Depth Input Size Feature‑Vector Size

VGG19‑Net 19 224 × 224 × 3 4096
Inception V3‑Net 48 299 × 299 × 3 2048

ResNet‑50 50 224 × 224 × 3 2048

2.2. Handcrafted Features: Bi‑Orthogonal Discrete Wavelet Transform
For Multi‑Resolution Analysis (MRA) [43] of an image, Bi‑orthogonal wavelets are

preferable over orthogonal ones, due to their flexible nature of transformation—they can
be invertible without being necessarily orthogonal. The Bi‑orthogonal wavelets have in‑
built properties of symmetry, linear‑phase, compact‑support, and de‑noising. The sym‑
metry and linear phase ensure distortion‑less wavelet coefficients; compact support is a
guarantee of capturing minute details of a given pattern; the potential of de‑noising can
improve the recognition ability [44].

Bi‑orthogonal wavelets can be used to develop symmetrical wavelet functions [45],
which are useful in the effective edge‑representation of images. Since edge representation
is a significant aspect in the recognition of handwritten characters, the BDWT becomes the
natural choice for handcrafted feature extraction in the proposed scheme.

The symmetry property needs exact reconstruction of the Bi‑orthogonal filter‑banks
design [46]. The design carries analysis and synthesis filter banks. The scaling and transfor‑
mation functions associatedwith the analysis filter bank are given by Equations (1) and (2):

∅(x) =
√

2 ∑
k
L(k) ∅(2x− k) (1)

φ(x) =
√

2 ∑
k
H(k) ∅(2x− k) (2)

Here, L(k) andH(k) are responses of filters associatedwith scaling and transformation
functions. For the synthesis‑filter bank, the scaling and transformation functions are given
by (3) and (4):

∅̃(x) =
√

2 ∑
k
L(k) ∅̃(2x− k) (3)

φ̃(x) =
√

2 ∑
k
H(k)∅̃(2x− k) (4)
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Here, L(k) andH(k) are responses of filters associatedwith scaling and transformation
functions of the synthesis‑filter bank. The (3) and (4) are dual of (1) and (2) [47]. For exact
reconstruction, the filter responses must satisfy the conditions given in (5), (6) and (7) [48]:

L(k) L(k) = H(k) H(k) = 1 (5)

L(k) H(k) = H(k) L(k) = 0 (6)

L(k) L(k) + H(k) H(k) = 1 (7)

Referring to Equations (1)–(7), all the equations are linear in nature, ensuring a simple
design and less complexity.

2.3. Principal Component Analysis
The PCA is an efficient method of minimizing data‑redundancy; it can eliminate mul‑

tiple collinearities present in the data. It offers flexibility in the selection of the desired
number of reduced features in such a way that they carry most of the information of orig‑
inal datasets. The dimensionality reduction provides the benefits of fast processing, ease
in visualizing and analyzing the data, and low computational cost of the model [49]. All
these benefits make the PCA a genuine choice for the proposed work. The mathematics
involved in finding principal components is as follows [13].

Suppose we have a dataset with N number of samples as given in (8):

D = [d1, d2, d3 . . . dN] (8)

where each sample carries F number of features as given by (9).

di = [di1, di2, di3 . . . diF] (9)

The covariance matrix for given dataset is determined by (10):

C =
1
N

N

∑
j=1

(
dj − dj

)
·
(
dj − dj

)T
(10)

Here dj is the mean of data. With the help of covariance‑matrix Eigen, values and
Eigen‑vectors are computed as given in (11):

CV = λV (11)

where C is a covariance matrix, V is Eigen vector and λ is Eigen value.

2.4. Multi Layer Perceptron
It is a class of Feed Forward Neural Networks (FFNN) with three types of layers,

namely Input, Hidden, and Output. Depending on the applications, the network may
have more than one hidden layer. The hidden units run on a nonlinear activation func‑
tion and play an important role in solving the problems of classification and regression.
The network uses backpropagation algorithms for its learning. The MLP network has a
tremendous ability to solve pattern recognition problems [50]. The network architecture
with one hidden layer is shown in Figure 2.
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Figure 2. Architecture of the MLP network with a single hidden layer.

In the proposed work, Rectified Linear Unit (ReLU) activation function was used in
hidden units of the MLP network, due to its low computational cost over Sigmoid and
tanh functions. For hidden‑unit k, the ReLU‑activation function is given by (12):

hk(x) =
{

x x > 0
0 x ≤ 0

(12)

Here x is input to hidden‑unit k.
In the proposedwork, theAdamoptimizerwas used because of its ability to deal with

sparse gradient and non‑stationary objectives. These abilities are adopted from AdaGrad
and RMSProp optimizers. The Adam solver is used to update the weight parameters in
the following manner [51].

In the first step, gradient (g) is computed w.r.t. time instant t as:

gt = grad(θt−1) (13)

where, θ represents weights and biases parameters. The g represents dw and db, respec‑
tively. In step 2, the first moment mt and the second moment vt are updated as:

mt = β1·mt−1 + (1 − β1)·gt (14)

vt = β2·vt−1 + (1 − β2)·g2
t (15)

where, β1 and β2 are exponential decay rates ranging between 0 and 1. In step 3, bias‑
correction is applied on mt and vt as:

ˆmt =
mt(

1 − βt1
) (16)

ˆvt =
vt(

1 − βt2
) (17)

In the final step, the parameter update is given by:

θt = θt−1 − α·
ˆmt√

ˆvt + ϵ

(18)

These steps are repeated till the final convergence.

2.5. Support Vector Machine
An SVM algorithm is used to find the best possible hyper‑plane in K‑dimensional

feature space to separate the samples of different classes. The SVM classifier is popular
because of its potential in solving for the global minimum. It can impressively control the
over‑fitting problem due to its feature generalization ability [52]. SVM can efficiently solve
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the classification problem of non‑linearly separable data with kernel approach. All these
benefits of SVMmake it the prime choice for classification tasks in the proposedwork. The
mathematical modelling of the Kernel approach is given below:

The optimumhyperplane derived by the SVM classifier can be given by Equation (19):

N

∑
i=1

αiyix
Txi + b = 0 (19)

where, N represents the number of samples, α represents a Lagrange multiplier, and yi
represents the labelled value of ith support vector, given as yi ∈ {1,−1} and b represents
bias. To classify the nonlinearly‑separable data using a linear decision‑plane, the kernel
approach can be used in the following manner [53].

With the help of Basis functionφ, the given data is transformed to higher dimensions.
By using Equation (19), the hyper plane in a higher dimension can be given as:

N

∑
i=1

αiyi φ(x)
T
φ(xi) + b = 0 (20)

Equation (20) can be rewritten as:

N

∑
i=1

αiyiK(x, xi) + b = 0 (21)

Here, K (x, xi) is kernel function, which is defined as:

K
(
xi, xj

)
= φ(xi)φ

(
xj
)

(22)

In the proposed work, the Linear kernel was used because of its ability to make SVM
learn fast, the least risk of over‑fitting, and the need for zero hyper parameters [54]. It is
given by:

K (xi, xj) = xi · xj (23)

3. Research Method
The design of the proposed scheme is displayed in Figure 3. The character image was

supplied for individual feature‑extraction schemes. In the DWT‑based scheme, the BDWT
was applied on a given image to collect a feature‑vector in the form of wavelet coefficients.
The same image was given to individual pre‑trained DCNNmodels (VGG‑19Net, ResNet‑
50, and InceptionV3‑Net) to receive respective feature‑vectors. At the end of the feature‑
extraction stage, we received four different feature‑vectors related to the given image; they
are labelled as F1, F2, F3, and F4. Next is the dimensionality reduction stage, where the
PCAmethod was used to reduce the size of individual feature‑vectors; they were reduced
to equal sizes and marked as W, V, R, and I. The reduced‑sized feature‑vectors were sup‑
plied to the feature‑fusion stage, where hybrid feature‑vectors were developed with all
possible combinations of W, V, R, and I. At this stage, 15 new datasets (D1 to D15) were
created by collecting respective hybrid feature‑vectors for all the images of input dataset.
The performance of individual datasets was estimated over MLP and SVM classifiers. The
respective results were collected and analyzed in the output stage.

The experimental framework was developed in a Python environment. Several open‑
source librarieswere used for the task: open‑cv, python‑imaging‑library, py‑wavelet, keras,
numpy, pandas, scikit‑learn, seaborn, python‑time‑module, etc. The experiments were
simulated on the powerful Google Co‑laboratory platform. Co‑laboratory is supported
with tesla k‑80, 2496 CUDA cores, 12 GB GDDR5‑VRAM GPU, hyper‑threaded Xeon pro‑
cessor, 12.6 GB RAM, and 33 GB storage capacity.
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Figure 3. Design of the proposed work.

3.1. Dataset Pre‑Processing
Adataset ofDevnagari characterswas prepared by collecting handwritten documents

from awide variety of individuals belonging to different age groups and professions. Indi‑
vidual characters were scanned and cropped manually. The whole dataset was prepared
andmade available in the public domain by Acharya, Pant, and Gyawali [55]. A dataset of
size 18,000 was prepared for the proposed work; it included all the 36 consonants. All the
images were checked for a uniform size of 32 by 32 and converted into a grey‑level format.

3.2. Feature Extraction
In the proposed scheme, multiple approaches were applied for the extraction of fea‑

tures fromthe character images. Theapproaches aredescribed in the following sub‑sections.

3.2.1. Discrete Wavelet Transform
The Bi‑orthogonal DiscreteWavelet Transform (BDWT)was applied to individual im‑

ages for receiving salient features in terms ofwavelet coefficients. The two‑dimensional co‑
efficients, including approximation, horizontal, vertical, and diagonal details, were trans‑
formed into a feature‑vector, as shown in Figure 4. This feature‑vector was marked as F1.
In the proposed work, Bi‑orthogonal‑1.3 wavelet (Bior‑1.3) was used up to second‑level
decomposition of character image. The kernel size of the Bior‑1.3 wavelet is summarized
in Table 2.

Figure 4. The frame format of features received from DWT.
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Table 2. Kernel size of the Bior‑1.3 wavelet.

Sl. No. Transformation Level Kernel Size

1 I (18 × 18)
2 II (11 × 11)

Referring to Table 2, the level 1 decomposition produced the feature vector size of 1296
(i.e., 4×(18 × 18)), including all the four types of coefficients (approximation, horizontal,
vertical, and diagonal), while the feature‑vector size of 484 (i.e., 4×(11 × 11)) for level‑2
decomposition offered a promising reduction in feature dimensionality. This made the
level 2 decomposition a logical choice for the proposed work.

3.2.2. Pre‑Trained Deep Convolutional Network
In theproposedscheme, threepre‑trainedDCNNmodels,namelyVGG‑19Net,ResNet‑

50, and InceptionV3‑Net were individually used for feature extraction from character im‑
ages. The trainable layers of individual models were frozen. The input images were re‑
sized as per the need of the models (refer to Table 1). The feature‑vector for each image
was collected at the final global average pooling layer of the respective models. The corre‑
sponding feature‑vectors are shown in Figure 5 and marked as F2, F3, and F4.

Figure 5. The feature‑vector formats received from(a)VGG19Net; (b)Resnet‑50; (c) InceptionV3‑Net.

3.3. Feature‑Vector Size Reduction
The Principal Component Analysis method was used for reducing the size of var‑

ious feature vectors. The trial‑and‑error method was adopted to decide the number of
PCA components. Initially, 20 PCA components were estimated from individual feature‑
vectors (i.e., from F1, F2, F3 and F4). The respective principal components were fused into
a single feature‑vector. A sub‑dataset of 3600 such fused feature‑vectors (i.e., 100 samples
from each character‑class) was prepared for the purpose. The sub‑dataset was used to
train and test the proposed classifiers. The process was repeated with the sub‑dataset by
increasing the number of PCA components up to 60 in the step of 10. It was observed that
recognition accuracy improved in a good amount by increasing PCA components in the
range of 20 to 40, but no significant improvements were noticed for the range of 40 to 60.
This made the 40 PCA components an optimum choice. In the proposed work, the size of
individual feature‑vectors (F1, F2, F3, and F4), were reduced to 40 and the resultant vectors
were marked as W, V, R, and I, respectively.

3.4. Fusion of Features
Several hybrid feature‑vectors were developed with all the possible combinations of

reduced feature‑vectorsW, V, R, and I. The 11 combinationswere based on fusion of two or
more feature‑types, while 4 combinations have no fusion (refer to Table 3). The format of
all hybrid feature‑vectors is given in Figure 6. The respective hybrid feature‑vectors were
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derived for all the character images of the input dataset. At this stage, 15 new datasets
were produced; they are summarized in Table 3.

Table 3. Summary of various datasets used in the proposed work.

Dataset No.
Hybrid

Feature‑Vector
Category

Source Feature‑Vector Size

D1
Individual type
(no fusion)

BDWT (W) 40
D2 VGG‑19Net (V) 40
D3 ResNet‑50 (R) 40
D4 InceptionNet‑V3 (I) 40

D5

Hybrid type
(fusion of two types

of features)

Fusion of W and V 80
D6 Fusion of W and R 80
D7 Fusion of W and I 80
D8 Fusion of V and R 80
D9 Fusion of V and I 80
D10 Fusion of R and I 80

D11 Hybrid type
(fusion of three types

of features)

Fusion of W, V and R 120
D12 Fusion of W, R and I 120
D13 Fusion of W, V and I 120
D14 Fusion of V, R and I 120

D15
Hybrid type

(fusion of four types
of features)

Fusion of W, V, R
and I 160

Figure 6. The format of hybrid feature‑vectors; (1) to (4) are feature‑vectors without fusion and they
are related to the new datasets—D1 to D4, respectively; (5) to (15) are hybrid feature‑vectors with
fusion of 2 or more feature‑types and they belong to new datasets, D5 to D15, respectively.

3.5. Classification
The newly created datasets (D1 to D15)were examinedwithMLP and SVM classifiers.

Both the classifiers were trained and tested over these datasets individually. The k cross‑
validation scheme was adopted for the classification task to get generalized results and to
avoid over‑fitting problems that might be caused amoderate‑sized dataset. In this scheme,
each sample of the dataset was used one times as a test sample and k‑1 times as a training
sample. The general rule and empirical experience suggested the most preferable values
of k to be 5 or 10 [56]. We selected k as 5 i.e., a 5‑cross validation scheme in the present
work. In the Result and Discussion section, the mean value of the results received from
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the five cross‑validation schemes has been mentioned by default. The major specifications
of both the classifiers used in the proposed scheme are summarized in Tables 4 and 5.

Table 4. Specifications of an MLP classifier as used in the proposed work.

Sl. No. Parameter Specification

1 Size of input layer 40 (Datasets 1–4), 80 (Datasets 5–10),
120 (Datasets 11–14) and 160 (Dataset 15)

2 No. of hidden layers 1

3 Units in hidden layer 36 (Datasets 1–4), 58 (Datasets 5–10),
74 (Datasets 11–14) and 85 (Datasets 15)

4 Activation function in hidden layer unit Rectified linear unit
5 Size of output layer 36
6 Solver Adaptive moment
7 Learning rate 0.001
8 Number of iterations 500

Table 5. Specifications of an SVM classifier as used in the proposed work.

Sl. No. Parameter Specification

1 Regularization parameter 1.0
2 Kernel‑cache size 200 MB
3 Shape of decision function One Versus Rest
4 Type of kernel Linear
5 Stopping‑criterion tolerance 0.001
6 No. of iteration −1 (no limit)
7 Break ties False
8 Probability True
9 Shrinking True

The number of hidden units was selected by experimenting with the values in the
range of 30 to 100 for different input sizes, as mentioned in Table 4. Concerning opti‑
mal results obtained, the hidden units were selected as 36, 58, 74, and 85 for respective
input sizes.

3.6. Performance Metrics
The results were compiled in terms of recognition accuracy, precision, recall, and F1‑

measure. These terms were determined with the help of True Positive (TP), True Negative
(TN), False Negative (FN), and False positive (FP) predictions, made by the classifiers. The
effectiveness of the proposed feature‑extraction techniques was visualized with the help
of the Kernel Density Estimation (KDE) algorithm.

The mathematical formulations used for the estimation of the mentioned metrics are
given in Equations (24)–(27):

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(24)

Precision =
TP

TP+ FP
(25)

Recall =
TP

TP+ FN
(26)

F1 − score = 2· Precision · Recall
Precision+ Recall

(27)

4. Results and Discussions
The various results of the proposed scheme are compiled in this section with a de‑

tailed discussion on critical observations.
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4.1. Results
The results of the proposed scheme are summarized in Table 6 in terms of overall

recognition accuracy achieved by the model for all the 15 types of datasets. It can be ob‑
served from Table 6 that both the classifiers produced the highest recognition accuracy
for Dataset 15. Dataset 15 was developed by fusion of features received from Wavelets,
VGG‑19Net, InceptionV3‑Net, and ResNet‑50.

Table 6. Recognition accuracy achieved by the model from proposed feature‑extraction schemes.

Sl. No. Dataset
Recognition Accuracy (%)

MLP Classifier SVM Classifier

1 D1 84.70 75.37
2 D2 86.85 82.44
3 D3 86.59 82.66
4 D4 82.22 79.44
5 D5 94.07 92.14
6 D6 94.33 91.85
7 D7 92.33 90.55
8 D8 95.37 93.92
9 D9 95.22 92.11
10 D10 94.59 92.44
11 D11 97.55 96.77
12 D12 97.03 96.66
13 D13 97.25 96.37
14 D14 98.03 97.51
15 D15 98.73 98.18

The best results related to the individual hybrid‑feature‑vector categories (refer to
Table 3) are bold‑faces in Table 6 for the purpose of critical discussions. Figure 7 shows
a comparative analysis of the results, achieved by the two classifiers from 15 types of
datasets, as mentioned in Table 6.

Figure 7. Comparative analysis of recognition accuracy achieved by MLP and SVM classifiers for
proposed feature‑extraction techniques.

The individual character‑wise results in terms of precision, recall, and F1 score are
compiled in Tables 7 and 9–12. For readability purposes, the values were rounded off to
two decimal places. For each character class in Tables 9 and 12, the cell with the highest
score was shaded for further analysis.

It has been observed from Tables 7 and 9–12 that the proposed scheme achieved op‑
timum results from Dataset 15 (i.e., D15). The overall recognition accuracy achieved with
Dataset 15 was 98.73% and 98.18% in relation to theMLP and SVM classifiers, respectively.
The mean values of precision, recall, and F1 score for Dataset 15 were 98.78%, 98.67%, and
98.69% on the MLP classifier; and 98.11%, 98.22%, and 98.25% on the SVM classifier. The
Dataset 15 has been considered for various comparative analysis, generation of confusion
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matrix, and visualization of feature‑separation in the upcoming sections. Figure 8 shows
a character‑wise comparative analysis of the two classifiers for Dataset 15 in terms of pre‑
cision, recall, and F1 score.

Table 7. Character‑wise precision produced by an MLP classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

0 क 0.93 0.97 0.90 0.83 0.97 0.97 0.96 0.99 0.96 1.00 1.00 0.97 1.00 0.99 1.00 0.96
1 ख 0.78 0.91 0.86 0.92 0.93 0.99 0.93 0.94 0.96 0.99 0.95 1.00 0.95 0.98 0.99 0.94
2 ग 0.88 0.87 0.85 0.96 0.92 0.99 0.88 0.97 0.97 0.97 0.97 1.00 0.99 1.00 0.99 0.95
3 घ 0.71 0.92 0.80 0.68 0.96 0.90 0.87 0.94 0.92 0.89 0.97 0.88 0.93 0.99 0.97 0.89
4 ङ 0.85 0.80 0.93 0.68 0.94 0.94 0.85 0.91 0.91 0.93 0.97 0.95 1.00 0.99 0.99 0.91
5 च 0.91 0.99 0.96 0.79 0.96 1.00 0.99 1.00 0.95 0.97 1.00 1.00 1.00 0.99 1.00 0.97
6 छ 0.90 0.83 0.85 0.90 0.99 0.94 0.95 0.96 0.98 0.91 0.98 0.98 0.96 1.00 0.99 0.94
7 ज 0.89 0.93 0.89 0.82 0.95 0.97 0.97 0.97 0.96 0.99 0.99 0.99 0.97 1.00 0.99 0.95
8 झ 0.96 0.95 0.96 0.89 0.95 0.99 0.95 0.97 1.00 0.97 1.00 1.00 0.98 1.00 1.00 0.97
9 ञ 0.91 0.91 0.94 0.89 0.96 0.94 0.96 0.98 1.00 0.98 0.96 0.99 0.99 1.00 0.99 0.96
10 ट 0.87 0.91 0.86 0.90 1.00 0.95 0.94 0.97 0.99 0.94 1.00 0.98 0.99 1.00 0.99 0.95
11 ठ 0.90 0.94 0.90 0.86 0.91 0.96 0.94 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 0.96
12 ड 0.87 0.84 0.87 0.78 0.93 0.89 0.91 0.96 0.99 0.94 0.97 0.94 0.97 0.99 0.99 0.92
13 ढ 0.85 0.78 0.89 0.90 0.94 0.93 0.95 0.94 0.94 0.94 0.97 0.97 0.99 0.93 0.99 0.93
14 ण 0.86 0.95 0.96 0.88 0.92 0.98 0.97 0.99 1.00 1.00 0.97 0.98 0.99 1.00 0.99 0.96
15 त 0.95 0.95 0.96 0.77 0.97 0.94 0.96 0.95 0.93 0.96 0.97 1.00 0.99 0.97 0.99 0.95
16 थ 0.90 0.84 0.84 0.74 0.97 0.93 0.94 0.95 0.94 0.90 1.00 0.96 0.97 0.98 0.98 0.92
17 द 0.91 0.85 0.82 0.75 0.85 0.95 0.89 0.96 0.87 0.85 0.92 0.94 0.94 0.95 0.98 0.90
18 ध 0.80 0.84 0.84 0.85 0.89 0.93 0.92 0.93 0.95 0.91 0.96 0.97 0.95 0.93 0.98 0.91
19 न 0.91 0.84 0.90 0.79 0.95 0.95 0.88 0.95 0.91 0.92 0.97 1.00 0.99 0.95 1.00 0.93
20 प 0.85 0.91 0.86 0.82 0.93 0.93 0.91 0.98 0.96 0.96 1.00 1.00 0.98 1.00 1.00 0.94
21 फ 0.90 0.94 0.92 0.81 0.99 0.99 0.95 0.98 0.97 0.99 1.00 0.99 0.98 0.96 1.00 0.96
22 ब 0.74 0.85 0.86 0.81 0.90 0.92 0.93 0.91 0.89 0.92 0.96 0.99 0.95 1.00 0.98 0.91
23 भ 0.82 0.78 0.79 0.76 0.89 0.93 0.92 0.90 0.90 0.91 1.00 0.97 0.97 0.99 0.98 0.90
24 म 0.81 0.83 0.81 0.86 0.91 0.96 0.91 0.93 0.95 0.98 0.96 0.94 0.94 0.97 0.99 0.92
25 य 0.80 0.87 0.83 0.83 0.89 0.92 0.93 0.90 0.92 0.88 0.92 0.94 0.93 0.96 0.96 0.90
26 र 0.90 0.88 0.89 0.72 0.96 0.93 0.95 0.99 0.99 0.98 0.99 0.99 1.00 1.00 0.99 0.94
27 ल 0.89 0.89 0.87 0.85 0.99 0.93 0.91 0.99 0.98 0.97 0.97 1.00 0.98 1.00 0.99 0.95
28 व 0.66 0.74 0.85 0.79 0.87 0.86 0.85 0.91 0.93 0.96 0.97 0.96 0.93 0.99 0.97 0.88
29 श 0.81 0.87 0.85 0.84 1.00 0.92 0.95 0.97 0.95 0.99 1.00 0.97 0.99 1.00 0.99 0.94
30 ष 0.81 0.85 0.87 0.84 0.99 0.96 0.90 0.97 1.00 0.93 0.99 0.98 0.99 0.99 0.99 0.94
31 स 0.80 0.76 0.76 0.81 0.95 0.90 0.88 0.92 0.93 0.94 1.00 0.92 0.96 0.99 0.98 0.90
32 ह 0.82 0.88 0.73 0.94 0.87 0.92 0.85 0.96 0.89 0.91 0.94 0.96 0.95 0.89 0.98 0.90
33 क्ष 0.77 0.82 0.88 0.77 0.97 0.95 0.89 0.92 0.99 0.92 0.99 0.89 0.97 0.95 0.99 0.91
34 त्र 0.75 0.82 0.86 0.88 0.95 0.97 0.92 0.95 0.98 0.97 1.00 0.99 0.99 0.99 0.99 0.93
35 ज्ञ 0.96 0.79 0.86 0.76 0.96 0.97 0.95 0.95 0.95 0.95 0.95 0.97 0.99 1.00 0.98 0.93

Table 8. Character‑wise recall produced by an MLP classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

0 क 0.89 0.90 0.93 0.74 0.97 0.96 0.95 0.99 0.99 0.97 1.00 1.00 0.98 0.96 1.00 0.95
1 ख 0.86 0.90 0.92 0.90 0.92 0.95 0.95 0.96 1.00 0.99 1.00 0.97 0.99 0.96 0.99 0.95
2 ग 0.83 0.87 0.91 0.84 0.97 0.94 0.98 0.98 0.99 0.98 0.99 0.94 0.99 1.00 0.99 0.95
3 घ 0.81 0.90 0.79 0.77 0.91 0.92 0.87 0.93 0.99 0.88 0.98 0.91 0.93 0.96 0.97 0.90
4 ङ 0.86 0.93 0.90 0.85 0.97 0.89 0.90 0.99 0.95 0.97 0.94 0.98 0.96 0.97 0.98 0.94
5 च 0.86 0.89 0.91 0.89 0.94 0.97 0.97 0.97 0.98 0.97 0.99 0.99 1.00 0.99 1.00 0.95
6 छ 0.87 0.83 0.91 0.85 0.95 0.94 0.95 0.97 0.95 0.84 0.95 0.95 0.96 0.95 0.98 0.92
7 ज 0.90 0.83 0.82 0.89 0.93 0.97 1.00 1.00 0.97 0.93 0.96 0.99 0.97 0.99 0.99 0.94
8 झ 0.97 0.96 0.96 0.88 0.98 0.99 0.97 0.95 0.97 0.99 1.00 0.99 1.00 1.00 1.00 0.97
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Table 8. Cont.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

9 ञ 0.89 0.93 0.83 0.85 0.94 0.97 0.91 0.95 0.94 0.97 0.99 0.96 0.99 0.99 0.99 0.94
10 ट 0.92 0.91 0.98 0.80 0.94 0.94 1.00 0.99 0.95 0.99 0.98 0.98 0.99 1.00 0.99 0.96
11 ठ 0.83 0.89 1.00 0.98 0.97 0.96 0.97 0.97 0.99 0.94 1.00 1.00 0.99 1.00 1.00 0.97
12 ड 0.86 0.93 0.80 0.89 0.88 0.97 0.88 0.93 0.97 0.93 1.00 1.00 0.98 0.98 0.98 0.93
13 ढ 0.90 0.87 0.86 0.80 0.95 0.93 0.92 0.97 0.95 0.94 0.96 1.00 0.97 0.96 0.99 0.93
14 ण 0.83 0.90 0.92 0.95 0.96 0.95 0.97 0.98 0.97 0.97 0.99 1.00 0.97 0.97 1.00 0.96
15 त 0.94 0.88 0.90 0.83 0.99 0.97 0.93 0.99 0.96 0.99 0.98 1.00 0.97 0.99 1.00 0.95
16 थ 0.85 0.86 0.82 0.75 0.89 0.96 0.94 0.95 0.93 0.88 0.98 0.99 0.93 0.98 0.98 0.91
17 द 0.85 0.74 0.85 0.69 0.95 0.95 0.87 0.97 0.96 0.92 0.96 0.93 0.97 0.93 0.98 0.90
18 ध 0.77 0.90 0.86 0.83 0.95 0.94 0.91 0.94 0.95 0.93 0.96 0.93 0.96 0.97 0.98 0.92
19 न 0.83 0.85 0.88 0.78 0.97 0.95 0.91 0.96 0.92 0.99 0.99 0.97 0.99 0.96 0.99 0.93
20 प 0.78 0.92 0.92 0.81 0.94 0.96 0.91 0.97 0.93 0.96 0.96 0.99 0.98 1.00 0.99 0.93
21 फ 0.87 0.96 0.86 0.83 0.99 0.97 0.97 0.98 0.99 0.96 0.97 1.00 0.99 1.00 1.00 0.96
22 ब 0.74 0.83 0.88 0.81 0.91 0.95 0.91 0.86 0.96 0.95 0.94 0.95 0.97 1.00 0.97 0.91
23 भ 0.76 0.82 0.76 0.81 0.94 0.88 0.95 0.91 0.95 0.97 0.95 0.92 0.93 0.97 0.98 0.90
24 म 0.84 0.82 0.90 0.88 0.94 0.93 0.89 0.88 0.91 0.96 0.95 1.00 0.98 1.00 0.98 0.92
25 य 0.78 0.83 0.83 0.77 0.87 0.89 0.86 0.94 0.92 0.92 0.99 0.99 0.98 1.00 0.97 0.90
26 र 0.85 0.84 0.81 0.83 0.92 0.94 0.95 1.00 0.96 1.00 0.99 0.97 0.94 0.99 0.99 0.93
27 ल 0.94 0.91 0.94 0.85 0.98 1.00 0.95 0.95 0.92 0.97 0.97 0.99 1.00 1.00 0.99 0.96
28 व 0.78 0.85 0.82 0.72 0.81 0.89 0.88 0.97 0.87 0.93 0.97 0.96 0.93 0.98 0.98 0.89
29 श 0.93 0.87 0.89 0.83 0.94 0.95 0.96 0.90 0.91 0.87 0.97 0.95 1.00 0.96 0.99 0.93
30 ष 0.85 0.86 0.87 0.82 0.97 0.95 0.93 0.95 0.95 0.97 0.97 0.99 0.97 0.99 0.99 0.94
31 स 0.75 0.75 0.76 0.83 0.92 0.91 0.84 0.93 0.91 0.88 0.99 0.95 0.93 0.97 0.98 0.89
32 ह 0.82 0.77 0.75 0.73 0.96 0.89 0.78 0.92 0.92 0.85 0.94 0.93 0.97 1.00 0.99 0.88
33 क्ष 0.87 0.86 0.87 0.80 0.93 0.94 0.88 0.93 0.96 0.96 1.00 0.97 0.97 1.00 0.98 0.93
34 त्र 0.83 0.82 0.85 0.79 0.94 0.95 0.94 0.95 0.98 0.97 0.97 0.95 1.00 0.99 0.98 0.93
35 ज्ञ 0.83 0.86 0.87 0.75 0.95 0.94 0.91 0.95 0.96 0.97 0.99 0.96 1.00 0.97 0.98 0.93

Table 9. Character‑wise F1 score produced by an MLP classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

0 क 0.91 0.94 0.92 0.78 0.97 0.96 0.95 0.99 0.98 0.98 1.00 0.98 0.99 0.98 1.00 0.96
1 ख 0.82 0.91 0.88 0.91 0.93 0.97 0.94 0.95 0.98 0.99 0.97 0.99 0.97 0.97 0.99 0.94
2 ग 0.85 0.87 0.88 0.90 0.94 0.96 0.93 0.98 0.98 0.98 0.98 0.97 0.99 1.00 0.99 0.95
3 घ 0.75 0.91 0.79 0.72 0.94 0.91 0.87 0.93 0.95 0.88 0.97 0.89 0.93 0.97 0.97 0.89
4 ङ 0.86 0.86 0.92 0.76 0.96 0.91 0.88 0.94 0.93 0.95 0.96 0.97 0.98 0.98 0.99 0.92
5 च 0.88 0.94 0.93 0.84 0.95 0.99 0.98 0.99 0.97 0.97 0.99 0.99 1.00 0.99 1.00 0.96
6 छ 0.89 0.83 0.88 0.87 0.97 0.94 0.95 0.97 0.97 0.87 0.97 0.97 0.96 0.98 0.98 0.93
7 ज 0.90 0.88 0.85 0.85 0.94 0.97 0.99 0.98 0.97 0.96 0.97 0.99 0.97 0.99 0.99 0.95
8 झ 0.97 0.95 0.96 0.88 0.96 0.99 0.96 0.96 0.99 0.98 1.00 0.99 0.99 1.00 1.00 0.97
9 ञ 0.90 0.92 0.88 0.87 0.95 0.96 0.93 0.96 0.97 0.97 0.97 0.97 0.99 0.99 0.99 0.95
10 ट 0.89 0.91 0.91 0.85 0.97 0.94 0.97 0.98 0.97 0.96 0.99 0.98 0.99 1.00 0.99 0.95
11 ठ 0.86 0.91 0.95 0.92 0.94 0.96 0.95 0.98 0.99 0.97 1.00 1.00 0.99 1.00 1.00 0.96
12 ड 0.86 0.88 0.83 0.83 0.90 0.93 0.90 0.95 0.98 0.94 0.98 0.97 0.97 0.98 0.98 0.93
13 ढ 0.87 0.82 0.88 0.85 0.95 0.93 0.93 0.95 0.94 0.94 0.97 0.98 0.98 0.95 0.99 0.93
14 ण 0.84 0.92 0.94 0.91 0.94 0.96 0.97 0.98 0.98 0.98 0.98 0.99 0.98 0.99 1.00 0.96
15 त 0.94 0.91 0.93 0.80 0.98 0.96 0.95 0.97 0.94 0.97 0.97 1.00 0.98 0.98 0.99 0.95
16 थ 0.88 0.85 0.83 0.74 0.93 0.95 0.94 0.95 0.93 0.89 0.99 0.97 0.95 0.98 0.98 0.92
17 द 0.88 0.79 0.84 0.72 0.90 0.95 0.88 0.97 0.92 0.88 0.94 0.93 0.96 0.94 0.98 0.90
18 ध 0.79 0.87 0.85 0.84 0.92 0.93 0.92 0.94 0.95 0.92 0.96 0.95 0.96 0.95 0.98 0.92
19 न 0.87 0.85 0.89 0.79 0.96 0.95 0.90 0.96 0.91 0.95 0.98 0.99 0.99 0.96 0.99 0.93
20 प 0.81 0.91 0.89 0.81 0.94 0.94 0.91 0.98 0.95 0.96 0.98 0.99 0.98 1.00 0.99 0.94
21 फ 0.89 0.95 0.89 0.82 0.99 0.98 0.96 0.98 0.98 0.98 0.98 0.99 0.98 0.98 1.00 0.96
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Table 9. Cont.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

22 ब 0.74 0.84 0.87 0.81 0.91 0.93 0.92 0.89 0.93 0.93 0.95 0.97 0.96 1.00 0.98 0.91
23 भ 0.79 0.80 0.77 0.78 0.91 0.91 0.93 0.90 0.92 0.94 0.98 0.95 0.95 0.98 0.98 0.90
24 म 0.83 0.82 0.85 0.87 0.93 0.94 0.90 0.90 0.93 0.97 0.96 0.97 0.96 0.99 0.98 0.92
25 य 0.79 0.85 0.83 0.80 0.88 0.91 0.90 0.92 0.92 0.90 0.95 0.96 0.95 0.98 0.96 0.90
26 र 0.87 0.86 0.85 0.77 0.94 0.94 0.95 0.99 0.97 0.99 0.99 0.98 0.97 0.99 0.99 0.94
27 ल 0.91 0.90 0.91 0.85 0.98 0.96 0.93 0.97 0.95 0.97 0.97 0.99 0.99 1.00 0.99 0.95
28 व 0.72 0.79 0.83 0.75 0.84 0.88 0.86 0.93 0.90 0.94 0.97 0.96 0.93 0.98 0.98 0.88
29 श 0.87 0.87 0.87 0.83 0.97 0.94 0.96 0.93 0.93 0.93 0.99 0.96 0.99 0.98 0.99 0.93
30 ष 0.83 0.86 0.87 0.83 0.98 0.95 0.92 0.96 0.98 0.95 0.98 0.98 0.98 0.99 0.99 0.94
31 स 0.77 0.75 0.76 0.82 0.93 0.91 0.86 0.93 0.92 0.91 0.99 0.93 0.94 0.98 0.98 0.89
32 ह 0.82 0.82 0.74 0.82 0.91 0.91 0.81 0.94 0.90 0.88 0.94 0.95 0.96 0.94 0.99 0.89
33 क्ष 0.82 0.84 0.88 0.79 0.95 0.94 0.88 0.93 0.97 0.94 0.99 0.93 0.97 0.97 0.98 0.92
34 त्र 0.79 0.82 0.85 0.83 0.95 0.96 0.93 0.95 0.98 0.97 0.99 0.97 0.99 0.99 0.99 0.93
35 ज्ञ 0.89 0.83 0.86 0.76 0.96 0.95 0.93 0.95 0.95 0.96 0.97 0.97 0.99 0.99 0.98 0.93

Table 10. Character‑wise precision produced by an SVM classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

0 क 0.84 0.87 0.89 0.76 0.97 0.91 0.96 0.98 0.91 0.98 0.99 0.97 1.00 1.00 1.00 0.94
1 ख 0.69 0.79 0.83 0.80 0.91 0.90 0.92 0.94 0.91 0.96 0.99 0.97 0.95 0.99 0.99 0.90
2 ग 0.77 0.85 0.79 0.88 0.85 0.94 0.94 0.98 0.97 0.98 0.97 0.99 0.98 0.94 0.98 0.92
3 घ 0.54 0.73 0.65 0.52 0.84 0.80 0.77 0.83 0.79 0.78 0.92 0.86 0.89 0.96 0.93 0.79
4 ङ 0.70 0.76 0.83 0.66 0.86 0.90 0.84 0.90 0.90 0.88 0.99 0.95 0.98 0.95 0.98 0.87
5 च 0.86 0.94 0.88 0.83 0.96 0.97 0.97 0.96 0.95 0.90 0.98 0.99 1.00 0.99 1.00 0.95
6 छ 0.84 0.75 0.79 0.82 0.93 0.94 0.91 0.92 0.93 0.84 0.93 0.95 0.93 0.99 0.96 0.90
7 ज 0.83 0.83 0.85 0.81 0.95 0.99 0.95 0.93 0.90 0.95 0.97 0.99 1.00 1.00 0.99 0.93
8 झ 0.90 0.93 0.89 0.93 0.98 0.96 0.95 0.98 0.99 0.97 0.99 0.98 0.98 0.99 0.99 0.96
9 ञ 0.87 0.85 0.81 0.81 0.94 0.96 0.97 0.96 0.99 0.86 0.99 0.99 0.99 0.99 0.99 0.93
10 ट 0.86 0.86 0.89 0.88 0.96 0.95 0.91 0.93 0.94 0.94 1.00 0.98 0.99 0.99 0.99 0.94
11 ठ 0.78 0.90 0.94 0.89 0.94 0.97 0.92 1.00 0.98 1.00 1.00 1.00 0.99 0.99 1.00 0.95
12 ड 0.78 0.73 0.82 0.84 0.97 0.90 0.91 0.91 0.96 0.91 0.95 0.97 0.97 0.98 0.98 0.91
13 ढ 0.81 0.76 0.86 0.81 0.93 0.92 0.95 0.96 0.90 0.93 0.91 0.97 0.93 0.93 0.97 0.90
14 ण 0.83 0.96 0.89 0.89 0.86 0.96 0.96 0.99 0.97 0.98 0.99 1.00 1.00 1.00 1.00 0.95
15 त 0.82 0.89 0.89 0.74 0.96 0.91 0.90 0.96 0.94 0.94 0.98 0.99 0.97 0.99 0.99 0.92
16 थ 0.66 0.73 0.79 0.72 0.98 0.90 0.86 0.90 0.83 0.91 0.99 0.97 0.93 0.95 0.97 0.87
17 द 0.66 0.80 0.70 0.79 0.88 0.89 0.84 0.90 0.79 0.90 0.96 0.94 0.96 0.99 0.97 0.86
18 ध 0.74 0.76 0.87 0.77 0.88 0.93 0.90 0.92 0.93 0.86 0.97 0.91 0.92 0.94 0.95 0.88
19 न 0.75 0.81 0.87 0.80 0.92 0.94 0.87 0.98 0.88 0.90 0.97 0.99 0.97 0.96 1.00 0.91
20 प 0.57 0.85 0.89 0.73 0.94 0.91 0.88 0.93 0.96 0.97 1.00 0.96 0.98 1.00 0.99 0.90
21 फ 0.88 0.97 0.92 0.85 0.99 0.97 0.95 0.98 0.96 0.97 1.00 1.00 0.98 0.98 1.00 0.96
22 ब 0.68 0.78 0.79 0.82 0.91 0.88 0.96 0.91 0.84 0.94 0.92 0.97 0.97 0.98 0.98 0.89
23 भ 0.62 0.66 0.67 0.73 0.85 0.85 0.80 0.87 0.88 0.83 0.93 0.93 0.95 0.95 0.96 0.83
24 म 0.77 0.71 0.87 0.94 0.84 0.87 0.91 0.88 1.00 0.93 0.94 0.96 0.89 0.97 0.98 0.90
25 य 0.63 0.81 0.82 0.77 0.92 0.89 0.93 0.97 0.85 0.86 0.89 0.95 0.92 0.94 0.94 0.87
26 र 0.82 0.86 0.97 0.82 0.98 0.95 0.94 0.97 0.96 0.98 1.00 0.99 0.99 0.99 0.99 0.95
27 ल 0.84 0.94 0.92 0.84 0.99 0.96 0.95 1.00 1.00 0.98 1.00 1.00 1.00 1.00 0.99 0.96
28 व 0.64 0.73 0.76 0.73 0.85 0.85 0.81 0.91 0.90 0.91 0.97 0.93 0.90 0.98 0.97 0.86
29 श 0.79 0.91 0.79 0.87 0.92 0.90 0.91 0.96 0.90 0.97 0.97 1.00 0.96 1.00 0.99 0.92
30 ष 0.69 0.86 0.86 0.89 0.96 0.96 0.96 0.95 0.98 0.92 0.99 1.00 0.98 1.00 0.99 0.93
31 स 0.70 0.75 0.74 0.69 0.88 0.89 0.85 0.88 0.88 0.93 0.97 0.95 0.95 0.94 0.97 0.86
32 ह 0.73 0.85 0.75 0.74 0.84 0.87 0.89 0.96 0.89 0.88 0.94 0.92 0.93 0.94 0.97 0.87
33 क्ष 0.80 0.86 0.78 0.78 0.97 0.92 0.85 0.93 0.93 0.93 1.00 0.96 1.00 0.99 0.99 0.91
34 त्र 0.72 0.87 0.78 0.83 0.93 0.95 0.90 0.95 0.98 0.97 0.99 0.99 0.99 0.97 0.99 0.92
35 ज्ञ 0.88 0.76 0.81 0.68 0.97 0.95 0.95 0.95 0.94 0.92 0.98 0.96 1.00 0.97 0.99 0.91



Future Internet 2021, 13, 239 17 of 26

Table 11. Character‑wise recall produced by an SVM classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

0 क 0.88 0.90 0.89 0.82 1.00 0.94 0.99 0.96 0.97 0.95 0.99 0.98 0.98 0.98 1.00 0.95
1 ख 0.82 0.91 0.87 0.85 0.96 0.94 0.92 0.96 0.99 0.99 1.00 1.00 1.00 0.99 0.99 0.95
2 ग 0.79 0.89 0.84 0.86 0.99 0.93 0.97 1.00 0.95 0.95 0.99 0.99 1.00 1.00 0.99 0.94
3 घ 0.68 0.77 0.80 0.67 0.85 0.96 0.86 0.91 0.96 0.82 0.91 0.91 0.91 0.96 0.94 0.86
4 ङ 0.70 0.82 0.89 0.77 0.94 0.89 0.89 0.96 0.95 0.96 0.96 0.98 0.98 0.97 0.98 0.91
5 च 0.91 0.89 0.95 0.89 0.98 0.94 0.96 1.00 0.94 0.96 0.98 0.99 0.97 0.99 1.00 0.96
6 छ 0.70 0.78 0.81 0.80 0.92 0.91 0.97 0.99 0.94 0.86 0.95 0.94 0.94 0.95 0.97 0.90
7 ज 0.90 0.86 0.82 0.89 0.95 0.97 0.97 0.95 0.99 0.87 0.99 0.97 1.00 0.97 1.00 0.94
8 झ 0.86 0.94 0.93 0.90 0.95 0.97 0.96 1.00 0.97 0.99 1.00 1.00 1.00 1.00 1.00 0.96
9 ञ 0.78 0.93 0.89 0.86 0.96 0.97 0.93 0.91 0.93 0.93 0.99 0.97 0.99 0.99 0.99 0.93
10 ट 0.90 0.94 0.93 0.73 0.94 0.97 0.99 0.99 0.93 0.98 0.97 1.00 0.97 1.00 0.99 0.95
11 ठ 0.80 0.87 0.97 0.98 0.97 0.95 0.92 0.97 0.98 1.00 0.99 0.99 1.00 0.97 1.00 0.96
12 ड 0.81 0.83 0.81 0.83 0.86 0.88 0.91 0.92 0.94 0.89 0.98 1.00 0.98 0.99 0.99 0.91
13 ढ 0.82 0.78 0.81 0.76 0.92 0.93 0.90 0.93 0.89 0.90 0.95 0.97 0.97 0.99 0.98 0.90
14 ण 0.67 0.90 0.90 0.89 0.97 0.93 0.95 0.99 1.00 1.00 0.99 1.00 0.96 0.95 1.00 0.94
15 त 0.95 0.92 0.86 0.83 0.96 0.96 0.95 0.99 0.94 0.97 0.99 0.99 0.97 0.98 0.99 0.95
16 थ 0.76 0.77 0.75 0.73 0.94 0.89 0.92 0.92 0.84 0.85 0.98 0.96 0.91 0.98 0.96 0.88
17 द 0.82 0.76 0.76 0.72 0.91 0.88 0.90 0.92 0.84 0.88 0.91 0.89 0.90 0.91 0.95 0.86
18 ध 0.60 0.84 0.78 0.73 0.91 0.84 0.83 0.94 0.89 0.88 0.96 0.93 0.95 0.96 0.96 0.87
19 न 0.79 0.87 0.81 0.75 0.92 0.96 0.91 0.95 0.92 0.95 0.97 1.00 0.97 0.99 0.99 0.92
20 प 0.63 0.90 0.90 0.82 0.86 0.94 0.88 0.93 0.89 0.96 0.98 1.00 0.95 0.98 0.98 0.91
21 फ 0.86 0.91 0.86 0.88 0.99 0.97 0.97 1.00 0.96 0.95 1.00 0.99 1.00 1.00 0.99 0.96
22 ब 0.59 0.68 0.81 0.78 0.87 0.89 0.93 0.88 0.89 0.91 0.94 0.95 0.91 0.97 0.97 0.86
23 भ 0.72 0.74 0.68 0.74 0.88 0.86 0.89 0.93 0.87 0.92 0.98 0.95 0.94 0.97 0.97 0.87
24 म 0.72 0.69 0.82 0.87 0.87 0.86 0.87 0.84 0.94 0.94 0.95 0.96 0.98 0.96 0.98 0.88
25 य 0.51 0.76 0.78 0.69 0.81 0.86 0.87 0.87 0.86 0.88 0.95 0.96 0.98 1.00 0.96 0.85
26 र 0.69 0.83 0.90 0.87 0.91 0.94 0.95 1.00 0.97 0.99 1.00 0.96 0.97 1.00 0.99 0.93
27 ल 0.87 0.88 0.92 0.87 0.98 0.97 0.91 0.97 0.93 0.99 0.98 0.99 0.97 1.00 1.00 0.95
28 व 0.63 0.70 0.83 0.74 0.79 0.85 0.79 0.94 0.85 0.89 0.86 0.95 0.92 0.96 0.96 0.84
29 श 0.83 0.80 0.76 0.84 0.94 0.97 0.92 0.87 0.80 0.94 0.97 0.95 0.99 0.97 0.99 0.90
30 ष 0.68 0.81 0.83 0.79 0.92 0.88 0.90 0.95 0.94 0.95 0.96 0.95 0.93 0.99 0.99 0.90
31 स 0.59 0.70 0.66 0.71 0.89 0.84 0.75 0.88 0.87 0.87 0.97 0.96 0.94 0.93 0.97 0.84
32 ह 0.74 0.76 0.72 0.66 0.90 0.91 0.75 0.85 0.87 0.81 0.96 0.95 0.95 0.99 0.97 0.85
33 क्ष 0.83 0.72 0.87 0.67 0.93 0.91 0.84 0.92 0.87 0.91 0.99 0.97 0.96 0.96 0.99 0.89
34 त्र 0.64 0.79 0.80 0.83 0.93 0.91 0.92 0.93 0.98 0.94 0.97 0.92 0.97 0.97 0.99 0.90
35 ज्ञ 0.76 0.74 0.69 0.65 0.91 0.93 0.88 0.90 0.89 0.89 0.99 0.97 0.99 0.97 0.99 0.88

Table 12. Character‑wise F1 score produced by an SVM classifier for the proposed datasets.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg

0 क 0.86 0.88 0.89 0.79 0.99 0.93 0.97 0.97 0.94 0.96 0.99 0.97 0.99 0.99 1.00 0.94
1 ख 0.75 0.85 0.85 0.82 0.94 0.92 0.92 0.95 0.95 0.97 0.99 0.99 0.98 0.99 0.99 0.92
2 ग 0.78 0.87 0.82 0.87 0.91 0.93 0.96 0.99 0.96 0.97 0.98 0.99 0.99 0.97 0.99 0.93
3 घ 0.60 0.75 0.72 0.58 0.84 0.87 0.81 0.87 0.86 0.80 0.92 0.88 0.90 0.96 0.94 0.82
4 ङ 0.70 0.79 0.86 0.71 0.89 0.89 0.86 0.93 0.92 0.92 0.97 0.97 0.98 0.96 0.98 0.89
5 च 0.89 0.91 0.91 0.86 0.97 0.96 0.97 0.98 0.95 0.93 0.98 0.99 0.98 0.99 1.00 0.95
6 छ 0.76 0.77 0.80 0.81 0.92 0.92 0.94 0.95 0.94 0.85 0.94 0.95 0.94 0.97 0.96 0.89
7 ज 0.87 0.84 0.84 0.85 0.95 0.98 0.96 0.94 0.94 0.90 0.98 0.98 1.00 0.99 0.99 0.93
8 झ 0.88 0.94 0.91 0.92 0.96 0.97 0.96 0.99 0.98 0.98 0.99 0.99 0.99 0.99 1.00 0.96
9 ञ 0.83 0.89 0.85 0.83 0.95 0.96 0.95 0.93 0.96 0.89 0.99 0.98 0.99 0.99 0.99 0.93
10 ट 0.88 0.90 0.91 0.80 0.95 0.96 0.95 0.96 0.93 0.96 0.98 0.99 0.98 0.99 0.99 0.94
11 ठ 0.79 0.89 0.95 0.93 0.95 0.96 0.92 0.98 0.98 1.00 0.99 0.99 0.99 0.98 1.00 0.95
12 ड 0.79 0.78 0.81 0.83 0.91 0.89 0.91 0.91 0.95 0.90 0.96 0.98 0.97 0.98 0.98 0.90
13 ढ 0.82 0.77 0.83 0.79 0.92 0.93 0.93 0.95 0.89 0.91 0.93 0.97 0.95 0.96 0.98 0.90
14 ण 0.74 0.93 0.90 0.89 0.91 0.95 0.96 0.99 0.98 0.99 0.99 1.00 0.98 0.97 1.00 0.95
15 त 0.88 0.91 0.87 0.78 0.96 0.94 0.92 0.98 0.94 0.96 0.98 0.99 0.97 0.98 0.99 0.94
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Table 12. Cont.

Cls.
No.

Dev.
Char D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Avg.

16 थ 0.70 0.75 0.77 0.73 0.96 0.90 0.89 0.91 0.84 0.88 0.98 0.96 0.92 0.97 0.97 0.88
17 द 0.73 0.78 0.73 0.75 0.89 0.89 0.87 0.91 0.81 0.89 0.93 0.91 0.93 0.95 0.96 0.86
18 ध 0.67 0.80 0.82 0.75 0.90 0.88 0.86 0.93 0.91 0.87 0.97 0.92 0.94 0.95 0.96 0.88
19 न 0.77 0.84 0.84 0.77 0.92 0.95 0.89 0.96 0.90 0.92 0.97 0.99 0.97 0.98 0.99 0.91
20 प 0.60 0.88 0.90 0.78 0.90 0.92 0.88 0.93 0.92 0.97 0.99 0.98 0.96 0.99 0.99 0.91
21 फ 0.87 0.94 0.89 0.87 0.99 0.97 0.96 0.99 0.96 0.96 1.00 0.99 0.99 0.99 1.00 0.96
22 ब 0.63 0.72 0.80 0.80 0.89 0.89 0.95 0.90 0.86 0.92 0.93 0.96 0.94 0.98 0.97 0.88
23 भ 0.66 0.69 0.68 0.73 0.87 0.85 0.84 0.90 0.87 0.87 0.95 0.94 0.94 0.96 0.97 0.85
24 म 0.75 0.70 0.85 0.90 0.85 0.87 0.89 0.86 0.97 0.93 0.94 0.96 0.94 0.97 0.98 0.89
25 य 0.56 0.78 0.80 0.73 0.86 0.87 0.90 0.92 0.86 0.87 0.92 0.95 0.95 0.97 0.95 0.86
26 र 0.75 0.84 0.94 0.85 0.94 0.95 0.95 0.99 0.96 0.98 1.00 0.97 0.98 0.99 0.99 0.94
27 ल 0.86 0.91 0.92 0.85 0.98 0.96 0.93 0.99 0.96 0.98 0.99 0.99 0.98 1.00 1.00 0.95
28 व 0.63 0.72 0.80 0.73 0.82 0.85 0.80 0.93 0.88 0.90 0.91 0.94 0.91 0.97 0.97 0.85
29 श 0.81 0.85 0.77 0.85 0.93 0.93 0.92 0.91 0.85 0.95 0.97 0.97 0.97 0.99 0.99 0.91
30 ष 0.68 0.84 0.84 0.84 0.94 0.92 0.93 0.95 0.96 0.94 0.97 0.98 0.95 0.99 0.99 0.91
31 स 0.64 0.72 0.70 0.70 0.89 0.87 0.79 0.88 0.88 0.90 0.97 0.95 0.95 0.94 0.97 0.85
32 ह 0.74 0.81 0.74 0.70 0.87 0.89 0.81 0.90 0.88 0.84 0.95 0.94 0.94 0.96 0.97 0.86
33 क्ष 0.81 0.79 0.82 0.72 0.95 0.92 0.85 0.93 0.90 0.92 0.99 0.97 0.98 0.97 0.99 0.90
34 त्र 0.68 0.83 0.79 0.83 0.93 0.93 0.91 0.94 0.98 0.96 0.98 0.95 0.98 0.97 0.99 0.91
35 ज्ञ 0.81 0.75 0.75 0.67 0.94 0.94 0.91 0.92 0.92 0.90 0.98 0.97 0.99 0.97 0.99 0.89

Figure 8. Character‑wise comparative analysis of the two classifiers: (a) precision analysis (b) recall
analysis and (c) F1‑score analysis.
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To determine the correct and incorrect predictions for individual character classes,
the confusion matrix was generated by the two classifiers for Dataset 15. These are shown
in Figure 9.

Figure 9. Confusion matrix generated for Dataset 15 by: (a) MLP classifier; (b) SVM classifier.

4.1.1. Feature Visualization
The Kernel Density Estimate (KDE) is a useful technique to visualize the distribution

of observations in the given dataset. It is equivalent to a histogram with the difference
of using a continuous probability density curve with one or more dimensions. The pro‑
posed scheme employed the KDE plot to visualize the separation of the features related
to different character classes. For this purpose, the features were transformed from multi‑
dimensions to two‑dimensions with the help of the PCA method. Figure 10a was plotted
with the features received directly from images of the handwritten character dataset, while
Figure 10bwas plottedwith fusion‑based hybrid features of Dataset 15. A clear distinction
can be made between these two. In Figure 10a, the separation of various character‑classes
in the feature space was so poor that some of the classes were completely overlapped by
the others, and were either poorly or not visible; the examples were the classes 4(ङ), 5(च),
13(ढ), 14(ण), 15(त), and 23(भ). On the contrary, Figure 10b shows a promising separation
between all the character classes, except 28(व) and 32(ह). Figure 10 justifies the effectiveness
of features collected from the fusion‑based approach.
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Figure 10. KDE plot for visualizing the separation of features received from (a) character images (b) fusion‑based approach
(Dataset 15).

4.1.2. Estimation of Computational Time
Various timings were estimated in relation to feature‑extraction and classification for

the top performing dataset (i.e., Dataset 15). The mean timings per character w.r.t. feature
extraction and dimensionality reduction are compiled in Table 13.

Table 13. Timing details related to the construction of feature‑vectors.

Sl. No. Feature Type
Feature‑

Extraction Time
(ms)

PCA
Computation
Time (ms)

Total Time (ms)

1 Bior‑1.3 2.28 0.15 2.43
2 VGG‑19 0.10 0.69 0.79
3 ResNet‑50 0.08 0.40 0.48
4 InceptionNet‑V3 0.17 0.40 0.57

Net time 4.27

Referring to Table 13, the net time required was 4.27 msec. for the construction of a
hybrid feature‑vector from an input image. The timings related to character‑classification
through a feature‑vector are summarized in Table 14.

Table 14. Timing details related to character classification.

Dataset Type
Mean Recognition‑Time Per Character (Msec.)

MLP Classifier SVM Classifier

Dataset 15 6.38 17.27

Referring to Tables 13 and 14, the proposed model took total mean time of 10.65 ms
and 21.54 msec. in recognition of a test character from the image using MLP and SVM
classifiers, respectively.

4.2. Discussions
4.2.1. Feature‑Wise Discussion

This section covers a detailed discussion on the strength of features related to various
datasets, as mentioned in Table 6.

Referring to Table 6, it can be observed that in the individual category (Dataset 1
to 4), the features received from VGG‑19Net (Dataset 2) and ResNet‑50 (Dataset 3) pro‑
duced a comparatively good result over the rest of the features, using MLP and SVM



Future Internet 2021, 13, 239 21 of 26

classifiers. The features collected from VGG‑19Net were able to produce recognition ac‑
curacy of 86.85% on an MLP classifier, and the features received from ResNet‑50 were
produced 82.66% recognition accuracy on an SVM classifier. These scores were highest in
the category.

In the hybrid category consisting of two types of features (Datasets 5 to 10), the combi‑
nation of features received from VGG‑19Net and ResNet‑50 (Dataset 8) outperformed the
rest of the combinations. This combination produced the best results over both the classi‑
fiers in this category; the MLP and SVM classifiers produced 95.37% and 93.92% recogni‑
tion accuracy, respectively, with Dataset 8.

In the hybrid category with three types of features (Datasets 11 to 14), the fusion of
features received from VGG‑19Net, ResNet‑50, and InceptionV3‑Net (Dataset 14) had an
upper edge over the remaining combinations in the category. The features of Dataset 14
were able to produce recognition accuracy of 98.03% and 97.51% over the MLP and SVM
classifiers, respectively.

The state‑of‑the‑art combination of all the four types of features (Dataset 15) produced
excellent results over both the classifiers. With the features of Dataset 15, the MLP and
SVM classifiers achieved their best results as 98.73% and 98.18%, respectively. The fea‑
ture’s combination of Dataset 15 also justified the choice of wavelet‑based features in as‑
sociation with DCNN‑based features, as we could see a significant improvement in the
results of both the classifiers when moved from Dataset 14 to Dataset 15.

Dataset 15 has a feature‑vector size of 160, which is 84.37% less than that of the charac‑
ter image (i.e., 32 × 32 = 1024). This, in turn, reduced the recognition cost of the classifiers
significantly.

4.2.2. Classifier‑Wise Discussion
Referring to Table 6, Datasets 11, 12, 13, 14 and 15 responded well to both the classi‑

fiers and the results were almost comparable. It can be observed that all the datasets pro‑
duced slightly higher results on theMLP classifierw.r.t. the SVM classifier. This shows the
slight upper hand of the non‑linear functional approach of the MLP network over the lin‑
ear separation approach of SVM to solved the proposedmulti‑class classification problem.

4.2.3. Character‑Wise Discussion
Since Dataset 15 was the best performer, we considered it for the character‑wise anal‑

ysis of the model.
Observation of Dataset 15 in Tables 7, 9 and 12 reveals that the MLP classifier recog‑

nized the Devnagari characters क (Ka), च (Cha), झ (Jha), ठ (Thha), ण (Adna), and फ (Pha)
excellently, as the precision, recall, and F1 score values for these characters are almost
equal to 1 (100%); this might be due to the uniqueness of their shapes. For the same rea‑
son, the SVM classifier produced fine results for the lettersक (ka), च (Cha),झ (Jha), ठ (Thha),
ण (Adna), फ (Pha), and ल (La) with respective precision, recall, and F1 score values as 1.
It is interesting to know that both the classifiers responded in an excellent manner to the
characters क (Ka), च (Cha), झ (Jha), ठ (Thha), ण (Adna), and फ (Pha). This gives a clear
indication of uniqueness in the shape of these characters.

The MLP classifier scored satisfactory but had a comparatively low F1 score (refer
to Table 9) for the character class य (Ya). The same is true with the SVM classifier (refer to
Table 12) for character classes घ (Gha), छ (Chha), द (Da), ध (Dhha), and य (Ya). This might be
due to the resemblance of their shapes with some other characters of the complete dataset.

For precise result‑analysis of the proposed model, the Results section incorporated
individual character‑class‑wise scores of various performance metrics for the proposed
datasets and the proposed classifiers (refer to Tables 7 and 9–12). To relate different values
of precision, recall, and F1 score with their practical aspect, let us take one example.

Referring to Table 7, for Dataset 15, the precision value of character य is 0.96 i.e., 96%,
which shows that 96% of the total predictions made for the character were correct and for
the remaining 4% prediction, the other characters were falsely classified as character य (Ya).
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This can also be verified from the confusion matrix given in Figure 8a; on the axis of “Pre‑
dicted value”, the total 503 predictions can be observed in the column of character य (class
no. 25), out of which 483 were correctly predicted as य; and some other characters such as
ग (class no. 2), घ (class no. 3), च (class no. 5), ड (class no. 12), थ (class no. 16), प (class no.
20), म (class no. 24), व (class no. 28), and स (class no. 31) were falsely classified as character
य for 3, 4, 1, 1, 6, 2, 1, 1, and 1 times, respectively, i.e., total 20 false‑positive predictions. It
is interesting to know that most of the false predictions were made by character थ (class
no. 16), which has a shape resembling the character under test i.e., character य (Ya). The
higher the precision value, the lower were the false‑positive predictions.

Referring to Table 12, for Dataset 15, the recall value of character य is 0.97 i.e., 97%,
which shows that 97% of the total test samples of the character were correctly predicted
and for the remaining 3% samples, the character य was falsely classified as some other
character. It can be verified from the confusion matrix given in Figure 8a on the axis of
“Actual value” that the total 500 samples can be observed in the row of character य (class
no. 25), out of which 483 samples were correctly classified as य; and some of the samples
of character य were falsely classified as ग (class no. 2), घ (class no. 3), ण (class no. 14), थ
(class no. 16), प (class no. 20), व (class no. 28), and त्र (class no. 34) for 2, 5, 1, 5, 1, 2, and 1
times, respectively, i.e., total 17 false‑negative predictions. The higher the recall value, the
lower were the false‑negative predictions.

Referring to Table 9, for Dataset 15, the F1 score value of character य is 0.96 i.e., 96%,
which represents a single score for corresponding precision and recall values (refer to
Equation (27)). Ahighervalueof theF1 score ensures lower false‑positive and false‑negative
predictions, which is desirable.

Referring to Tables 9 and 12, the cells with the highest F1 score were highlighted for
each character class to see the highly efficient dataset in recognition of the given character.
For example, Table 12 shows that Datasets 11, 12, 14, and 15 responded excellently to the
SVM classifier in recognition of character ख.

Similarly, we can analyse the precision, recall, and F1 score values produced by the
MLP (Tables 7, 9 and 12, resp.) and SVM (Tables 10–12, resp.) classifiers for various char‑
acter classes associated with different datasets.

The average value of precision, recall, and F1 score were estimated on the basis of all
the15datasets. The top10andbottom10entriesw.r.t. F1scorevalue (refer toTables9and12)
are summarized in Tables 15 and 16. The characters are arranged in descending order of
their mean F1 score.

Table 15. Mean F1 score‑wise top 10 characters, including all the 15 datasets.

Classifier Characters

MLP झ(Jha), ठ(Thha), च(Cha), ण(Adna), फ(Pha), क(Ka), ट(Taa), त(Ta), ल(La), ञ(Yna).
SVM झ(Jha), फ(Pha), ठ(Thha), ल(La), च(Cha), ण(Adna), ट(Taa), क(Ka), र(Ra), त(Ta).

Table 16. Mean F1 score‑wise bottom 10 characters, including all the 15 datasets.

Classifier Characters

MLP थ(Tha), ध(Dha), ब(Ba), य(Ya), भ(Bha), द(Da), घ(Gha), स(Sa), ह(Ha), व(Wa).

SVM ब(Ba), थ(Tha), ध(Dha), ह(Ha), द(Da), य(Ya), व(Wa), स(Sa), भ(Bha), घ(Gha).

The list of the bottom 10 characters recognized by both the classifiers is the same.
This list has a number of resembling character shapes, such as घ(Gha)—ध(Dha), ब(Ba)—
व(Wa), and थ(Tha)—य(Ya)—स(Sa). This might be the reason for their comparatively low
mean scores.

In feature visualization, although the KDE plots in Figure 10 were drawn with two
dimensions only, instead of the total 160 dimensions in Dataset 15, the provision was suc‑
cessful in visualizing the usefulness of the proposed hybrid‑features scheme.
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5. Conclusions
The proposed scheme provided a comprehensive analysis of the results obtained

from individual‑based and hybrid‑based approaches of feature‑extraction usingWavelets,
VGG‑19Net, ResNet‑50, and InceptioNet‑V3. The features were examined with two classi‑
fiers, namelyMLP and SVM. The scheme applies the benefits of deep convolutional neural
networks with low cost of recognition. The feature‑vector size was successfully reduced
by 84.37% with respect to the character image. The scheme managed to score a maximum
of 98.73% recognition accuracy with mean character recognition time of 10.65 ms. Table 17
summarizes some excellent work accomplished earlier in the field of handwritten Hindi
characters recognition; it includes state‑of‑the‑art models related to the feature‑based clas‑
sification. Here, it is reasonable to mention that no standard dataset of handwritten Hindi
script is available in the public domain, restricting a comparison of related models on a
common platform [3]. However, one can gain some idea about the performance of the
proposed work by comparing it to existing methods.

Table 17. Summary of previous work done in the field with the proposed one.

Scheme 1. Particular Features Used Classif.
Scheme

No. of Test
Samples

No. of
Features for
Classif.

Max. Recogn.
Test‑Acc. (%)

Data
Set
Used

1 Arora et al.
2008 [57]

Line fitting,
intersection‑points,
shadow and chain
code‑based features

MLP 1568 296 92.8 [57]

2 Satish
Kumar [58]

Gradient, neighborhood
pixels weight, and distance
transform‑based features

SVM 25,000 192 94.3 [58]

3 Singh et al.
2011 [59]

Curvelet transform‑based
features KNN 7965 190 93.8 [59]

4 Dixit et al.
2014 [27].

Wavelet transform‑based
features MLP 600 256 70 [27]

5 Jangid et al.
2014 [60]

Local auto‑correlation of
gradient SVM NA 612 95.21 [61]

6 Khanduja et al.
2015 [15].

Hybrid of structural and
statistical features MLP 4000 462 91.4 [61]

7 Singh et al.
2015 [28].

Chain code, zone‑based
centroid, background

directional distribution and
distance profile features

MLP and SVM 4000 625 97.61
(SVM) [28]

8 Jangid et al.
2016 [17].

Fisher discriminant‑based
features SVM 10,850 256 96.58 [62]

9 Sarkhel et al.
2017 [30]. CNN‑based features SVM 3894 4096, 2560

& 1792 95.180 [63]

10 Nikita Singh,
2018 [16] Histogram of gradients MLP 900 1224 97.5 [16]

11 Gupta et al.
2019 [29]

HOG, convex hull, and
longest run‑based features SVM 10,800 5568 94.15 [55]

12 Yadav et al.
2017 [64]

Projection profile‑based
features with HOG

Quadratic
SVM 4428 NA 96.6 [62]

13 Proposed
scheme

Hybrid of BDWT and
DCNN‑based features MLP and SVM 18,000 160 98.73 (MLP) [55]

The proposedmodel was experimentedwith the fresh approach of feature‑extraction;
for the very first time, the features received from pre‑trained DCNN models were com‑
binedwith the handcrafted features obtained fromBDWT. The outcomes are promising, as
the proposed scheme gained comparable resultswith respect to thementioned benchmark‑
ing models, even with the smallest size of the feature‑vector. The model achieved percent‑
age reduction in feature‑vector size in the range of 15.78 to 97.12, with respect to the given
benchmarkingmodels (refer to Table 17). The classification cost of amachine learning algo‑
rithm is directly dependent on the size of the feature‑vector. In this regard, the proposed
model was successful in reducing the classification cost. The features were so effective that
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the classification error was limited to 1.27% only. The presented work will be helpful for
further development of recognition models related to handwritten Hindi characters.

In future, the proposed scheme could be extended by including somemore advanced
pre‑trained deep convolutional networks like InceptionV4‑net, ResNeXt, Squeeze‑
Excitation network (SE‑Net), etc. for feature extraction. Other classification algorithms
like KNN, RNN, LSTM, Random‑forest, and Naïve‑Bayes could also be analyzed for the
extended version.
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