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Abstract: This paper compares neural networks, specifically Unet, MobileNetV2, VGG16 and
YOLOv4-tiny, for image segmentation as part of a study aimed at finding an optimal solution
for price tag data analysis. The neural networks considered were trained on an individual dataset col-
lected by the authors. Additionally, this paper covers the automatic image text recognition approach
using EasyOCR API. Research revealed that the optimal network for segmentation is YOLOv4-tiny,
featuring a cross validation accuracy of 96.92%. EasyOCR accuracy was also calculated and is 95.22%.

Keywords: image segmentation; OCR; YOLOv4-tiny; neural networks; UNet; MobileNetV2; VGG16;
EasyOCR API; price tag

1. Introduction

Today people frequently face incorrect or irrelevant information on price tags in stores,
with a large number of products resulting in a decrease in customer’s loyalty. This therefore
leads to losses of profits and reputation.

In each store, the product information can be updated every 7 days, and depending
on the quantity of products, the price tags verification can take various amounts of time
but no less than several hours. Store employees usually do this before the store opens, but
they cannot always accomplish this task on time. Additionally, checking can take place
after the end of the shift, which leads to overtime work.

The most important information on price tags to keep track of is usually the price,
product name and product specifications. This specific information is subject to the most
frequent change and requires continuous verification. Pictures of price tags can also contain
a lot of additional information that is not relevant to this study, such as a fragment of the
shop counter, fragments of adjacent products and variable text falling outside the areas of
interest, and segmentation can be used to get rid of this information. This approach allows
us to leave only those parts of the image containing relevant text only.

In many countries, the information on price tags is a public offer, for instance, in
Russia, the Philippines and China, which means that incorrect price tag data can result in
the store receiving a penalty [1–3] or incurring reputational losses.

Electronic shelf labels are a potential solution to the price tag data verification problem,
but at present they are widespread and most stores are still working with classic paper price
tags. Checking price tags can be carried out both without using any special equipment,
which takes a lot of time, and using, for example, portable data collection terminals (PDCT).
Although modern technologies allow the time spent on this activity to be reduced, they do
not completely eliminate the chance of errors occurring during price tag verification due to
the fact that PDCTs scan barcodes only while the price tag data analysis is done by a store
employee. Moreover, the use of special equipment often entails a huge equipment cost and
the software to operate it.
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While using PDCT, the employee needs to manually verify the data on the price tag
and in the database, which can lead to human error. In our approach, all information on the
price tag is analyzed, and the employee will immediately see the result of comparing the
information on the price tag with the information in the database. In this way, the errors
due to the human factor can be eliminated through the use of neural networks, making the
data verification process fully automatic and thus minimizing the number of errors and
handing the verification process over from costly PDCTs to more affordable mobile devices,
as well as expediting the price tag data verification process.

The task of price tag verification is non-trivial, which complicates it’s solution in the
conventional ways. To solve such problems, various algorithms and smart systems are
used, for example, KNN [4] and NSGA-III [5]. However, in the modern world neural
networks can be used to solve such problems, there are a lot of projects that use neural
networks for different tasks: speaker verification [6], speech rehabilitation after speech
organs surgical interventions [7], authorship identification [8], water level estimation in
sewer pipes [9], determining the presence of lung cancer or diabetes in patients on the basis
of symptoms [10,11], etc.

2. Related Works

During the analysis of existing scientific works related to the analysis of price tags, stud-
ies from several countries were found. M.N.A. Hussin et al. [12] proposed color detection,
the use of HSV color space, and edge detection by finding the edge of the largest rectangle
to detect different price tags. Their research showed that contour detection is exposed to
white and black noise and that the accuracy of OCR drops significantly when there are two
fonts in different sizes and the image is taken at a distance. A. Kovtunenko et al. [13] pro-
posed price tag recognition methods using mathematical morphology and convolutional
neural networks. The researchers’ algorithm is constructed in such a way that the first step
is the detection of the supporting element (such as a barcode), and the other elements on
the price tag (such as the product name and price) are detected with a convolutional neural
network CRAFT. M. Yong-Qiang et al. [14] proposed the use of a multi-task CNN for the
problem of locating decimal points.

At the moment, the following price tag data analysis solutions are available on
the market:

• Price tag scanning, OCR and data capturing by Klippa [15], a software that allows
users to extract information from price tag images, which is targeted at the retail
store customers. Its advantages are high recognition accuracy and the ability to use
different output formats (JSON, CSV, XLSX, XML). The disadvantage is that it has a
small number of supported languages.

• Price tag recognition: a smartphone instead of a PDT by Neti [16] is a software designed
to automatically compare prices with the price database. It targets store owners and
employees. The advantages are user friendliness and high recognition accuracy. The
disadvantage is the lack of product description recognition capability.

Based on existing research and due to relevance of the problem at hand, we decided
to examine various approaches to segmentation for neural networks-based price tags
data analysis.

3. Materials and Methods

To achieve results in the analysis of information on the price tag, it is necessary to
divide image processing into the following stages:

• Segmenting images to highlight areas containing data of interest;
• Selecting segment coordinates;
• Cutting the segments out in accordance with the obtained coordinates;
• Applying Optical Character Recognition (OCR) to the selected areas;
• Searching for necessary information (quantity of products) within the product description.
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The hardware and software used in this study:

• LabelImg graphical image annotation tool;
• Server CPU: Intel® Xeon® E7-4809 v4;
• Server OS: Ubuntu Server.

A dataset consisting of “Lenta” retail chain price tag photographs was collected for the
neural networks to be trained on. It consists of 80 photos of tags and 80 text files containing
label coordinates (for YOLOv4-tiny); every image has a size of 512 × 512 pixels. For UNet,
MobileNet and VGG16, the same photos were used along with the masks of segments. The
training and validation parts of the dataset were split randomly at a ratio of 3:1. To train
neural networks, each image was labeled with the following segments:

• Description, which is a product name and description;
• Barcode, which is an EAN-13 product barcode;
• Rub, which is a product price in rubles;
• Kop, which is a product price in kopecks;
• Rub_card, which is a product price in rubles, including a discount for “Lenta”

card holders;
• Kop_card, which is a product price in kopecks, including a discount for “Lenta”

card holders.

Example of labeling is shown in Figure 1.
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Figure 1. Example of labeling.

The differences between the Russian price tags and the price tags in other countries
are insignificant, because in many countries the price tags have a similar structure and each
price tag has segments with a description of the product, a barcode and a price. Differences
can be found in the location of the segments and in the number of segments with a price,
for example, the price with a discount card and the price before and after the discount.

Figure 2 shows an example of the markup of a similarly structured price tag for the
Walmart chain of stores. The Description and Barcode segments are present and differ
only in location, while the Dol and Cents segments are analogous to the Rub and Kop
segments, respectively.
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Figure 2. Walmart price tag labeling example.

There are many different architectures available to carry out the segmentation. In
our research, we have chosen the following models: Unet, MobileNetV2, VGG16 and
YOLOv4-tiny. The EasyOCR API was chosen for text recognition. Each of the selected
models was trained featuring the following parameters:

• UNet: loss function—cross entropy; optimizer—Adam algorithm with learning rate
lr = 0.0001; batch size—5; number of iterations per epoch—12.

• MobileNetV2: loss function—cross entropy; optimizer—Adam algorithm with learn-
ing rate lr = 0.0001; batch size—5; number of iterations per epoch—12.

• VGG16: loss function—mean squared error (MSE); Optimizer—Adagrad; batch size—
5; number of iterations per epoch—12.

• YOLOv4-tiny: loss function—complete intersection over Union (CIoU); optimizer—
stochastic gradient descent (SGD); batch size—64; number of iterations per epoch—24.

Since the loss functions of the Unet, MobileNetV2 and VGG16 architectures are char-
acterized by a large gradient step, they were trained over 50 epochs. YOLOv4-tiny was
trained on 1000 epochs, due to the small gradient step.

Since the training of neural networks is time-consuming and for UNet, MobileNetV2
and VGG16 networks it is necessary to highlight each segment on a separate image, these
networks were trained on the product description segment only, since this segment is
unstable and features the largest size. An example of the product description segment
layout is shown in Figure 3.
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The UNet model architecture is a set of 19 convolutional layers using bottleneck and
sliding windows [17,18]. This network has proven to be a reliable and high-quality image
segmentation solution. The complete Unet architecture is given in Figure 4.
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Figure 4. Unet architecture.

The MobileNetV2 architecture is shown in Figure 5. A distinctive feature compared to
Unet is the repetitive application of bottlenecks, which allow the accuracy of the final result
to be improved [19,20]. Since this model does not employ the sliding window, shorter
training and operation times are possible.
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Figure 5. MobileNetV2 architecture.

VGG16 is a convolutional neural network presented by K. Simonyan and A. Zisser-
man [21]. While training on the ImageNet dataset, this model achieved an accuracy rate
of 97.2%, thus ranking among the top five solutions for ImageNet dataset. A distinctive
feature compared to previous models is the rejection of bottlenecks, which can reduce the
neural network training and operating time [22]. This architecture was originally designed
for the classification problem, which may raise the question of objectivity in comparing it
with other selected architectures. However, if the coordinates of the upper left-hand corner
of the segment, as well as its width and height, are chosen as classes, the work will be
reduced to a segmentation process, which confirms the objectivity of our comparison. The
VGG16 architecture is shown in Figure 6.
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Figure 6. VGG16 architecture.

YOLOv4-tiny is a high-speed, real-time image and video object recognition neural
network. The architecture of this model is shown in Figure 7 and similarly features a
set of convolutional layers. Its distinctive feature consists in obtaining the final results
from several intermediate ones, thus significantly increasing the achieved accuracy [23].
Additionally, YOLOv4-tiny allows multiple objects to be displayed that belong to different
classes, which can reduce the application of the neural network to just a single run. The
segment detector was trained using Darknet repository [24,25].
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The EasyOCR API by JaidenAI, whose architecture is shown in Figure 8, was used for
text recognition from the segments obtained. The CRAFT text recognition model is used as
the detector, and the ResNet neural network is used as the recognizer. The advantages of
this API are that this product is an open source and supports a large number of languages,
including Russian, English, German, Chinese, etc. Additionally, the EasyOCR output is a
text string, which simplifies further text processing and analysis.
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The major disadvantage of this API is the errors in the recognition of special char-
acters such as “_”, “#”, “%”, brackets, etc.; however, this problem can be solved with
additional training.

The Python pyzbar [26] library was used to recognize barcodes. This library is able to
decode the barcode itself and define its type.

4. Results

Two metrics were chosen as performance indicators: accuracy and F1-score. The
metric data calculation is represented in Equations (1)–(4).

Accuracy =
TP + TN

TP + FP + FN + TN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2· Precision·Recall
Precision + Recall

(4)

where TP is true positive results, FP is false positive results, TN is true negative results and
FN is false negative results.

Accuracies achieved in the course of training are presented in Table 1. Additionally,
this table presents the average time spent for each epoch.

Table 1. Neural network learning results.

Dataset UNet MobileNetV2 VGG16 YOLOv4-Tiny

Cross validation accuracy Train 90.64% 82.79% 89.16% 98.24%
Validation 92.12% 78.56% 83.72% 96.92%

F1 score
Train 0.36 0.34 0.65 0.62

Validation 0.38 0.32 0.58 0.61

Time per epoch Full dataset 16.74 s 8.97 s 11.95 s 2.74 s

Figure 9 shows a graphs of the change in the loss function during the neural network’s
learning process.
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The results for the trained networks are shown in Figure 10.
It is evident from Figure 9 that Unet and MobileNetV2 correctly determine the segment

position, but when selecting it, they make mistakes, not highlighting parts from the required
area and capturing irrelevant areas. The accuracy can be improved by using a median filter,
which studies a region for each pixel, determines the most common value in that region,
and replaces the pixel with that value.

Figure 11 shows the use of a median filter featuring various kernel sizes. The optimal
kernel size is five, as it eliminates minor segmentation defects without capturing data
falling outside the segment of interest.

However, even after the median filter is applied, there are still segmentation errors in
the image that can prevent the segment from being properly cut out. This is due to the fact
that corner coordinates are used in this procedure, which makes the segment much larger
and results in the capture of unnecessary information.

Based on the above facts and the results presented in Table 1, it can be concluded that
YOLOv4-tiny is the most advantageous architecture.

However, for the correct processing of data in the segments found, it is necessary to
programmatically expand the areas obtained using the neural network. So, the Description
area was increased to the width of the input image, which improved the accuracy. Addition-
ally, since the Description area on the price tags under consideration is not surrounded by
unnecessary information, this extension will not affect the subsequent character recognition
in any way. Owing to this extension, the accuracy of YOLOv4-tiny can be considered close
to 100%, and therefore the accuracy of the entire development will be equal to the accuracy
of character recognition.

During research, a pre-trained EasyOCR model was used for the character recognition.
In testing, we were able to achieve high accuracy for each of the segments. The model
results are given in Figure 12.
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recognition; (d) Barcode decoding using pyzbar library.

To calculate the EasyOCR accuracy, the following metrics were used: MAPE [27] for
numeric segments (Equation (5)), the ratio of correctly recognized characters to the total
number of characters in text segments (Equation (6)), and the ratio of recognized barcodes
to the total number of barcodes (Equation (7)). The final accuracy of neural networks is
calculated as the arithmetic mean between all the previously named metrics (Equation (8)).

Acc1−4 =
∑4

i=1 100 −
(

Ai−Fi
Ai

·100
)

N
(5)

Acc5 =
∑ m1/n1

N
·100 (6)

Acc6 = ∑
m2

N
·100 (7)

Acc = 100·
6

∑
j=1

Accj (8)

where A is the actual numerical value, F is the recognized numerical value, N is the
sample size, m1 is the number of correctly recognized characters, n1 is the total number of
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characters, m2 is the number of recognized barcodes, i is the designation of the numerical
segment (1—Rub, 2—Kop, 3—Rub_card, 4—Kop_card) and j is the experiment number.

The resulting neural network accuracy is presented in Table 2.

Table 2. Accuracy within a sample of 80 results.

Description Rub Kop Rub_Card Kop_Card Barcode Total Accuracy

Accuracy 93.34% 100% 90% 100% 100% 88% 95.22%

For comparison, the CRNN architecture [28], when training on the ICDAR 2013 dataset,
achieves an accuracy of 86.7% and an accuracy of 89.4% when training on the ICDAR 2003
dataset. In both cases, learning without a dictionary is considered. At the same time, the
Tesseract architecture, when trained on the original dataset compiled by the authors of the
article “Image Processing Based Scene-Text Detection and Recognition with Tesseract” [29],
it achieves an accuracy of 83%. Since both presented studies use data presented in the form
of text that contains both words and numbers, it can be concluded that when tested on the
dataset collected in this article, their results will be close to the presented accuracy.

For convenience of working with the solution presented herein, a client–server ap-
plication for Android was developed (see Figure 13). The server is implemented on the
basis of the Django framework, which provides a wide range of options for configuring
and operating the server.
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The Android application was developed to enable users to use their mobile devices
for price tag data analysis. The mobile device needs to have a camera to take images, as
well as the capability of sending the images to the server to be analyzed.

The results of the client-server application are shown in Figure 13.

5. Discussion

In this article, a study was conducted to determine the optimal neural networks that
will automate price tag data verification using mobile devices. The neural networks’ (UNet,
MobileNetV2, VGG16, YOLOv4-tiny) segmentation results were compared, and the results
of the recognition of text located on the selected segments by EasyOCR were studied.
Comparison of YOLOv4-tiny with SSD and the faster R-CNN showed the following results:
SSD had an F1 score 0.67 and the faster R-CNN had an F1 score 0.66 according to article of
AN Veeranampalayam Sivakumar [30], while our realization of YOLOv4-Tiny had an F1
score of 0.61. However, various studies show that YOLOv4-tiny can outperform SSD [31,32]
and the faster R-CNN [24,33]. Additionally, YOLOv4-tiny has a higher FPS, which leads
to faster performance [24,33]. Due to the fact that YOLOv4-tiny is a modified version of
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YOLOv3, its accuracy increased [34], and YOLOv3 already outperformed SSD and faster
R-CNN [35]. A mobile client–server application for price tag data verification was also
developed based on the study’s results.

The study identified an optimal neural network for the segmentation of price tag
images, namely YOLOv4-tiny, featuring an accuracy of 96.92%. This model is superior
to UNet in terms of accuracy by 4.7%, with Unet being ranked second in terms of its
performance. However, since we applied the extension of the Description domain by
software, the final accuracy of YOLOv4-tiny is considered to be close to 100%.

The final accuracy of this model is 95.22%, which exceeds the accuracy of other models
by 20–22% [36]. At the same time, the model we used enables recognizing and subsequently
analyzing text in 80 languages [37].

In the course of our research, we faced the problem of a small dataset caused by
“manual” assembly of said dataset. However, we are currently working on a solution to
this problem. It can be expanded by saving the images received by the server and the
coordinates of the received segments if they are successfully found. In the future, this will
enable additional training of neural networks and improvement in recognition accuracy.
Additionally, we expect to study the binarization of the obtained segments, which can
improve the text recognition accuracy.

Further work will aim to add the necessary functionalities for data comparison, i.e.,
interfacing with databases. Additionally, we expect to configure and use GPUs for compu-
tations performed by neural networks, thus significantly reducing the processing time of
requests by the server.

Additionally, we are considering the possibility of transferring neural network compu-
tations to mobile devices to reduce the entire system cost of ownership.

As part of further evolution of our implementation, we plan to test it by integrating it
into already existing product management software. This will enable the collection of field
operation statistics as well as feedback from immediate users. Any shortcomings identified
and the introduction of new functionalities will be managed based on the immediate
user feedback.

6. Conclusions

The study identified that optimal neural network for tag analysis using segmentation
is YOLOv4-tiny. The future plans for the project are dataset expansion, new functionality
for working with databases, and transferring computations on mobile devices.
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