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Abstract

:

Fifth-generation technologies have reached a stage where it is now feasible to consider deployments that extend beyond traditional public networks. Central to this process is the application of Fixed Wireless Access (FWA) in 5G Non-public Networks (NPNs) that can utilise a novel combination of radio technologies to deploy an infrastructure on top of 5G NR or entirely from scratch. However, the use of FWA backhaul faces many challenges in relation to the trade-offs for reduced costs and a relatively simple deployment. Specifically, the use of meshed deployments is critical as it provides resilience against a temporary loss of connectivity due to link errors. In this paper, we examine the use of meshing in a FWA backhaul to determine if an optimal trade-off exists between the deployment of more nodes/links to provide multiple paths to the nearest Point of Presence (POP) and the performance of the network. Using a real 5G NPN deployment as a basis, we have conducted a simulated analysis of increasing network densities to determine the optimal configuration. Our results show a clear advantage for meshing in general, but there is also a performance trade-off to consider between overall network throughput and stability.
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1. Introduction


Fifth-generation (5G) technologies have reached a stage where it is now feasible to consider operational deployments that extend beyond traditional Mobile Network Operators (MNOs). This allows for a range of new operators to enter the market or for public institutions and large enterprises to deploy bespoke 5G networks for their own purposes. Central to these affordances is the application of Fixed Wireless Access (FWA) in the context of 5G Non-public Networks (NPNs) that utilise a novel combination of radio technologies to meet their specific requirements.



Moreover, as a result of many of these deployments occurring in areas where a traditional wired core is not feasible, such as in predominantly rural environments, wireless backhauling has become an important challenge with respect to operators’ ability to provide multi-gigabit capacity while using cost-efficient technologies. High-capacity backhauling is also a key enabler for upcoming 6th Generation (6G) technologies and will help handle the corresponding tremendous volumes of data to support the expected high-data-rate 6G user services [1]. Millimetre-wave (mmWave) technologies, including those operating in the V-band (60 GHz) and the E-band (70/80 GHz), have become a feasible enabler of this process, and backhaul links using these bands may be well suited to supporting 5G and 6G due to their high-throughput and low-latency characteristics [2]. Indeed, several such 5G deployments using these technologies have already taken place.



Unfortunately, as a trade-off for reduced costs and relatively simple deployment, there are many challenges involved in the use of FWA backhaul, such as the potential need to contend with interference and carefully consider the physical environment in each case. One particular issue is the need for robustness in the backhaul core, as losses of connectivity are not unheard of, and error-prone connections are more commonplace. Specifically, the use of meshed deployments is critical in this context as it provides resilience against the temporary loss of links due to these errors [3]. However, as discussed above, a trade-off exists in terms of the deployment and operational costs of a fully meshed configuration vs. the need for coverage, performance, and resilience.



In this paper, we examine the use of meshing in a mobile network backhaul deployment. To this end, we consider the use case of Fixed Wireless Access (FWA) backhaul in the context of 5G NPNs that utilise a novel combination of radio technologies to meet their specific requirements. While there has been some work on the evaluation of 5G performance [4], there are comparatively few studies on this topic [5] as 5G NPNs have only been deployed in limited numbers to date and this specific aspect of the backhaul has not been considered in a practical deployment scenario. Specifically, we discuss the trade-offs that exist between the need for more nodes/links to provide multiple paths to the nearest Point of Presence (POP) and, therefore, better resilience but also the higher cost of the network. Our aim is to determine the optimal degree of meshing that is needed for a specific backhaul network, i.e., a 5G FWA deployment, based on the deployment environment, networking requirements, and technologies used, and we will draw from a rich range of previous research in Wireless Meshed Networks (WMNs) and our own experiences to do so. We believe this work can significantly contribute to both the research community and those planning future 5G NPN deployments as more are deployed over time. The main novel contributions of this work can be summarised as follows:




	
The presentation of the quantifiable performance improvements to be gained when employing increasingly dense next-generation meshed backhaul networks;



	
The delineation of the performance trade-offs that must be considered in such a 5G FWA meshed network in terms of throughput vs. stability.








The remainder of the paper is structured as follows. Section 2 provides an overview of private 5G deployment efforts to date along with a literature review of meshed FWA. Then, Section 3 presents the problem we aim to address and our deployment model. Section 4 describes our meshing experiments, and Section 5 presents the evaluation results. Finally, we provide our conclusions and further work in Section 6.




2. Literature Review


There are many studies on the topic of meshing in wireless networks for different wireless deployments such as Mobile Networks [6], WLANs [7], Wireless Sensor Networks (WSNs) [8], and others. However, there is still limited research regarding the specific application domain of FWA, specifically with respect to 5G NPNs. In this section, we will first describe the current state of the art in FWA deployments and 5G NPNs specifically before reviewing previous research in this area to highlight its applicability to our work.



2.1. 5G Non-Public Networks and Fixed Wireless Access Deployments


The use of 5G technologies to support deployments beyond traditional MNO networks opens a wide range of applications and scenarios for wireless technologies that can benefit from reduced costs and complexity while still providing good bandwidth and responsiveness. In the 3GPP scope, these deployments are called private or non-public networks (NPNs) [9]. These deployments can, for example, make use of a combination of shared and private base stations and backend infrastructure through slicing to provide network capacity solely provisioned to a given use case.



In order to support 5G NPNs, various scenarios have been envisioned wherein the 5G Core (5GC) can be provisioned and controlled locally or remotely or through some combination of the above [10,11]. Essentially, both the Control Plane (CP), which provides device and network control such as access control and management, session management, mobility management, and policy management, and the User Plane Functions (UPF), which deals with data routing and forwarding, need to be provisioned for the user in order to provide a 5G service [12]. Moreover, the heterogeneous nature of available RAN technologies in 5G provides a powerful mechanism with which to support a range of devices and applications ranging from LoRa sensor devices to 4K streaming or VR-type applications. In addition to 5G NR, an operator might also make use of some version of LTE in addition to Wi-Fi, mmWave, and other WLAN technologies to provide appropriate coverage [13].



An interesting deployment area for 5G is in public networks deployed by and for a community [13]. Such networks can, for example, be setup by a local government or organisation and provided to members in locations where MNO coverage is not available or suitable or can be tailored to a specific use case that meets a public need. In this case, there are, again, a wide range of potential deployment models that could be adopted depending on the specific circumstances. An organisation might apply for a specific portion of the available spectrum in their area to deploy their own base stations or adopt another unlicensed solution. For example, a town/city with an available fibre infrastructure (perhaps to support a CCTV platform) could simply look to extend it into the necessary areas using a Wi-Fi mesh or use more specialized and higher-capacity technologies as needed. It is in this context that we introduce the Liverpool 5G, which is an 802.11ad based mesh backhaul network that was deployed as part of the DCMS 5G Testbeds and Trials Programme [14].



2.1.1. FWA Trials


FWA trials have been taking place in numerous locations around the world since before 2016. For example, Facebook’s current Terregraph project [15] connects over 100 homes in and around Mikebuda, Hungary, and provides up to 1 Gbps in the area, for which there is over 99.5% coverage. Before this project, Intel and Ericsson deployed their first 5G FWA network with AT&T in 2017 [16]; since then, many trials have taken place in various contexts, such as the recent Orange trials in Romania, which demonstrated a 5G virtual packet core [17]. Other trials have been conducted recently by vendors such as Samsung, Huawei, and Nokia in addition to operators like Telefonica. In the UK, recent government-funded 5G testbed projects have deployed different networks in over 30 areas [18] based on a wide range of rural [19] or urban [20] scenarios, in addition to considering specific use cases such as transport and industry.



Accordingly, there is now a growing field of knowledge related to a wide range of 5G FWA deployments that consider a mix of heterogeneous technologies and extend beyond typical MNO-led public wireless networks. However, when we consider the performance optimisation of such networks, much of the research to date has not been underpinned by practical experience or does not directly impact our research. We describe this work in the section below.




2.1.2. Performance Analysis and Optimisation in 5G NPN FWA Backhaul


Based on the efforts outlined above, there is now a limited body of work discussing practical performance measurement and optimisation in the scope of 5G NPN FWA networks. Previous work in the context of 5G link performance outlined how mmWave mesh networks perform in a range of deployment scenarios, including both urban and rural environments [19,21]. There has also been some work that characterised the uplink and downlink performance of these networks in practice [5,22]. However, to the best of our knowledge, there are currently no studies that have characterised the practical deployment and organisation of the network as a whole. There have, however, been some studies that discussed 5G NPN networks in this context. Recently, a number of such studies have focused on the use of 5G in an industrial environment to support Industry 4.0 [23]. There have also been good economic analyses of these deployments that provide cost models for cellular 5G NPNs and highlight the likely benefits based on Capex and Opex savings [24].



Beyond the practical analysis above, there are also a number of studies that explore FWA backhaul networks from a theoretical perspective [25,26,27,28]. In particular, Ref. [25] explored the energy optimisation of mmWave backhaul networks using a mixed integer model. In addition, Ref. [26] provided a comparison of 802.11 routing performance in ad hoc networks and found significant performance differences based on the use of static or mobile nodes. Moreover, the work by Seppänen et al. [27] presented an interesting analysis of multipath routing for mmWave backhaul in order to provide robust connectivity. Finally, there is a good discussion of QoS-aware scheduling in meshed backhauls in [28]. However, in many cases, these studies draw on a wider body of previous research on Wireless Mesh Networks (WMNs) that have established much of the fundamental knowledge in this field. Thus, we next outline past research on WMNs and highlight the areas that are most relevant to the work presented in this paper.





2.2. WMN Node Placement and Routing


WMN node placement is known to be an NP-hard problem, and many of the main issues are still relevant and being actively researched [29]. In this section, we will summarise previous research on WMN optimisation in order to describe the work that is relevant to our study on meshing before examining the current approaches to routing and again highlighting related work.



2.2.1. Node Placement and Optimisation


We can consider the work in this paper to be a specific application of the Mobile Gateway (MG)/Mobile Router (MR) placement problem. Many approaches have been considered for this in the past, for which both fixed and dynamic topologies have been taken into account [30], with the former being more relevant given our focus on 5G FWA. Due to the more general nature of the field, this research traditionally attempts to minimise interference between nodes and balance link utilisation to ensure fairness and load distribution [31].



Research on fixed topologies typically focusses on joint routing/channel allocation strategies as these increase the flexibility and utilisation of links to optimise throughput or aggregate load, while others aim to minimise hop count [32]. No general consensus has been reached on the optimal approach given the wide range of applicable deployment scenarios, but most research favours simplicity based on the complexity of multi-objective problems [33]. Additionally, while FWA topologies are fixed by definition, some research on dynamic topologies is also relevant in our case as we do consider the number of nodes and meshing configuration. These approaches are defined by the constraints imposed on the problem, such as the presence and number of fixed gateways or if the network is completely unfixed [30]. As above, this research aims to minimise the cost of multi-hop deployments or maximise profit.



In our case, interference can be mitigated effectively through the limited number of links, the 802.11ad orthogonal channel options, and link transmission characteristics. Accordingly, one of the key metrics that must be specifically considered in our work on MR placement and configuration is reliability, as we aim to establish a realistic threshold between performance and resilience through meshing. Some previous work also exists in this area. Beljadid et al. [34] defined a reliability cost function that allows for the maximization of the reliability of the whole WMN. However, it is important to note the additional overheads introduced to the optimisation problem when reliability is elevated and the trade-off with respect to cost that this introduces.




2.2.2. Topology Optimisation


Most recent work [29] on WMN topologies tends to focus on approximate optimisations and has delivered improvements using heuristics, meta-heuristics, and hybrids. Heuristic systems tend to be more historic, and although recent work was carried out on clustering algorithms for MRs [35] and in tree-based approaches [36], it otherwise tends to focus on gateway placement. Meta-heuristics-based techniques have proven the most popular, and recent studies [37,38] have focused on using hill-climbing and simulated annealing (SA), respectively, for MR router placement through various environments. Approaches that utilise hybrid techniques are still quite limited, but the recent work presented in [39] examined the use of particle swarm optimisation and genetic algorithms for node placement.



Overall, the problem concerns determining the optimal number of nodes required to provide connectivity and their link and meshing configuration, while also considering the physical and financial constraints of the deployment. However, as the metrics become more numerous, we also see multi-objective approaches introduced that consider the trade-offs between competing requirements, such as cost and complexity, coverage and connectivity, and load balancing and interference management, and performance characteristics such as throughput, delay, and overall capacity [40].




2.2.3. Wireless Mesh Routing


As noted above, routing protocols for wireless meshed networks generally emphasise minimising the hop count of any route to the gateway in order to limit delays and optimise load. However, given the tight bond between the configuration of the network itself and how it is utilised to maximise capacity, many protocols have been developed to allow for adaptation to dynamic environments.



In fully dynamic meshes, routing must consider the nature of the nodes themselves, which may move or leave the network over time. In such cases, a great deal of research has been performed to actively build and maintain routing infrastructures. The main metrics used, beyond hop count, include some variations of Expected Transmission Count (ETX) and Expected Transmission Time (ETT) [41], and a range of protocols have been developed based on proactive, reactive, or hybrid techniques. These include ad hoc algorithms like LQSR, flooding-based techniques such as OLSR and MMRP, or traffic-aware mechanisms such as AODV and DSR, among others [42]. There are also variations of the above that consider multi-path approaches or that emphasise load balancing. More recently, routing has also moved to consider centralised SDN-based approaches [6].



However, in the case of FWA networks wherein routes can be considered relatively stable, many of these protocols are simply unnecessary. As with any wireless medium, there is always the potential for some intermittent interruption or interference on specific links, but this can largely be mitigated through the implementation of resilience measures such as denser meshing. Accordingly, routing in this space typically reverts to shortest path or distance vector algorithms such as some form of the Distributed Bellman–Ford or Dijkstra algorithms [26,43].






3. Problem Description


3.1. Liverpool 5G Deployment


The infrastructure deployed in the Liverpool 5G project is illustrated in Figure 1. In the second phase of the project (from 2020 to 2022), the network topology consisted of 220 nodes and 6 gateways (POPs) installed in the Kensington area of the city, making it among the largest standalone 5G mmWave networks in the UK and Europe. Each node in the backhaul mesh was collocated with a Wi-Fi AP to provide WLAN connectivity, with many nodes also supporting 5G small cells operating in the N77 band. The network was designed such that there is line-of-sight link along any of the roads between deployed nodes, and the connection was based on IEEE 802.11ad mmWave links. The nodes are a mix of Blu-Wireless DN101LC and DN201SC stations and are attached to streetlights or other street furniture at a consistent elevation. The nodes have 90-degree azimuth coverage, one independent beam, and a maximum capacity of 5 Gbps (MAC layer). The POP nodes are connected to the gateway through a fibre link, and backhauling is then handled via a local cloud service provider. Furthermore, due to the widely deployed nodes and the high path and penetration loss at 60 GHz, some links required relays (multi-hop transmissions) to facilitate backhauling, and nodes were clustered around the nearest POP.



The aim of this deployment is to support a range of social and healthcare applications for the Liverpool community, ranging from simple health sensor and monitoring services to VoIP, full HD or 4K streaming for remote consultations, and low-latency VR/AR tools.



However, in the second phase of the project, many of the deployments focused primarily on providing connectivity to a small set of end user sites and, at least initially, consisted of a single POP and a number of intermediate nodes reaching toward the specific site in question, as shown in Figure 2 below. In this example, the deployment starts with the MG at node 1 (orange point in the figure) that provides POP connectivity and then extends through MRs at nodes 2 and 3 towards the end site that is connected through node 4 (blue points in the figure). Moreover, the figure illustrates the maximum Modulation Coding Scheme (MCS) and the corresponding maximum data rate that can be achieved in each link (yellow line in the figure) based on the radio environment conditions, such as path loss and transmission power, together with the corresponding maximum data rate.



These deployments were largely governed by practical limitations, ranging from restrictions in terms of equipment and access imposed through the COVID-19 pandemic to the practical limitations of node placement around street furniture and vegetation and the 60 GHz link performance. Thus, the project represented a pragmatic solution for the project consortium and, therefore, a realistic deployment scenario for many operators in this space. However, a significant shortcoming of this approach is that each link in this deployment represents a single point of failure; moreover, each node can itself introduce traffic to the backhaul such that links closer to the POP run the risk of being overwhelmed through cumulative network load.




3.2. Meshed FWA Deployment


Given this context, the work presented herein aims to assess the optimal degree of meshing for a FWA 5G NPN as exemplified in the Liverpool 5G deployment. We will consider a trade-off between the number of additional nodes/links introduced to a deployment and the improvements in terms of efficiency and routing that can be achieved as a result. Thus, we cannot realistically consider a fully meshed configuration due to cost and physical deployment (e.g., LOS) issues. In this section, we first introduce the physical deployment and then describe the constraints (in the context of the previous literature) that we considered.



3.2.1. Phoenix Road Deployment


For our experiment, we selected a portion of the Liverpool 5G network that was deployed around Phoenix Primary School to support various educational use cases and applications. A physical map of the area is shown in Figure 3 below.



As shown in the figure, there are 2 MG POPs in the network (the orange points) and a total of 20 further MR core nodes that serve the area. The nodes are deployed on streets where a line of sight is available, with intermediate nodes both providing connectivity and relaying traffic back to a single POP. We have modelled this deployment more clearly in our MATLAB-based simulator implemented in the context of the Liverpool 5G project [21] (shown in Figure 4).



This clearly shows the potential issue with this configuration, as some edge nodes (e.g., #16 in the top right) must traverse up to five hops in order to reach the POP. This potentially introduces significant issues in terms of performance and reliability as traffic is aggregated around the core links, like 2–12, and any failure in an intermediate node will result in the loss of connectivity to any interconnected points.




3.2.2. WMN Optimisation Constraints


Thus, we modelled our experiment using this physical deployment as a starting point, allowing us to measure performance characteristics and then consider optimisations. First, however, we use this section to set out the constraints that our experiment must respect, as far as possible, to maintain the realistic nature of the test. In summary, our constraints can be listed as follows:




	
All nodes (MG and MR) in the deployment are fixed and cannot move.



	
Each node has a fixed degree of interconnectedness with the surrounding nodes, which are predetermined in advance based on LOS restrictions.



	
However, we assume that nodes may have multiple interfaces that are not always active based on the clustering configuration.



	
The deployment uses 802.11ad 60 GHz links that are optimised using beamforming to provide point-to-point connectivity as provided by the vendor’s equipment [44].



	
The deployment is configured such that neighbouring links use separate channels so that interference is not a realistic consideration; for example, link 18–19 will not interfere with link 19–20. The considered channels are centred at 60.48 GHz and 62.64 GHz.



	
The links’ performance is bounded by the constraints we have modelled through our ongoing network-modelling research, which is reported in [21].



	
For the purposes of our experiment, new links may be added between nodes where physical LOS is not currently possible. In each case, we assume the link will exhibit similar properties based on technology and the link distance in a street canyon path loss model [45]. This model allows us to represent the typical urban scenario in Liverpool: a city street with pedestrian sidewalks alongside long tall buildings. In the street canyon channel model, there are two dominant reflected rays, in addition to the direct link, that are considered: the ground-reflected ray and the wall-reflected ray. Furthermore, the random components that represent reflection scattering are considered in the link simulation. The reflection from the distant walls and second-order reflection are taken into account as random components.








Using this problem description as a basis, in the next section we introduce our experiment with incrementally additional degrees of meshing.






4. Meshed Network Deployments


In the first case, we considered the actual network deployment around Phoenix Street, which is shown in Figure 4 and is labelled Topology 1. To build upon this, we then developed two further configurations that were increasingly meshed, yielding more routes between nodes and towards the POPs, i.e., nodes 1 and 2 in Figure 4. The first configuration is illustrated in Figure 5 (labelled Topology 2), while the second is shown in Figure 6 (labelled Topology 3). Then, we compared the above three topologies composed of 22 nodes but an increasing number of links, namely, Topology1 with 40 links (interfaces), Topology 2 with 48 links, and Topology 3 with 58 links, to determine if the network performs better when it is more densely meshed and, if so, to what degree.



At this stage, we acknowledge that additional deployment and operation overheads would be incurred as a result of this scheme but expect that the benefits in terms of improved resilience, capacity, and performance will ultimately prove that densification is worthwhile (up to a point). The additional links in Topologies 2 and 3 were selected as they represented reasonable meshing opportunities, e.g., at the end of streets, if new interfaces could be added to the nodes. Note that this was performed simply as a proof of concept for this paper and does not benefit from an analysis based on site surveys, power requirements, physical access, etc., which go beyond the scope of the paper.



In order to determine the optimal degree of meshing for the Liverpool 5G network, we considered a standard version of Dijkstra’s shortest path algorithm [46], for which the pseudocode implemented for this study is illustrated in Figure 7. In the figure, T is a graph made up of the nodes in the deployment which serve as vertices, while the links that connect them serve as edges; S represents a set for each link i including the source node si and the destination node di; pi is the selected shortest path from si to di; and R is the output of the algorithm, i.e., a tuple including pi, si, and di for each link i.




5. Experimental Simulation and Results


In this section, we analyse the risk–return trade-off that exists between increasing the number of links to provide multiple paths to the nearest POP and the performance of the network. Specifically, we consider the following parameters: (1) gross return, which is a popular metric that measures the return (i.e., gain) attributed to a particular change [47] (in this paper, we consider gross return to be the gain in terms of a set of metrics described below that we achieve when we change the topology from Topology 1 to either Topology 2 or Topology 3), and (2) risk of investment, which is defined as the chance that an investment’s actual gain will differ from its expected gain [48].



To this end, each topology was modelled in MATLAB and simulated over 20,000 time steps. At every step, each node randomly decides whether it will generate data packets (based on either an interactive HD-video (1920 × 1080 at 24 fps)-streaming session or reported sensor data (an upload of a few KB)), which are sent to the closest POP. There was no further sophistication added at this stage to represent ongoing sessions or other types of traffic in order to maintain the fairness of the tests. The topologies were then compared in terms of the following metrics:




	
Average Latency—This is defined as the average time from when the packet transmission departs from the source node to when the data packet is successfully received by the POP. Latency is set to 1 ms per hop. This value is specified based on real-life measurements.



	
Packet Error Rate (PER)—This is defined as the ratio between the erroneous data packets received at the POP to the total transmitted data packets.



	
Packet Delivery Fraction (PDF)—This is defined as the ratio of the number of data packets correctly received by the POP to the total number of data packets generated by the source.



	
Throughput—This is defined as the total amount of information received at the POP divided by the total session time in bits per second (bps).



	
Data Rate—This is defined as the total amount of received information at the POP, which is also represented in bps.








Note that these metrics were chosen because they are commonly used by researchers to evaluate network performance and are well understood in the context of network modelling [49]. In terms of gross return, throughputs, data rate, and PDF are considered positive gains from an investment, whereas latency and PER are considered negative gains. Furthermore, the computation of the data rate was based on the link capacity represented by the maximum Modulation and Coding Scheme (MCS) index achieved at the receiver’s end, which summarizes the modulation type and the coding rate. Importantly, the higher the MCS index, the higher the available data rate at the receiver. All the details on the connection between the MCS indexes and the corresponding available data rates can be found in [21]. Finally, the computation of the MCS index was based on the Shannon–Hartley theorem that considers the bandwidth assigned at the receiver node and the received power, which takes into account the transmission power, the attenuation of the signal due to path loss, and antenna gain. Therefore, the results pertaining to the data rate also provide an insight in terms of link budget, which represents the received power, accounting for the radio environment conditions and transmitter/receiver nodes, and can be evaluated through the corresponding available data rate at the receiver node [50]. The risk of investment in this context is measured using the Coefficient of Variation (CV) [51]. The CV represents the variation per unit of median, which was computed using Equation (1) below and is generally expressed as a percentage. In this context, a low CV is better because it means the volatility (i.e., risk) of measurements is low relative to the median. In Equation (1), MAD is the median absolute deviation defined by Equation (2), where xi is the set with the simulated values of a performance metric and m is its median value.


  C V =   1.4826 ×   M A D  m    × 100  



(1)






  M A D = m e d i a n      x i  − m      



(2)







Each network topology was simulated 10 times, and we calculated the median (i.e., median gain) and the CV (risk) of each metric for each topology across all the iterations. Note that the performance of 10 independent iterations was sufficient for obtaining realistic and statistically meaningful values for the scenario considered in this paper. The results in Table 1 summarize the medians and CVs, denoted as M and C, respectively, for each metric and in each topology, denoted as T, in the table. Moreover, in the next subsections, we use box plots to show the distribution of the resulting values over all simulations for each metric, where the bottom and top edges of the plotted boxes (representing the metric distributions) indicate the 25th and 75th percentiles, respectively, whereas the central marks are the medians. The outliers were plotted individually and represented with the ‘+’ symbol.



5.1. Comparative Performance Analysis of Topologies in Terms of Latency


Figure 8 presents a boxplot of the results in terms of latency. As we can observe in Table 1 and Figure 8, Topology 3 has the lowest median network latency (i.e., expected negative gain), followed by Topology 2 and Topology 1. Specifically, the median latency in Topology 3 is around 1% lower than that in Topology 2, and the median latency in Topology 2 is 16% lower than that in Topology 1. Furthermore, the CVs of Topology 1, Topology 2, and Topology 3 are 74%, 79%, and 23%, respectively, which means that Topology 2 has the highest risk in terms of the volatility of latency and Topology 3 has the lowest. This can be better noted in Figure 8, where most of the latency values are concentrated around the median in the case of Topology 3. Therefore, Topology 3 is slightly better than Topology 2 since it reduces the median latency by about 1% and the risk by approximately 56%. Switching from Topology 1 to Topology 2 still reduces the median latency by approximately 16% but increases the risk by 5%. Therefore, Topology 2 is superior to Topology 1 since the reduction in median latency is higher than the increase in risk.




5.2. Comparative Performance Analysis of Topologies in Terms of Packet Error Rate (PER)


Figure 9 presents a boxplot of the results in terms of PER. As we can observe in Table 1 and Figure 9, the median of PER is highest in Topology 2, followed by Topologies 3 and 1. Specifically, the median PER (the negative gain) is 50% higher in Topology 2 than in Topology 3 and 20% higher in Topology 3 than in Topology 1. Therefore, in terms of PER, switching from Topology 2 to Topology 3 reduces network performance by around 50%, and switching from Topology 1 to Topology 3 decreases it by 20%. However, any CV values above 100% indicates extreme volatility, and the CVs of each topology are 108%, 144%, and 138%, respectively. Therefore, the PER volatility in all three topologies is extremely high, which can also be observed in Figure 9, in which the PER values are sparse around the median, especially in Topology 2. The CV figures also imply that switching from Topology 2 to Topology 3 decreases risk by 6% but that switching from Topology 1 to Topology 3 increases the risk in terms of the PER volatility by up to 30%. In summary, Topology 1 is better than Topology 3 in terms of PER since the reduction in expected gain (about 20%) is lower than the reduction in risk (30%). Topology 3 is better than Topology 2 since it offers an expected gain of 50% with less risk (6%).




5.3. Comparative Performance Analysis of Topologies in Terms of Packet Delivery Fraction (PDF)


Figure 10 presents a boxplot of the results in terms of the PDF. As we can observe in Table 1 and Figure 10, the median PDF (i.e., the expected gain) is the highest in Topology 1, followed by Topology 3 and Topology 2. The median PDF is 0.43% higher in Topology 1 than it is in Topology 3 and 0.25% higher in Topology 3 than it is in Topology 2. Therefore, switching from Topology 1 to Topology 3 actually decreases network performance by just 0.43%, but switching from Topology 2 to Topology 3 increases performance by 0.25% in terms of the PDF. However, there appears to be no substantial overall change in the expected PDF gain (less than 1%) after switching topologies.



Moreover, the CVs of each topology are 0%, 23%, and 13%, respectively. In other words, switching from Topology 1 to Topology 3 increases risk by 13% and switching from Topology 3 to Topology 2 further increases risk by about 10%. Therefore, Topology 1 performed best again since it carried almost no risk (0%), and this performance was followed by Topology 3.




5.4. Comparative Performance Analysis of Topologies in Terms of Throughput


Next, Figure 11 illustrates the results of the throughput analysis across the topologies shown in Table 1.



In this case, the median throughput (the positive gain) is the highest in Topology 2, followed by Topologies 3 and, finally, 1. The median throughput is approximately 19% higher in Topology 2 than in it is Topology 3 and 12% higher in Topology 3 than it is in Topology 1. However, the CVs of Topologies 1, 2, and 3 are 64%, 107%, and 73%, respectively. In other words, in terms of throughput, switching from Topology 2 to Topology 3 decreases the risk by about 43% and switching from Topology 1 to Topology 3 increases it by 9%.



As a result, the throughput rate is the highest for Topology 2, as shown in Figure 11, but it also has a much taller box plot, which indicates its CV underestimates the real level of volatility. However, the distance between the median (red) and the upper end of the upper whisker is much longer than the distance between the median and the lower end of the lower whisker. That means the higher throughput values are mainly contributing to the resulting volatility and, therefore, risk. Topology 3 is the second-best topology since it offers better performance with lower risk than Topology 1.




5.5. Comparative Performance Analysis of Topologies in Terms of Data Rate


Finally, Figure 12 illustrates the results of the data rate analysis across Topologies 1, 2, and 3 as shown in Table 1.



The graph shows that the median data rate (i.e., the expected positive gain) is the highest in Topology 2, followed by Topologies 1 and 3. Specifically, the median data rate is around 15% higher in Topology 2 than in Topology1 and 3% higher in Topology 3 than in Topology 1. Thus, in terms of data rates, switching from Topology 1 to Topology 2 increases network performance, but switching from Topology 1 to Topology 3 decreases it by about 3%.



The CVs of Topologies 1, 2, and 3 are 55%, 55%, and 41%, respectively. In other words, Topology 1 and Topology 2 are equally volatile in terms of data rate but switching from Topology 1 to Topology 3 decreases this risk by 14%. Therefore, Topology 2 is the best in terms of data rate and corresponding link budget since it has the highest expected gain and the lowest risk compared to the other topologies. Topology 3 is the second-best option since the reduction in the expected return (3%) is lower than the reduction in risk (6%) after switching from Topology 1.



The simulation results show that there is clearly a trade-off between the objectives of low network latency and packet error rate on the one hand and high network throughput and high data rate on the other. Based on latency and PER, Topology 3 performs best, but Topology 2 delivers the better throughput and data rate, albeit with high volatility. More broadly, however, our results do not demonstrate a clear network performance advantage simply from increasing the density of links. This could be due to different reasons. Specifically, the increase in the number of the links might increase the probability of the occurrence of bottlenecks that reduce the overall network capacity due to a highest simultaneous transmission towards the POPs [52]. Other reasons include the limited load introduced during our tests (we expect some further improvements from denser deployments in saturated networks), or the nature of wireless mesh deployments. In any case, it is difficult to justify the additional investment required to realise such configurations given the limited expected returns seen here.





6. Conclusions


In this paper we have explored the optimal degree of meshing in FWA meshed network backhauls as analysed via the Liverpool 5G deployment. The specific context of this network involves a core made up of 60 Ghz 802.11ad links deployed in a street canyon model approximately 80–100 m in length. We have examined the existing literature on this type of deployment and in the broader context of WMNs and found that it most closely conforms to a static deployment, which benefits most from a simplistic, exact optimisation approach. We also highlighted the need for resilience and meshing in this context.



Based on this, we considered a specific sub-network of the Liverpool 5G deployment, which is currently composed of a single available path to a POP for most nodes. Thus, we then introduced two further extensions to this physical deployment, which benefit from incrementally denser meshing for the nodes and links. We then simulated the performance of each topology using realistic link characteristics and a simple shortest path routing protocol in an attempt to determine the optimal degree of connectedness.



Our results show that increasing the meshing degree in the network brings minor incremental improvements in overall network latency but limited improvements in stability. There are also substantial potential gains in terms of throughput and data rate, but these come at the expense of increased volatility. The improvements in terms of the Packet Delivery Fraction (PDF) were largely inconclusive but showed some improvements from greater meshing. However, the results regarding Packet Error Rate (PER) did not show a significant improvement across the three topologies, and there was a large amount of variation in the results we obtained for this metric. Thus, the quantification of the performance improvement is not straightforward in this case, and a trade-off is clearly needed between outright network throughput and stability. Nevertheless, a clear improvement over the unmeshed topology was delivered in each case.



This research offers a number of useful insights in both research and practical contexts. The real-world analysis of 5G NPN FWA deployments provides useful insights into new types of mmWave network optimisation, which can fuel the planning and development of Beyond 5G and 6G technologies. Moreover, our results can immediately be fed back to new network operators who are planning 5G NPN deployments in order to help them optimize their backhaul network in terms of the trade-off of cost vs. performance. This has already been performed in the context of Liverpool 5G, and our results have been disseminated back into the UK5G community and beyond.



Our next steps in this area include further analysis of our results to fine-tune the performance improvements identified and then the consideration of more sophisticated multi-path routing algorithms to further improve the advantages offered by meshing. In addition, we will further quantify these gains against the cost of denser deployments using a Return on Investment (ROI) calculation to understand this trade-off in more detail.
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Figure 1. Overview of Liverpool 5G backhaul deployment. 
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Figure 2. Point-to-point deployment. 
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Figure 3. Liverpool 5G Phoenix physical deployment. 
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Figure 4. Liverpool 5G Phoenix logical deployment. 
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Figure 5. Liverpool 5G Phoenix deployment Topology 2. 
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Figure 6. Liverpool 5G Phoenix deployment Topology 3. 
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Figure 7. Pseudo-code for the shortest path algorithm. 
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Figure 8. Latency performance results. 






Figure 8. Latency performance results.



[image: Futureinternet 15 00218 g008]







[image: Futureinternet 15 00218 g009 550] 





Figure 9. PER performance results. 
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Figure 10. PDF performance results. 
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Figure 11. Throughput performance results. 
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Figure 12. Data rate performance results. 
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Table 1. Summary of results over 10 simulations in terms of median (M) and CV (C).
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T

	

	
Latency (ms)

	
PER

	
PDF

	
Throughput (bps)

	
Data Rate (Bytes per Sec)






	
1

	
M

	
0.2302

	
0.0104

	
1.0000

	
16,167,000

	
83,538,000




	
C

	
74%

	
108%

	
0%

	
64%

	
55%




	
2

	
M

	
0.1930

	
0.0289

	
0.9932

	
19,562,500

	
92,896,000




	
C

	
79%

	
144%

	
23%

	
107%

	
55%




	
3

	
M

	
0.1913

	
0.0131

	
0.9957

	
16,643,500

	
77,029,000




	
C

	
23%

	
138%

	
13%

	
73%

	
41%
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