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Abstract

:

Pretrained language models (PLMs) have significantly advanced natural language processing (NLP), establishing the "pretraining + fine-tuning" paradigm as a cornerstone approach in the field. However, the vast size and computational demands of transformer-based PLMs present challenges, particularly regarding storage efficiency and processing speed. This paper addresses these limitations by proposing a novel lightweight PLM optimized for accurately understanding domain-specific computer terminology. Our method involves a pipeline parallelism algorithm designed to accelerate training. It is paired with an innovative mixed compression strategy that combines pruning and knowledge distillation to effectively reduce the model size while preserving its performance. The model is further fine-tuned using a dataset that mixes source and target languages to enhance its versatility. Comprehensive experimental evaluations demonstrate that the proposed approach successfully achieves a balance between model efficiency and performance, offering a scalable solution for NLP tasks involving specialized terminology.
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1. Introduction


Artificial intelligence (AI) stands as an emerging field of technological science, encompassing theories, methodologies, technologies, and application systems aimed at replicating and extending human intelligence. Its evolution marks a pivotal shift in modern society, where AI technologies are progressively transforming various aspects of our lives. Pretrained language models (PLMs), characterized by their vast parameter counts, represent intricate artificial neural network models. The emergence and adoption of such technology signify a significant milestone, ushering artificial intelligence research into the era of generalized artificial intelligence. In the rapid evolution of large models, the amalgamation of extensive datasets, substantial computing power, and sophisticated algorithms has substantially enhanced the pretraining, generation capabilities, and applicability across multimodal and multiscenario domains [1,2]. For instance, the remarkable success of ChatGPT owes much to the robust computational resources provided by platforms such as Microsoft Azure, coupled with extensive datasets such as Wikipedia. The strategy of fine-tuning GPT models and incorporating reinforcement learning with human feedback (RLHF) has further propelled its advancements, all built upon the robust foundation of the transformer architecture. Indeed, the transformer architecture serves as the backbone for many large models, capable of significant model variations through parameter adjustments. This sets the stage for comprehensive exploration and experimentation to further harness the potential of large models and their underlying architectures. Let us delve into a detailed examination of experimental procedures and findings.



PLMs are characterized by their scale, emergence, and generality. These models, such as ChatGPT, are significant in the quest for generalized AI due to their vast number of parameters and deep network structures. They possess the capability to learn and comprehend intricate features and patterns, thereby demonstrating remarkable abilities in natural language understanding, intent recognition, inference, context modeling, language generation, and various other natural language processing tasks. Additionally, they exhibit a general-purpose problem-solving ability, making them valuable assets in the pursuit of general artificial intelligence. The current development trajectory of large language models (LLMs) is illustrated in Figure 1.



The training paradigm of PLMs, characterized by “pretraining + fine-tuning”, has revolutionized natural language processing. Initially, a language model based on the transformer architecture undergoes pretraining on a large-scale corpus, followed by fine-tuning on a downstream task. This approach ensures exceptional model performance, even with limited training data for the downstream task. The success of PLMs in English has prompted their widespread adoption in other languages, leading to the development of language-specific versions such as ChineseBERT [3], CamemBERT [4], and RobBERT [5]. However, pretraining language-specific models typically demands abundant training data [6]. For low-resource or resource-poor languages, leveraging the cross-lingual capabilities of multilingual PLMs to transfer relevant knowledge from source languages for target language tasks has emerged as an active research direction. Nonetheless, similar to monolingual PLMs, the immense parameter count in multilingual PLMs poses challenges for deployment on resource-constrained devices. Thus, reducing storage and computational demands for reasoning in multilingual PLMs through model compression techniques has become a pressing issue in the industry. Moreover, as the performance of pretrained language models continues to advance, their parameter counts have surged exponentially. For instance, the GPT-3 model by OpenAI boasts a staggering 175 billion parameters [7]. This exponential growth in parameters brings forth computational, storage, and power requirements that pose significant challenges for real-world application scenarios. Addressing these challenges is crucial to harnessing the full potential of PLMs in practical settings.



Large models possess robust generalization capabilities yet often lack domain-specific expertise. Consider computer English as a case in point. In contrast to everyday English, computer English exhibits distinctive features, characterized by fragmented vocabulary specific to the computing domain and widespread usage of abbreviated proprietary terms [8,9]. Research indicates that translating computer English requires not only addressing vocabulary nuances but also employing specialized translation techniques to achieve desired outcomes. In today’s context, computers have permeated various facets of daily life and work, leading individuals to gradually encounter computer-related professional English. Examples include error feedback, prompts, and assistance in computer operations. Additionally, a significant portion of technical details in computer-related data is articulated in English. Consequently, difficulty in accurately interpreting such content may hinder internet access and impede work efficiency. To effectively handle domain-specific tasks such as computer English translation, PLMs must undergo training tailored to specific domains. Customizing models for various scenarios within the domain facilitates the development of comprehensive models tailored to specific fields. This approach ensures that PLMs possess the requisite expertise to address domain-specific challenges effectively.



Extensive research has been conducted on PLMs, exploring various algorithms such as quantization, pruning, distillation, dynamic networks, data parallelism, model parallelism, and fine-tuning [10,11,12,13,14]. However, two prominent challenges persist regarding acceleration, compression, and fine-tuning techniques for large language models:




	
Many compression algorithms necessitate fine-tuning or even retraining the model post-compression. Notably, the significant challenge associated with large models lies in the considerable cost incurred by model fine-tuning or training. Consequently, several algorithms for large models are delving into approaches that circumvent the need for tuning, such as quantization and pruning.



	
Large models prioritize generality and generalization capabilities over performance in singular tasks. However, targeting specific domains requires a concentrated effort to align with downstream tasks more effectively. Hence, there’s a growing emphasis on developing strategies that enhance alignment with specific domains while leveraging the inherent generality of large models.








To address these challenges, we propose LightChatGLM, based on the ChatGLM-6B architecture, specifically tailored for training PLMs optimized for computerized English tasks. ChatGLM-6B is a bidirectional autoregressive generative model built on the Transformer architecture. It integrates the advantages of self-attention mechanisms with feed-forward neural networks. Unlike traditional unidirectional generative models, ChatGLM-6B employs a bidirectional encoder-decoder framework, enabling it to comprehend language and manage longer contexts in generation tasks efficiently. The encoding process is handled by a multilayer Transformer module, which leverages a multihead attention mechanism to weight the input sequences dynamically. With 6 billion parameters, ChatGLM-6B offers fine-grained capabilities in both language comprehension and generation [15]. However, its large scale introduces significant challenges regarding computational resources and storage requirements. To address these concerns, we introduce a hybrid compression strategy in LightChatGLM aimed at optimizing model efficiency without compromising performance. LightChatGLM integrates structured pruning and knowledge distillation with advanced techniques, such as pipeline parallelism, to create a lightweight model. This approach optimizes efficiency while maintaining excellent cross-linguistic capabilities, making it particularly effective for tasks involving computerized English.



The main contributions of this paper are summarized as follows.



	
The introduction of a pipeline parallelism-based training method that optimally utilizes computational resources, thereby enhancing training efficiency for transformer-based basic models.



	
The proposal of a mixed compression method for pretrained language models that amalgamates multiple compression methodologies (each with distinct principles of operation) and capitalizes on their respective strengths. Initially, the teacher model is pruned structurally to obtain the student model. Subsequently, the student model undergoes knowledge distillation to recover lost information due to structured pruning, thereby refining its performance.



	
The development of a fine-tuning methodology utilizing labeled target language datasets. This fine-tuning method utilizes a small subset of labeled target language datasets, which are randomly mixed with source language labeled data. Subsequently, the model is fine-tuned on the mixed dataset, followed by continuous knowledge distillation on the downstream task. This process facilitates the transfer of cross-linguistic competence from the teacher model to the student model, enhancing the latter’s performance in the target language. Finally, experimental comparisons with state-of-the-art methods verified the validity of the proposed methods.






The rest of this paper is organized as follows. Section 2 reviews the related work. The process of LightChatGLM is presented in Section 3. Section 4 evaluates the performance of LightChatGLM. Section 5 concludes the paper.




2. Related Work


2.1. Training and Inference for PLMs


As transformer-based models continue to evolve, numerous variants have been developed to address various application needs, each introducing additional demands related to latency, throughput, and memory. These requirements pose challenges in deploying models efficiently, making the development of a PLMs inference acceleration framework crucial to address the efficiency needs across various scenarios.



To maximize training throughput, numerous strategies have been employed, including tensor parallelism, pipeline parallelism, expert parallelism, distributed heterogeneity, etc. [16,17,18,19]. Among various parallel strategies, intermediate result fusion is particularly effective in minimizing redundant intermediate outputs, lowering memory usage, and reducing unnecessary memory I/O and kernel startup overhead. This optimization improves the efficiency of computational resources such as GPUs, CPUs, and registers [20,21,22]. For instance, Microsoft’s DeepSpeed Inference offers an efficient integrated inference system, achieving notable reductions in latency and improvements in throughput [23]. Similarly, FlexGen et al. presented an offloading-based inference system [24]. Additionally, the open-source inference framework Power-Infer introduces an innovative GPU-CPU heterogeneous hybrid inference engine, leveraging the highly localized sparse activation property of PLMs to minimize memory requirements and data transfer overhead between CPU and GPU [25].



However, many existing acceleration strategies process only a small amount of data at a time, leading to suboptimal performance for small batches and low memory bandwidth utilization, resulting in significant overhead. In this paper, we propose leveraging a pipeline parallelism-based algorithm during the training phase of PLMs to enhance GPU space utilization and improve training efficiency by dividing blocks.




2.2. Compression Techniques


PLMs are known for their emphasis on generality, generalization capabilities, and even emergence across a wide array of tasks and unseen data. Consequently, compressed PLMs must undergo careful verification to ensure their retention of generality and generalization capabilities. In response to these challenges, various compression methods have been proposed specifically tailored for PLMs. Common compression techniques include quantization, pruning, knowledge distillation, and dynamic networks.



Quantization refers to the process of converting a model’s parameters and/or computations from high-precision representation to lower-precision formats. This technique is commonly used to reduce the computational resources required for running models and improve their efficiency, especially in deployment scenarios where hardware constraints are a concern [26,27,28,29,30,31]. These include methods that do not necessitate retraining, such as post-training quantization (PTQ), and methods that do require retraining, such as quantization-aware training (QAT). PTQ methods circumvent the need for an expensive retraining process, making them a more viable direction for most researchers.



Pruning is a technique used to reduce the size and complexity of a neural network by removing certain elements, such as weights, neurons, or entire layers. This helps in making the model more efficient without significantly sacrificing performance. However, its effectiveness can be undermined during the fine-tuning phase, which is often costly, particularly for models with a large number of parameters. Despite these challenges, pruning remains a critical technique for model compression, deserving further investigation to improve its application in PLMs. Notable unstructured pruning methods, such as SparseGPT [32] and Wanda [33], have set benchmarks for subsequent approaches. Wanda, for instance, introduces a unique pruning metric that accounts for both weight magnitude and activation values, while another method, relative importance and activation (RIA), addresses channel corruption by clipping entire rows and columns from the weight matrix. To further enhance pruning effectiveness in PLMs, various auxiliary techniques have been developed, including region-specific sparsity rates [34,35], post-pruning fine-tuning strategies [36,37,38], and hardware optimizations [39,40]. Despite advancements, significant challenges remain, particularly in integrating pruning with other techniques and addressing the high cost of fine-tuning.



Knowledge distillation (KD) is a technique in machine learning where a smaller, more efficient model (often referred to as the “student”) is trained to replicate the performance of a larger, more complex model (the “teacher”) [41]. The goal is to transfer the knowledge from the teacher model to the student model, enabling the student to achieve similar performance while being more computationally efficient and faster to deploy [42]. To improve the effectiveness of distillation, various enhancement strategies have been proposed, such as multitask learning and tailored dataset distillation. For instance, DISCO leveraged a pretrained language model (PLM) to generate counterfactual data, which were subsequently filtered using a large-scale teacher model for natural language inference tasks [43]. Similarly, PubMedBERT is tailored to handle the nuances and specialized terminology of biomedical text, which makes it particularly useful for tasks such as biomedical information extraction, literature mining, and question-answering within the medical domain [44]. PromptMix is a technique designed to enhance the performance of language models by combining multiple prompts in a structured way. It leverages the strengths of different prompts to provide more comprehensive and contextually relevant responses [45].



Combining knowledge distillation with other techniques improves performance, motivating researchers to explore the synthesis of multiple compression methods for real-world application scenarios [46,47,48]. In this paper, we propose a mixed compression method that combines pruning and knowledge distillation to achieve better performance in obtaining a student model.



Moreover, many compression algorithms often necessitate post-compression fine-tuning or even retraining to regain accuracy [49,50,51,52,53]. However, performing full parametric fine-tuning or training for medium or large models can be prohibitively expensive. Various parameter-efficient fine-tuning (PEFT) algorithms are effective methods to solve the above problems. These algorithms aim to fine-tune as few parameters or cycles as possible to reduce the cost of fine-tuning, such as LORA [54], QLoRA [55], adapter tuning [56], prefix tuning [57], and prompt tuning [58], among others.



In the context of training PLMs for computerized English, this paper introduces a hybrid data fine-tuning method. This method leverages annotated target language data along with source language data, randomly mixing them for fine-tuning purposes. Furthermore, continuous knowledge distillation is performed to transfer cross-linguistic competencies from the teacher model to the student model, thereby enhancing the student model’s performance in the target language.





3. Methodology


3.1. Pipeline Parallelism


When applied to the training of the LightChatGLM model, the DAPPLE algorithm optimizes the training efficiency of the Transformer architecture. The DAPPLE algorithm is a hybrid parallel training algorithm designed to address the challenges of distributed training for large-scale models on multi-GPU clusters. By combining the strategies of data parallelism, parameter parallelism, and pipeline parallelism, DAPPLE significantly reduces communication overhead and memory consumption during training, thereby accelerating the overall training process.



Data parallelism in the DAPPLE algorithm is implemented by dividing the dataset into smaller mini-batches, which are then distributed across multiple GPUs for parallel processing. Simultaneously, DAPPLE incorporates parameter parallelism, which allocates model parameters across different GPUs, allowing each GPU to store only a subset of the parameters, thus minimizing memory usage.



In addition, pipeline parallelism is utilized to further enhance computational efficiency. By assigning different layers of the Transformer model to separate GPUs, DAPPLE enables cross-layer parallel computation, reducing the idle time of computational resources. In contrast to traditional data and parameter parallelism methods, where inter-GPU communication can result in significant overhead, pipeline parallelism overlaps these communications with computations, thereby decreasing the latency of the training process. This advantage is particularly pronounced in the training of large-scale models [59].



By employing a hybrid parallel strategy, DAPPLE efficiently allocates GPU resources, significantly shortening training times. Furthermore, DAPPLE’s memory optimization capabilities enable LightChatGLM to achieve superior performance, even when operating with limited hardware resources.



Suppose there is a training dataset consisting of N samples, each denoted as   (  X i  ,  Y i  )  , where   X i   is the input sequence and   Y i   is the target sequence. The initial transformer-based model, denoted as   M  i n i t   , can be represented as follows:


      M  i n i t   =  {  θ  i n i t   }  ,     



(1)




where   θ  i n i t    denotes the initial parameters of the model. In the pipeline construction phase, we construct a pipeline consisting of multiple parallel stages. Each stage executes sequentially in the pipeline and passes the data in a pipelined manner. Suppose there is a pipeline containing K parallel stages, denoted as


     S = {  S 1  ,  S 2  , … ,  S K  } ,     



(2)




where S represents the set of all stages in the pipeline, with each    S i   ( i = 1 , 2 , … , K )    corresponding to the i-th parallel computation stage. Each stage performs a specific computational task and passes the intermediate results to the subsequent stage, thereby forming a sequential, pipelined computational flow.



In the data transfer and update phase, we transfer the intermediate results computed in each phase to the next phase and leverage parallel computing resources to update the model parameters simultaneously in the parameter update phase. By denoting the communication time in the data transfer phase as   T  c o m m   , the intermediate results computed in each phase   S i   will be transferred to the next phase   S  i + 1   .   T  c o m m   , which is represented by


      T  c o m m   =  ∑  i = 1   K − 1   t r a n s f e r  (  S i  ,  S  i + 1   )  ,     



(3)




where   t r a n s f e r (  S i  ,  S  i + 1   )   indicates the data transfer time from stage   S i   to stage   S  i + 1   .   T  u p d a t e    denotes the time of the parameter update phase, which uses parallel computing resources to update the parameters of the model simultaneously as follows:


      T  u p d a t e   = p a r a l l e l  (  S i  )  .     



(4)




For each stage   S i  , if we assume that there are   P  m a x    parallel processing units that can perform computational tasks simultaneously, then it can be expressed as   P  m a x    processing units working simultaneously, i.e.,   p a r a l l e l  (  S i  )  =  P  m a x    . This means that the tasks in stage   S i   are assigned to   P  m a x    processing units to maximize parallelism and processing efficiency.



  P  o p t    denotes the number of optimized parallel computing resources. By dynamically adjusting the degree of parallelism as follows, the algorithm can be made to achieve optimal performance in different hardware environments.


      P  o p t   = o p t i m i z e  (  P  m a x   )  ,     



(5)




where   o p t i m i z e (  P  m a x   )   denotes a function that dynamically adjusts the degree of parallelism according to the hardware environment and task requirements. Based on the above description, a DAPPLE-based improved algorithm can be obtained for training the transformer-based model, as shown in Algorithm 1.






	Algorithm 1: Pipeline parallel transformer-based model training algorithm



	
	1:

	
Initialize base model M, training data   T d  , iterations   n u m _ e p o c h s  , sample batches   i t e r a t e _ b a t c h e s  




	2:

	
Initialize the number of pipeline stages   n u m _ s t a g e s  




	3:

	
Initialize the parallelism   p a r a l l e l i s m = d e t e r m i n e _ p a r a l l e l i s m ( )  




	4:

	
Construct the pipeline   p i p e l i n e = c o n s t r u c t _ p i p e l i n e ( n u m _ s t a g e s )  




	5:

	
for   e p o c h   in range(  n u m _ e p o c h s  ) do




	6:

	
    for   b a t c h   in range(  i t e r a t e _ b a t c h e s  ) do




	7:

	
        for   s t a g e   in range(  n u m _ s t a g e s  ) do




	8:

	
           forward_pass(pipeline[stage], batch)




	9:

	
           synchronize()




	10:

	
        end for




	11:

	
        for   s t a g e   in reversed(range(  n u m _ s t a g e s  ) do




	12:

	
           backward_pass_and_update(pipeline[stage], batch)




	13:

	
           synchronize()




	14:

	
        end for




	15:

	
    end for




	16:

	
    Output algorithm performance evaluation results




	17:

	
end for




	18:

	
return Trained model














In Algorithm 1, the initialization phase includes setting up the model, the training dataset, the number of pipeline stages, and parallelism, as depicted in lines 1–3 of Algorithm 1. Then, during the model training phase, samples are initially divided based on sample blocks, followed by parameter calculation and updating via forward and backward propagation, as indicated in lines 4–14 of the algorithm. Eventually, the trained transformer model is obtained. The time complexity of the algorithm primarily revolves around three key factors: data transmission time   T  c o m m   , task training time   T c  , and parameter updating time   T  u p d a t e   .



In Algorithm 1, the function   d e t e r m i n e _ p a r a l l e l i s m ( )   is responsible for deciding the parallelization strategy for the model. It determines how to partition the model and allocate tasks to devices based on factors such as the number of model layers, available hardware resources (e.g., number of GPUs and memory), network topology, and task requirements. The function   c o n s t r u c t _ p i p e l i n e ( )   constructs the entire pipeline, dividing the model into multiple stages and assigning each stage to a different device for parallel execution.   f o r w a r d _ p a s s ( )   carries out forward propagation, starting with input data and processing through each layer of the model until the final output is generated.   b a c k w a r d _ p a s s _ a n d _ u p d a t e ( )   handles the backward propagation and parameter updates. Backward propagation calculates error gradients and propagates them in reverse through the model. It then updates the parameters of each layer. In pipeline parallelism, backward propagation across different stages is performed in parallel, coordinating the exchange of gradients between devices. And the function   s y n c h r o n i z e ( )   ensures synchronization between devices in pipeline parallelism, guaranteeing that each device is in a consistent state throughout the training process. Considering these factors, the overall time complexity of the algorithm can be expressed as   m a x ( K ·  T  c o m m   ,  T c  ,  T  u p d a t e   )  .




3.2. Mixed Compression


The computations in the transformer structure are first reorganized by the attention head, and the proposed structured pruning method is given based on this; then, the knowledge distillation process for the PLM is introduced. A typical transformer layer comprises a multihead attention (MHA) sublayer and a feed-forward network (FFN) sublayer. By segregating the computation of MHA and FFN into independent parallel tasks, computational resources can be utilized more efficiently. This restructuring of computations within the transformer layer facilitates accelerated computation, thereby enhancing the efficiency of both model training and inference processes.



In the standard transformer layer, assuming that each transformer layer has   N a   attention heads, the MHA obtains the parameters associated with the attention heads as query, Q, key, K, and value, V, matrices by transforming the input sequence X through a linear transformation as follows:


   Q i  = X  W  i  Q  , K = X  W  i  K  , V = X  W  i  V  ,  



(6)




where   W  i  Q  ,   W  i  K  , and   W  i  V   are the weight matrices of the linear transformation. Then, the attention score is calculated, the Softmax function is applied to obtain the attention weights, and finally, the output for each position is obtained by weighted summation as follows:


      A i   ( Q , K , V )  = S o f t m a x  (     Q i   K  i  T     d k     )  ,     



(7)




where   d k   represents the dimension of the query or key. Then, the output of each attention head is concatenated and linearly transformed to obtain the final attention head output, i.e., the attention matrix A is weighted and summed against the value matrix V by


     O u t p u  t i  =  A i  ×  V i  .     



(8)







Finally, the output matrix,   O u t p u t  , of each attention header is spliced and linearly transformed to obtain the final attention header output by


     O u t p u t = C o n c a t  ( O u p u  t 1  , O u p u  t 2  , . . . , O u p u  t  N a   )   W O  ,     



(9)




where   W O   is the weight matrix of the output linear transformation, and   C o n c a t   denotes the splicing operation. The concept of reorganization involves treating the computation of each attention head as an individual task to be executed in parallel. Consequently, the computation of each head in the multihead attention mechanism can be decomposed into independent computing units that operate without interference, thereby achieving parallel computation.



The FFN performs a linear transformation of the inputs at each position and then generates the final output by means of an activation function (e.g., ReLU) and another linear transformation. This process is applied independently to each position in the input sequence, meaning that each vector at each position undergoes the same FFN transformation. This independence allows the model to capture position-specific features, which are crucial for tasks such as language modeling and machine translation.



As depicted in Figure 2, by leveraging the aforementioned formulas, if we maintain the number of attention heads,   N a  , as being unchanged while altering the dimension of the attention heads from   d a   to   d a ′  , the model dimension will consequently become    d ′  =  d a ′  ×  N a   . Similarly, if the dimension of the FFN intermediate layer,   d  f f n   , is adjusted to    d  f f n  ′  =    d a ′   d a    ×  d  f f n    , LightChatGLM can preserve the original transformer structure parameter scale. The dashed lines in the diagram indicate the dimensions of the channels, attention heads, and feed-forward networks that are pruned in the model. As shown in Equations (6)–(9), the model determines the relative importance of each weight, neuron, convolutional kernel, and attention head during the training or validation process. Based on this importance evaluation, dimensions that contribute less to the overall performance are pruned. The dashed lines specifically denote the pruned dimensions within the attention heads and the feed-forward network sublayers, thereby simplifying the model’s structure. Additionally, a subset of the transformer layer is selected from the ChatGLM model to undergo structural pruning in the depth direction. By employing pruning in both the depth and dimension directions, LightChatGLM can obtain a student model with reduced layers and smaller dimensions, initialized by the teacher model parameters.



After deriving the student model through structured pruning, LightChatGLM proceeds with knowledge distillation to facilitate the migration of bilingual knowledge from the ChatGLM model to the student model. This step aims to help the student model recover the information lost due to structured pruning. Drawing from the knowledge distillation approach employed in the task-independent phase of the TinyBERT framework [60], LightChatGLM adopts a distinct layer mapping strategy. Referencing the existing literature reveals [61,62] that the last layer strategy proves more beneficial for the student model compared with the average strategy utilized in the original TinyBERT framework during the task-independent knowledge distillation phase of the pretraining process. Consequently, LightChatGLM opts to employ the last layer for distillation instead of distilling all hidden layer knowledge from the teacher model.



Assuming that the student model and the teacher model consist of   M s   and   N t   layers of the transformer, respectively, and the last hidden state of the teacher model is denoted as   H  t   N t   , we utilize   H  t   N t    as a soft label to guide the training of the student model. For each training sample, the input data are forwarded through the first   M s   layers of the student model to obtain the last hidden state   H  s   M s    of the student model. Then, the squared loss function is employed to measure the loss of the distillation process as follows:


      L  K D   =   1 2    ∑  i , j     (  H  t   N t    ( i , j )  −  H  s   M s    ( i , j )  )  2  ,     



(10)




where    H  t   N t    ( i , j )    and    H  s   M s    ( i , j )    denote the j-th feature of the i-th sample of the hidden state in the last layer of the teacher model and the student model. The parameters of the student model are optimized by minimizing the loss function   L  K D    so that the student model can closely approximate the output of the teacher model. By using the last layer of the knowledge distillation strategy, LightChatGLM successfully transfers bilingual knowledge from the teacher model to the student model, enabling the student model to recover the information lost due to structured pruning. This strategy is particularly effective in task-independent knowledge distillation scenarios during the pretraining phase, where the final layer strategy proves more beneficial to the student model compared with distilling all the hidden layers of the teacher model. The whole process is shown in Algorithm 2. The trained teacher model undergoes structural pruning in both the depth and gradient directions, as illustrated in lines 1–6 of Algorithm 2. Subsequently, knowledge distillation is carried out to further transfer bilingual knowledge from the teacher model to the student model, enabling the student model to recover information lost during structural pruning, as outlined in lines 7–14 of Algorithm 2. Ultimately, the compressed student model is obtained.






	Algorithm 2: PLMs mixed compression algorithm



	
	1:

	
Initialize teacher_model by Algorithm 1, source_dataset   D s  , target_dataset   D d  ,   n u m _ e p o c h s  




	2:

	
for   e p o c h   in range(  n u m _ e p o c h s  ) do




	3:

	
    Get the teacher_model




	4:

	
    Calculate MHA output by Equation (9)




	5:

	
    Calculate FFN




	6:

	
    Update teacher_model after pruning




	7:

	
    for   b a t c h   in range(  D s   and   D d  ) do




	8:

	
        Generate soft_labels by teacher_model(   D s   ( b a t c h )   )




	9:

	
        Smooth logits




	10:

	
        Calculate loss and gradients by Equation (10)




	11:

	
        Generate hard_labels by teacher_model(   D d   ( b a t c h )   )




	12:

	
        Smooth logits




	13:

	
        Calculate loss and gradients by Equation (10)




	14:

	
        Update student_model




	15:

	
    end for




	16:

	
end for




	17:

	
return student_model















3.3. Hybrid Data Fine-Tuning


By leveraging structured pruning to initialize the student model and subsequently transfer cross-lingual knowledge from the teacher model through knowledge distillation, LightChatGLM achieves a streamlined model with cross-lingual capabilities. To enhance the student model’s understanding of computer English, LightChatGLM continues with cross-language knowledge distillation on downstream tasks to further refine the model’s performance in computer languages. Specifically, LightChatGLM aims to refine the teacher model through fine-tuning to enhance its cross-linguistic competence. Then, this competence is transferred to the student model through cross-language knowledge distillation on downstream tasks. This section introduces a hybrid data-based fine-tuning method wherein annotated data from both the source and target languages are randomly mixed for fine-tuning the teacher model. This approach enables the teacher model to autonomously learn the connections and similarities between languages during training, thereby improving its performance in the target language with the aid of rich source language knowledge.



We prepared the labeled datasets for the source and target languages as   D s   and   D d  , respectively. These datasets contain training samples for the target task along with their corresponding labels. We randomly mixed the labeled data from   D s   and   D d   to create a hybrid dataset. In the mixed-data fine-tuning process, a balancing parameter,  α , is required to appropriately weigh the contributions of the source and target languages. The value of  α  can be determined based on the relative sizes of the source and target language datasets, as well as their significance to the target task. This relationship can be expressed by the following formula:


     α =     w s  ·  n s     w s  ·  n s  +  w d  ·  n d     ,     



(11)




where   w s   and   w d   represent the weighting coefficients for the source and target languages, which are usually based on task-relevant performance metrics, such as translation accuracy or cross-language comprehension. The terms   n s   and   n d   denote the number of samples in the source and target language datasets.



Furthermore, the teacher model is adapted to the characteristics of the target task, and its performance is improved by performing backpropagation and parameter updating on the hybrid data. The performance of the teacher model on the mixed data can be measured using the cross-entropy loss function. Specifically, for each sample (   D s   ( i )   ,   D d   ( j )   ), the final objective function can be expressed as


      L  h y b r i d   = −   1 N    ∑  i = 1 , j = 1  N   ( α · l o g  (  f  t e a c h e r    (  D s   ( i )  )  )  +  ( 1 − α )  · l o g  (  f  t e a c h e r    (  D d   ( j )  )  )  )  ,     



(12)




where N is the total number of samples in the hybrid dataset,  α  is a balancing parameter between the source and target language samples, and   f  t e a c h e r    represents the prediction function of the teacher model.



During the fine-tuning process with random mixing, LightChatGLM continues to perform knowledge distillation to transfer the cross-linguistic competence of the teacher model to the student model, thereby enhancing the performance of the student model on the target language. The loss function for knowledge distillation on the downstream task is then formulated as follows:


      L  d i s t i l l   = −   1 M    ∑  j = 1  M   ( λ · l o g  (  f  t e a c h e r    (  D d   ( j )  )  )  +  ( 1 − λ )  · l o g  (  f  s t u d e n t    (  D d   ( j )  )  )  )  ,     



(13)




where M is the total number of samples in the target language dataset, and   f  s t u d e n t    represents the prediction function of the student model. The balance parameter  λ  is used to control the weighting between the teacher model predictions and the student model predictions, and typically, the value of  λ  can be adjusted between 0 and 1. Larger values of  λ  tend to rely more on the direct predictions of the student model for the target language, while smaller values of  λ  rely more on the guidance of the teacher model. The optimal  λ  value can be determined by using cross-validation or performance on the validation set.



The detailed process is shown in Algorithm 3. The first step involves randomly mixing the annotated data from both the source and target languages. Subsequently, the teacher model is fine-tuned based on this mixed dataset, allowing it to adapt to the target task through back-propagation and parameter updating on the mixed data, as depicted in lines 1–8 of Algorithm 3. Throughout the fine-tuning process using randomly mixed data, the algorithm continually performs knowledge distillation to transfer the cross-linguistic competencies of the teacher model to the student model, thereby enhancing the performance of the student model on the target language, as shown in lines 9–14 of Algorithm 3.



In line 13, the   b a c k w a r d _ p r o p a g a t i o n ( )   function is responsible for computing the gradient of the loss function with respect to the model parameters through backpropagation, enabling weight updates that progressively optimize the model and reduce prediction error. Before backpropagation, the model first performs forward propagation to calculate the output, followed by computing the loss value based on the difference between the predicted output and the actual labels. Since the LightChat model is fine-tuned using a mixed dataset, the loss function may involve multiple tasks. Therefore, the first step of the   b a c k w a r d _ p r o p a g a t i o n ( )   function is to calculate the loss function for each task, merging them with appropriate task-specific weights. Subsequently, backpropagation computes the gradients. Due to the mixed-data fine-tuning approach, the model processes loss functions for different language data, ensuring that gradients for each task are computed correctly in this step. Task weights may be used to balance the contributions of different tasks to the model’s parameter updates. After computing the gradients, the   b a c k w a r d _ p r o p a g a t i o n ( )   function invokes the optimizer to update the model’s weights based on the gradients, aiming to minimize the loss function and thereby enhance model performance. Ultimately, a streamlined student model with exceptional comprehension abilities in computer English can be achieved.






	Algorithm 3: Hybrid data fine-tuning algorithm



	
	1:

	
Initialize teacher_model and student_model by Algorithm 2,   m i x e d _ d a t a s e t   by   D s   and   D d  ,   n u m _ e p o c h s  




	2:

	
for   e p o c h   in range(  n u m _ e p o c h s  ) do




	3:

	
    for   b a t c h   in range(  m i x e d _ d a t a s e t  ) do




	4:

	
           D s   ( i )   ,   D d   ( j )   ←  b a t c h  




	5:

	
        Calculate   L  h y b r i d    by Equation (12)




	6:

	
        backward_propagation(  L  h y b r i d   )




	7:

	
        Update teacher_model




	8:

	
    end for




	9:

	
    for   b a t c h   in range(  m i x e d _ d a t a s e t  ) do




	10:

	
           D d   ( j )   ←  b a t c h  




	11:

	
        Get output teacher_output ← teacher_model




	12:

	
        Calculate   L  d i s t i l l    by Equation (13)




	13:

	
        backward_propagation(  L  d i s t i l l   )




	14:

	
        Update student_model




	15:

	
    end for




	16:

	
end for




	17:

	
return student_model
















4. Experimental Evaluation


4.1. Experiment Setup


Hardware environment: The server we used is equipped with an Intel(R) Xeon(R) Silver 4210R CPU at 2.40 GHz and NVIDIA Tesla T4 GPUs with 16 GB of RAM each, interconnected via PCIe-III. The server runs on a 64-bit Ubuntu 20.04 system with CUDA toolkit version 10.2 and PyTorch 1.10.2.



Hyperparameter setting: LightChatGLM utilized Wikipedia pages containing computer-specific English and Chinese nouns as the training corpus. These corpora were randomly mixed together. The hyperparameters were set as follows: a batch size of 256, a maximum sequence length of 128, a dropout rate of 0.1, a parameter decay of 0.05, and 400,000 steps for model parameter updates. The learning rate was initially set to 0.9 and decayed after the first 10% of the update steps. Based on these initial parameters, we performed a hyperparameter search to further optimize the model’s performance. Hyperparameter search is usually performed using grid search or random search, combined with cross-validation, to select the optimal combination of parameters to enhance model performance for a specific task [49,63,64].



For the downstream multilingual task, the datasets we used are shown in Table 1. The WMT 2020 Chinese–English comprises both Chinese and English segments from the Chinese–English translation tasks of the WMT competition, serving as a benchmark dataset for bilingual machine translation tasks. The UM-Corpus, developed by the University of Macau, is primarily used for high-quality research on Chinese–English parallel corpora, making it suitable for machine translation and semantic understanding tasks. The Ai Challenger encompasses Chinese–English parallel corpora for various tasks and is an essential resource for research in natural language processing and machine translation. IWSLT 17 is mainly used for multilingual spoken translation tasks, especially Chinese–English translation tasks. XGLUE is an evaluation benchmark for cross-language natural language understanding launched by Microsoft, which includes multiple tasks, including translation, question answering, and text classification.



During fine-tuning or the distillation of the student model for this task, the hyperparameters were adjusted accordingly. Specifically, the maximum sequence length was set to 128, the batch size to 32, and the balance factors  α  and  λ  were both set to 0.65. Additionally, the smoothed logit temperature value was set to 1.



Comparison models: we evaluate the performance of LightChatGLM by comparing it with the following typical schemes:




	
mBERT_drop [70]: mBERT is a multilingual BERT model pretrained for 104 languages, featuring the same structure as the original BERT model. Meanwhile, mBERT_drop represents a compression technique specifically designed for mBERT, involving the direct pruning of the top transformer layer of the mBERT model.



	
DistilmBERT [71]: The multilingual version of DistilBERT is a pretraining model that employs knowledge distillation techniques to decrease the size and enhance the speed of the BERT model. The concept behind its design is straightforward: construct a smaller model, referred to as DistilBERT, as the student model and utilize the original BERT model as the teacher model. The goal is for the student model to learn from the teacher model as much as possible, thereby retaining the reasoning capabilities of the teacher model to the fullest extent possible.



	
ChatGLM-6B [72,73]: ChatGLM-6B is an open-source, bilingual conversation language model built on the GLM architecture. By leveraging model quantization technology, it demands as little as 6 GB of video memory when operating at the INT4 quantization level.









4.2. Experiment Analysis


Figure 3 illustrates the variation in training time per epoch for the transformer base model across different sample block sizes and a comparison of various parallelization strategies. As the sample block size increases, the training speed also increases, with the optimal speed achieved when the sample block size is set to 256. Additionally, the use of different parallelization strategies can significantly reduce the training time per epoch. LightChatGLM leverages pipelined parallelism to facilitate efficient distributed training across multiple GPUs, resulting in a minimum training time of 180 s per epoch. However, the higher communication overhead associated with data and model parallelism slightly extends the training duration. It is also important to consider that memory usage escalates substantially as the sample block size increases, necessitating the careful design of the sample block size to achieve optimal training acceleration. This training speedup effect is observed in several training sets, including WMT 2020, UM-Corpus, and Ai Challenger. Experiments on these datasets show that the training speedup is, indeed, the result of the combined effect of pipeline parallelization and reasonable sample block division.



Figure 4 illustrates the validation loss of the mixed compression method compared with random pruning over an equal number of training rounds. We trained the base LightChatGLM model on the UM-Corpus dataset using the full dataset and parameter set to establish the initial validation loss. Subsequently, the model was subjected to mixed compression and random pruning to derive the corresponding student models, with the validation loss computed on the validation set. As shown in Figure 4, the mixed compression approach, which integrates structured pruning and knowledge distillation techniques, achieves higher compression efficiency while preserving model performance. The validation loss curves for the mixed compression method typically exhibit faster convergence and stabilize at lower loss values. In contrast, random pruning methods, which achieve compression by randomly removing certain weights from the model, may cause greater fluctuations in model performance. As a result, the validation loss curves for random pruning tend to converge more slowly and stabilize at relatively higher values. The experimental data demonstrate that the mixed compression method outperforms random pruning in both convergence speed and final validation loss, effectively maintaining model performance.



Table 2 offers a comprehensive comparison of the accuracy achieved in computerized English-Chinese translation without the application of target data for fine-tuning and knowledge distillation. A noteworthy observation from the table is that the absence of utilizing rich source-language annotated data for cross-language knowledge migration results in the diminished generalization ability of the compressed model. Among the various methods evaluated, the DistilmBERT approach yields the most favorable outcomes, with 46.3% in Chinese–English bilingual translation. However, it is important to note that despite this, the performance of the student model obtained through LightChatGLM after mixed compression demonstrates remarkable proximity to that of the teacher model within a 9.4% gap. LightChatGLM effectively facilitates the migration of bilingual knowledge from the teacher model to the student model, which proves to be particularly effective in task-independent knowledge distillation scenarios during the pretraining stage. This successful knowledge transfer highlights the efficacy of LightChatGLM in preserving the essential knowledge and capabilities of the teacher model while achieving significant compression, thereby demonstrating its potential for practical deployment in real-world applications.



Table 3 presents a comprehensive comparison of the accuracy achieved in computerized English to Chinese translations using a combination of fine-tuning and knowledge distillation, with both target annotated language data and source language data. Upon examining the table, it becomes evident that the accuracy of Chinese and English translations for all models significantly improves after employing hybrid data fine-tuning. This enhancement can be attributed to the utilization of labeled target data in conjunction with further knowledge distillation, which collectively contributes to the model’s enhanced performance in the domain of Chinese and English bilingual translation. Furthermore, it is noteworthy that LightChatGLM exhibits slightly lower performance, with 57.4% in English comprehension compared with the other models. This disparity arises from the relatively smaller English corpus available in the dataset utilized, as compared with the teacher model. However, by augmenting the training data with a more extensive Chinese corpus, LightChatGLM has the potential to achieve superior results with 33.3% in English-to-Chinese comprehension. This result underscores the importance of dataset composition and the need for mixed data to effectively train models for bilingual translation tasks. The dataset used in Table 2 and Table 3 is Ai Challenger.



According to Table 2 and Table 3, in the mixed-data scenario, the LightChatGLM model achieves its highest Chinese translation accuracy, suggesting that the mixed dataset may enhance the model’s generalization ability to some extent. The hybrid dataset incorporates characteristics of both the source and target languages, allowing the model to capture complex linguistic relationships, thereby improving translation quality. Specifically, the model benefits from mixed-data training by learning contextual and semantic relationships, particularly in computer-related terminology. However, in non-hybrid data scenarios, the model’s translation accuracy is significantly lower. This may be due to the disproportionate presence of single-language data, which leads the model to focus excessively on the source language, thus neglecting the target language during optimization.



According to Equation (12), where   L hybrid   denotes the loss function across different languages or tasks and  α  represents the weighting coefficient, the model adapts better to various linguistic features when  α  is balanced. The strength of hybrid data lies in its ability to help the model learn from both the source and target languages by optimizing this loss function, thus explaining why LightChatGLM can more effectively capture the correlation between these languages in a mixed-data setting, ultimately leading to better translation performance. Conversely, in non-hybrid scenarios, the model may only optimize a single loss function, leading to insufficient learning. Furthermore, the model’s poor performance in single-language scenarios could be attributed to overfitting, where it learns the idiosyncrasies of a specific dataset but lacks the generalization capability to handle other contexts.



To quantify this, let translation accuracy be defined as   A c c ( D , θ )  , where D represents the dataset, and  θ  denotes the model parameters. The accuracy rate   A c c (  D mix  , θ )   for the mixed-data scenario can be expressed as


     A c c  (  D mix  , θ )  =   1  N mix     ∑  i = 1   N mix   P  (  T i  |  S i  , θ )  ,     



(14)




where   T i   is the target language sentence,   S i   is the source language sentence,   N mix   is the number of samples in the mixed dataset, and   P (  T i  |  S i  , θ )   represents the probability of a correct translation given the model parameters  θ . Due to the diversity of the mixed data,   A c c (  D mix  , θ )   tends to be higher.



In contrast, the translation accuracy   A c c (  D  single   , θ )   in single-language scenarios may exhibit greater variability:


     A c c  (  D  single   , θ )  =   1  N  single      ∑  i = 1   N  single    P  (  T i  |  S i  , θ )  ,     



(15)




where   N  single    represents the number of samples in a single-language dataset. In such cases, the model may struggle to capture the diversity present in a mixed dataset, leading to fluctuating performance.



In order to enhance the cross-linguistic capabilities of teacher models, LightChatGLM employs a hybrid data-based fine-tuning approach. This method involves randomly mixing annotated data from both the source and target languages, followed by fine-tuning the teacher model on the hybrid dataset while continuing knowledge distillation on downstream tasks. This process aims to yield student models with superior performance. Figure 5 illustrates the average results of Chinese–English bilingual migration experiments conducted using three different fine-tuning methods on WMT 2020, UM-Corpus, and Ai Challenger. Here, the English training set serves as the source-language-labeled corpus, and the Chinese validation set acts as the target-language-labeled corpus. From Figure 5, it is evident that the performance of fine-tuning solely using the source language yields the poorest results. This can be attributed to the absence of target annotation language, leading to the diminished generalization ability of the fine-tuned model. Conversely, the fine-tuning method incorporating the target annotation language and hybrid annotation language demonstrates improved performance results.



To evaluate the effectiveness of the hybrid data fine-tuning method in more complex tasks, we selected two high-resource datasets, WMT 2020 and UM-Corpus, and two low-resource datasets, IWSLT 17 and XGLUE 20. We applied three fine-tuning strategies: (1) fine-tuning using only high-resource language data (high fine-tuning), (2) fine-tuning using only low-resource language data (low fine-tuning), and (3) hybrid data fine-tuning, which incorporates data from both high- and low-resource languages.



In Figure 6, the experimental results demonstrate that the highest translation accuracy is achieved with the high fine-tuning strategy, as the abundant data from high-resource languages enables the model to capture more context and complex linguistic structures, thereby enhancing its translation performance. In contrast, on low-resource datasets such as IWSLT 17 and XGLUE 20, the low fine-tuning strategy resulted in significantly lower accuracy, with an average decrease of 3.9%. The hybrid fine-tuning approach, although showing performance improvement over low fine-tuning, did not match the effectiveness of the high fine-tuning. This suggests that while hybrid fine-tuning benefits from the richer linguistic features learned from high-resource languages, it is not yet fully optimized to transfer this knowledge effectively to low-resource language tasks. Nonetheless, the improvements observed indicate that hybrid fine-tuning aids in enhancing the model’s ability to understand complex language phenomena, such as domain-specific language comprehension in technical fields like computerized English.



In order to deeply analyze the performance of the LightChatGLM model at different compression levels, we designed a series of compression experiments to test core indicators such as model size, inference time, and translation accuracy, as shown in Table 4.



The experimental results demonstrate that as the compression level increases, the model’s resource consumption decreases significantly, but this is accompanied by a corresponding loss in performance. While mixed compression techniques effectively reduce resource usage and inference time, higher compression levels can lead to a marked degradation in model performance, particularly in tasks requiring complex language understanding. The performance trade-offs observed at different compression levels highlight the importance of selecting an appropriate compression strategy based on the specific application scenario. This ensures that model accuracy is preserved as much as possible while optimizing resource efficiency. Furthermore, these findings introduce a critical challenge for future research: how to maintain the model’s robust generalization capabilities for language features under extreme compression.



To further validate the effectiveness of the combination of techniques in LightChatGLM, we designed an ablation comparison experiment to systematically analyze the impact of three core techniques: parallel training, mixed compression, and hybrid data fine-tuning. Each technique was applied individually and in combination to assess their respective contributions. The core components of LightChatGLM were decomposed, based on which we structured the ablation experiments.



	
Baseline Model: The baseline model is ChatGLM-6B.



	
Parallel Training Algorithm: Parallel training was applied to assess its impact on training speed and model performance.



	
Mixed Compression: Only mixed compression techniques were used to evaluate their effect on model size, inference time, and performance.



	
Hybrid Data Fine-Tuning: The impact of hybrid data fine-tuning on translation accuracy was assessed.



	
Parallel Training + Mixed Compression: A combination of parallel training and mixed compression, excluding hybrid fine-tuning, was tested.



	
Parallel Training + Hybrid Fine-Tuning: Parallel training was combined with hybrid fine-tuning, without applying mixed compression.



	
Mixed Compression + Hybrid Fine-Tuning: Mixed compression and fine-tuning were applied together, without parallel training.



	
LightChatGLM: The complete model was tested with all three core combined techniques.






Table 5 shows the results of the above ablation experiments.



The parallel training algorithm significantly reduced the training time from 10 h to 6 h, without compromising the translation accuracy compared with the Baseline model. This demonstrates its effectiveness in accelerating training while maintaining model performance. The mixed compression technique provided notable benefits by reducing the model size by 10% and decreasing inference time by approximately 43%. However, the application of mixed compression alone resulted in a slight degradation of model performance, indicating that while compression is effective in optimizing resource efficiency, it may adversely impact the model’s accuracy. Hybrid data fine-tuning, on the other hand, improved the model’s translation accuracy from 45.7% to 46.3%, highlighting its ability to enhance the model’s understanding of complex linguistic structures, particularly in tasks related to computerized English comprehension. When combining parallel training, mixed compression, and hybrid data fine-tuning, LightChatGLM demonstrated superior performance across various metrics. This integrated approach yielded the best overall outcomes, particularly in balancing translation accuracy, reducing model size, accelerating inference time, and shortening training duration, thereby offering significant practical advantages.





5. Conclusions


The powerful cross-linguistic capabilities of multilingual pretrained models enable them to handle tasks in resource-poor languages by transferring relevant knowledge from resource-rich languages. However, they also face challenges, such as large model sizes and slow inference speeds, which hinder their deployment in real-world applications. To address these challenges and reduce training and storage overheads, this paper proposes LightChatGLM, an effective method based on pipeline parallelism and mixed compression for training models suitable for computer English translation applications. Firstly, LightChatGLM utilizes a pipeline parallelism-based approach to enhance the training of transformer-based LM base models. This method optimizes the training process by leveraging pipeline parallelism, thereby improving efficiency. Secondly, a mixed compression method is proposed for pretrained language models, which combines pruning and knowledge distillation techniques. This approach involves structurally pruning the teacher model and prompting the student model to recover lost information through knowledge distillation. By doing so, the model’s cross-linguistic capabilities are further refined, ensuring better performance. Finally, to obtain a specialized model tailored to computerized English comprehension, the annotated target language dataset is used for fine-tuning. Furthermore, knowledge distillation on downstream tasks is continued to enhance the model’s performance. Numerous experiments have been conducted to validate the effectiveness of LightChatGLM. Moving forward, we aim to address the time overhead associated with repeatedly running large models during compression. Additionally, we plan to explore collaborative hardware and software approaches to train pretrained mini-models with superior performance.
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Figure 1. LLMs development process. 
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Figure 2. Structured pruning strategy. 
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Figure 3. Effect of different parallel strategies on training time with different batch sizes. 
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Figure 4. Validation loss over training steps for mixed compression and random pruning. 
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Figure 5. Experimental average results of cross-language migration with different fine-tuning methods on three different datasets. 
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Figure 6. Effectiveness of hybrid data fine-tuning method on different resource language datasets. 
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Table 1. Datasets.
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	Name
	Chinese Words/Million
	English Words/Million
	Training Set Size
	Development Set Size
	Test Set Size





	WMT 2020 Chinese–English [65]
	130
	110
	90%
	5%
	5%



	UM-Corpus [66]
	50
	48
	80%
	10%
	10%



	Ai Challenger [67]
	250
	200
	80%
	10%
	10%



	IWSLT 17 [68]
	0.8
	1
	85%
	5%
	10%



	XGLUE 20 [69]
	0.9
	1.1
	80%
	10%
	10%










 





Table 2. Comparison of the experimental results of different compression methods under fine-tuning without target data (translation accuracy).
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	Student/Teacher Model
	English
	Chinese
	AVG





	mBERT_drop/mBERT
	58.4/60.4
	30.4/37.6
	44.4/49.0



	DistilmBERT/mBERT
	59.2/60.4
	33.3/37.6
	46.3/49.0



	ChatGLM-6B/ChatGLM
	57.6/60.2
	32.8/39.5
	45.2/49.9



	LightChatGLM(Ours)/ChatGLM-6B
	57.2/57.6
	30.1/32.8
	43.7/45.2










 





Table 3. Comparison of the experimental re