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Abstract: Mobile gaming accounts for more than 50% of global online gaming revenue, surpassing
console and browser-based gaming. The success of mobile gaming titles depends on optimizing ap-
plications for the specific hardware constraints of mobile devices, such as smaller displays and lower
computational power, to maximize battery life. Additionally, these applications must dynamically
adapt to the variations in network speed inherent in mobile environments. Ultimately, user engage-
ment and satisfaction are critical, necessitating a favorable comparison to browser and console-based
gaming experiences. While Quality of Experience (QoE) subjective evaluations through user surveys
are the most reliable method for assessing user perception, various factors, termed influence factors
(IFs), can affect user ratings of stimulus quality. This study examines human influence factors in
mobile gaming, specifically analyzing the impact of user delight towards displayed content and the
effect of gaze tracking. Using Pupil Core eye-tracking hardware, we captured user interactions with
mobile devices and measured visual attention. Video stimuli from eight popular games were selected,
with resolutions of 720p and 1080p and frame rates of 30 and 60 fps. Our results indicate a statistically
significant impact of user delight on the MOS for most video stimuli across all games. Additionally,
a trend favoring higher frame rates over screen resolution emerged in user ratings. These findings
underscore the significance of optimizing mobile gaming experiences by incorporating models that
estimate human influence factors to enhance user satisfaction and engagement.

Keywords: gaze tracking; QoE; mobile gaming; eye tracking in mobile gaming; human IFs
and multimedia

1. Introduction

As of 2023, multimedia content, particularly video, accounts for over 80% of internet
usage, with more than 5 billion subscribers accessing the internet via mobile connectivity,
according to mobile data statistics and forecasts [1,2]. Meanwhile, there is a trend towards
increased consumption of multimedia content, particularly video streaming and online
gaming on mobile devices. The global mobile gaming software market exceeded 190 billion
US dollars in 2023, with mobile devices accounting for over 50% of this revenue, and
this trend is projected to triple within the next four years [3–7]. The main reasons are the
availability of high-speed internet access at reduced cost on mobile networks, portability,
and hardcore gaming titles becoming available on mobile devices. The popularity and
success of mobile gaming titles are contingent upon the optimization of gaming applications
for the specific hardware constraints of mobile devices, such as smaller displays and lower
computational power relative to gaming consoles. Additionally, these applications must
adapt dynamically to variations in network speed, a consequence of the inherent mobility
paradigm. Ultimately, the most critical factor is user engagement and satisfaction, which
must be favorably compared to that of browser and console-based gaming experiences.

To evaluate the user opinion towards an application, the most reliable method for
assessing user perception involves subjective evaluations through user surveys on stimulus
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quality. However, many factors can influence user ratings regarding the quality of the
stimuli, ranging from human to context, etc. The term influence factor (IF) is defined
as ‘Any characteristic of a user, system, service, application, or context whose actual state or
setting may have influence on the Quality of Experience for the user’ [8,9]. The Mean Opinion
Score (MOS), as defined by the International Telecommunication Union Standardization
Sector (ITU-T) [10], was originally developed to gauge user opinions on speech quality
in telecommunications. However, it has become a de facto standard due to its extensive
applicability across various multimedia applications. The effectiveness of the MOS for
evaluating video stimuli has been questioned in numerous studies, particularly regarding
whether the distinction between “excellent” and “good” is equivalent to that between “fair”
and “poor” [11,12]. To address these concerns, alternative metrics such as %Good or Better
(GoB) and %Poor or Worse (PoW) have been proposed to provide a more transparent and
meaningful interpretation of user feedback [13,14].

The objective of this article is to examine the human influence factors in mobile
gaming. Specifically, we analyze the impact of user delight (liking) towards displayed
content and the effect of gaze tracking on mobile gaming. Previous studies on multimedia
streaming stimuli have explored various influence factors such as delight, mood, gender,
and frequency of watching online videos, etc., establishing the role of delight in the user
ratings [15–18]. Our observations revealed that user delight towards the displayed content
affects the MOS for certain stimuli, though the results were not statistically significant across
the entire dataset [19,20]. A notable finding was that the nature of content significantly
influences the MOS, particularly when the same videos with minor impairments are
repeatedly shown due to packet loss or jitter degradation. At high jitter levels and packet
loss exceeding 1%, MOS values predominantly fell into the poor or worst range, rendering
meaningful interpretation difficult.

While numerous studies have investigated the role of eye tracking and its effect
on user perception in online gaming [21–25], there remains a research gap concerning
mobile gaming and user perception of offered services. This study utilizes Pupil Core
eye-tracking hardware developed by Pupil Labs Berlin, Germany [26,27] to capture user
interactions with mobile devices and simultaneously measure their visual attention. We
employed the Pupil Core fixation detector module [28] to track user gaze within the
calibrated area encompassing the mobile screen during subjective assessments, as depicted
in Figures 1 and 2a.

Figure 1. Subjective assessment with Pupil Core.

We selected video stimuli from eight popular games, with resolutions of 720p and
1080p, the highest achievable on mobile gaming devices, even with 5G connections. It is
noteworthy that most common gaming consoles and major gaming titles are also limited
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to 1080p resolution [29]. The chosen stimuli featured frame rates of 30 and 60 frames per
second (fps). Our results indicate a statistically significant impact of user delight for most
video stimuli across all games. Additionally, an interesting trend emerged favoring higher
frame rates over screen resolution in terms of user ratings. Finally, we observed some
influence of user gaze based on gaze confidence values.

(a) (b)

Figure 2. Pupil Core software v3.5.1. (a) Pupil Capture for session recording with fixation detector in
the calibrated area; (b) Pupil Player screen for replaying the individual session and exporting data.

The structure of this paper is as follows: Section 2 provides an overview of the back-
ground and a brief exploration of relevant technologies. Section 3 details the experimental
setup, including all parameters and methods applied to extract the results. Section 4
presents the assessment outcomes with necessary explanations. Finally, Section 5 outlines
the conclusions drawn from our study.

2. Background and Methodological Overview

This section provides the related work and a brief overview of the Quality of Experi-
ence (QoE) influence factors and corresponding metrics.

Regarding the role of gaze and visual attention on user experience and consequent
ratings, Capozzi et al. [30] have examined the impact of gaze and visual attention on user
experience and subsequent ratings, identifying perceptions, interpretations, and evalu-
ations as key elements that shape social interactions. They argue that non-verbal social
communication, particularly related to perception, is typically mediated by gaze or gestures,
indicating that attention is integral to social behavior and can significantly influence user
perception. Similarly, Chica et al. [31] analyze the interplay between visual attention and
conscious perception, concluding that, unlike internal factors, exogenous orienting may
have substantial implications for conceptual perception. Dalmaso also demonstrates that
saccadic eye movements (rapid shifts of fixation from one point to another) can be guided
by facial cues, thus influencing attention in social scenarios [32]. Mulckhuyse et al. [33]
further assert that attention serves as a fundamental mechanism for selecting objects and
locations within an environment. They explore how distracting stimuli in complex visual
settings can capture attention, a factor particularly relevant to fast-paced gaming contexts,
where player focus is frequently redirected by dynamic on-screen events.

In the pursuit of quantifying user gaze, blinks, facial expressions, and visual attention,
diverse methodologies have been employed. One approach involves capturing user ses-
sions via conventional cameras and subsequently extracting gaze data using tools such as
the open-face toolkit and related software [34,35]. An alternative method, also used in vir-
tual reality gaming headsets, gauges attention by presenting pop-up stimuli during gaming
sessions, potentially accompanied by auditory cues [36,37]. However, both methodologies
have inherent limitations, as the introduction of pop-ups disrupts the user’s focus on the
content, thereby affecting their attentional allocation [38,39].

Mesfin et al. [40] applied the multiple sensorial media (Mulsemedia), which integrates
various human senses, arguing that it can enhance QoE in digital environments. Their
study presented a range of video stimuli with attributes such as color, shape, and bright-
ness, supplemented by cross-modal sounds. These stimuli were displayed on a monitor
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while an external EyeTribe camera tracked user gaze, and heart rate monitoring was also
conducted. Although the study is not related to our research and the experimental setup
limits user mobility due to the external eye tracker, which affects user experience in mobile
gaming, it offers valuable insights for future research regarding Mulsemedia using mobile
gaming stimuli.

Wibirama et al. [41] conducted a study based on the different screen sizes of mobile
devices with negligible variation in the resolution and its impact on gaming. It was
observed that the participants were more immersed during gaming on a mobile screen
with a larger screen size. The participants were evaluated on their involvement, enjoyment,
attention, and challenge while they were playing on different screen sizes.

Jiang et al. [42] conducted an experiment in which participants played four different
games while their eye movements and gaze patterns were observed and documented using
heat maps to indicate the user’s focus throughout the experiment. However, the games
used in the experiment were lesser-known and not mainstream, without considering
factors such as resolution or personal bias. In contrast, our research primarily focuses on
human interaction factors (IFs). Therefore, we specifically chose popular gaming titles to
explore the impact of external factors, such as user delight (liking and disliking), resolution,
and frame rate, on the overall user experience.

Gunawardena et al. [25] analyzed 36 publications published after 2010 related to gaze
tracking in mobile phones and tablets and proposed an edge computing-based eye-tracking
solution. The study encompasses the publications related to using commercial devices
specifically designed for eye tracking using external glasses like Tobii, Pupil Core, etc.,
and screen-based eye-tracking solutions that depend on the mobile device’s front-facing
camera. The authors mentioned the high cost associated with external hardware-based
eyeglasses and the complex calibration process but also highlighted the limitations with
head pose and movements with mobile device cameras. The authors did not conduct
any benchmarking between hardware-based solutions and mobile device cameras prior to
drawing conclusions about both methods.

In our study, the focus was on gaze tracking during mobile gaming, and putting
limitations on user movement compromises the user’s comfort and experience related to
mobile gaming. This resulted in the selection of dedicated external eye-tracking glasses.

2.1. Pupil Labs Core

This paper employs the Pupil Labs Core device for gaze estimation along with its
accompanying software. The device utilized in this study features two cameras: a world-
view camera capable of recording 720p videos at 60 Hz, focusing on the user’s front view,
and an eye camera focusing on the user’s gaze at 200 Hz. The world-view camera can be
equipped with either a wide-angle or narrow-angle lens; we opted for the narrow-angle
lens due to the limited calibration area available on the mobile viewing device. While
the device can operate with multiple eye-tracking cameras targeting both eyes, we used a
monochrome setup for the eye camera to ensure that the video viewing experience was not
compromised, as illustrated in Figure 1. Detailed technical specifications of the Core device
are available in this paper and on the manufacturer’s website [26,27].

The Core software package includes three components: Pupil Capture, Pupil Service,
and Pupil Player [43], with version 3.5.1 being used in this study. Pupil Capture is utilized
to calibrate both cameras to enhance the confidence of gaze estimation and to establish the
required field of view for the world camera. It also enables various plugins and records
the sessions. Pupil Player is employed for post-processing, visualizing data, exports,
and replaying recordings, as depicted in Figure 2a.

Pupil and Gaze Positions

It is crucial to understand that the confidence level in pupil detection does not indicate
the position where the subject looked at the calibrated area. Instead, it reflects the accuracy
of the algorithm in identifying the pupil from eye camera images, thereby indicating the
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reliability of baseline data (pupil position). A confidence value of 0 means the pupil was
not detected at all, rendering the data unreliable, while a value of 1 indicates complete
certainty in the pupil’s position. For meaningful analysis, values above 0.6 are generally
considered to be reliable [44].

2.2. Quality of Experience and User Delight

The Quality of Experience (QoE) is defined by ITU-T as ‘The degree of delight or annoyance
of the user of an application or service’ [45], with reference to the full definition that continues
with ‘It results from the fulfillment of his or her expectations with respect to the utility and/or
enjoyment of the application or service in the light of the user’s personality and current state’ [8].
QoE encompasses a range of complex, interrelated dimensions, including psychological
factors, networks, applications, etc. Numerous influencing factors (IFs) affect QoE, which
are generally classified into three categories: human, system, and contextual factors [8].
Although user satisfaction with an application is integral to the definition of QoE, there is
disagreement among researchers regarding the influence of human behavioral tendencies
and how to classify emotions triggered by various stimuli. Robert et al. [46] have explored
the emotional impact of visual stimuli and the evaluation of this experience.

Methods for quantifying Quality of Experience (QoE) are typically categorized into
objective and subjective measures. Objective metrics primarily consist of tools that assess
the quality of stimuli by comparing them to the original (full-reference), reduced-reference,
or no-reference benchmarks, depending on the availability of the stimuli for comparison.
Conversely, while subjective assessment is more resource- and time-intensive, it remains
the most reliable method, as it involves direct input from users regarding their perceptions.
The MOS is commonly used with various scales to quantify user perception. The most
widely adopted method for measuring the MOS is the five-point Absolute Category Rating
(ACR) scale, as recommended by the ITU-T [47]. Originally developed for scaling voice
quality in telecommunications, the MOS has been studied extensively for its limitations
in evaluating multimedia content [11,12,48]. Tobias et al. [13,14] have shown that QoE
distribution in a system might not correlate with MOS distribution. They proposed that
on a five-point ACR scale where 1 = Bad, 2 = Poor, 3 = Fair, 4 = Good, and 5 = Excellent,
the mapping of Good or Better and Poor or Worse ratios provides a more accurate measure
for QoE mappings.

QoE Subjective Metrics

The MOS provides the average ratings of participants in a subjective assessment, and
in the case of assessing the delight towards the shown content of two different groups on a
binary scale, the MOS can be formulated as follows:

MOS =
1

NA + NB

(
NA

∑
i=1

RA,i +
NB

∑
i=1

RB,i

)
(1)

where:

NA : Total number of ratings in Group A.

NB : Total number of ratings in Group B.

RA,i : Rating given by the i-th user in Group A.

RB,i : Rating given by the i-th user in Group B.

This combined equation allows for a comprehensive assessment of the overall MOS across
both user groups. In the case of the MOS for each group where x ∈ {A, B}, we can calculate
it as:

MOSx =
1

Nx

Nx

∑
i=1

Rx,i (2)
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where:

N : Total number of ratings

Ri : Rating given by the i-th user

Similarly, GoB or PoW ratios can be easily calculated; the formula for the GoB ratio over an
ACR scale can be written as:

GoB =
N4 + N5

NT

where:

N4 : Number of ratings with a score of 4 (Good)

N5 : Number of ratings with a score of 5 (Excellent)

NT : Total number of ratings

In this study, we explored how user preference (delight) towards presented content in-
fluences their video quality ratings, resulting in the formation of various sub-groups.
Beyond the typical statistical analyses using the MOS and confidence intervals in QoE sub-
jective studies, we employed one-way ANOVA [49] to assess the differences and statistical
significance when comparing the sub-categories.

3. Experimental Setup

This section explains the rationale behind the selection of video stimuli for this study,
the configuration and calibration of the Pupil Core device for gaze data collection for
every individual assessment [50], the customization of the mobile application used to
obtain user ratings, and the methodology employed to synchronize the continuous data
extracted from Pupil Core with Google Firebase [51] to obtain the gaze confidence values
for specific videos.

3.1. Video Selection

In recent research, we developed a video stimuli database for online video streaming
and conducted subjective assessments on a mobile device using the latest codecs [20].
However, due to the focus of this study being on mobile gaming, we utilized the mobile
gaming database provided by the Laboratory for Image and Video Engineering (LIVE) [52],
which is based on YouTube gaming video clips [53]. This database targets online user-
generated mobile gaming content, and further details can be found in Yu et al. [54]. A within-
group experiment was conducted using 8 popular gaming titles, each with 720p and 1080p
resolutions, and frame rates of 30 and 60 fps. The technical specifications of the videos are
provided in Table 1.

A common issue encountered with subjective assessments is participants losing focus
due to watching a loop of video stimuli of similar types and very short duration [55,56].
To mitigate this and ensure sustained user attention towards the video content, we selected
a total of 40 video clips. For most games, a quartet of 30 and 60 fps frame rates at both
resolutions was unavailable; for instance, Code Vein video clips were not available in 1080p
resolution at 30 fps, as shown in Table 1. Despite limiting the selection of video stimuli
to maintain an appropriate assessment duration ensuring that subjects did not lose focus
due to the reasons stated above or fatigue from wearing a hardware-based eye tracker, we
included a diverse range of game genres to gather comprehensive user feedback. Most
of the selected games represent an amalgamation of multiple genres, including Animal
Crossing (social simulation), Counter-Strike 2 (tactical, first-person shooter), Call of Duty
(military first-person shooter), Code Vein (action, role-playing), Fortnite (survival, battle
royale), Minecraft (sandbox, survival), PUBG (battle royale), and Rocket League (vehicular
soccer), as illustrated in Figure 3.
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Table 1. Reference videos’ specifications.

Name Length, seconds f ps Resolution

Animal Crossing 9 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

Counter-Strike 2 9, 8 (720p) 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

Call of Duty 9 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

Code Vein 9 60 1920 × 1080, 1280 × 720
9 30 1920 × 1080

Fortnite 9 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

Minecraft 9, 8 (720p) 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

PUBG 9 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

Rocket League 9 60 1920 × 1080, 1280 × 720
9 30 1280 × 720

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3. Frames of video stimuli. (a) Animal Crossing; (b) Counter-Strike 2; (c) Call of Duty;
(d) Code Vein; (e) Fortnite; (f) Minecraft; (g) PUBG; (h) Rocket League.

3.2. Gaze Settings

Eye tracking on mobile devices can be achieved through various methods: using the
mobile phone’s camera with a software toolkit, positioning an external camera at an optimal
angle to track gaze movements, or employing a dedicated hardware-based commercial
solution mounted on the head with multiple cameras to record the user’s fixations based
on calibrations and the user’s view. Given that this study focuses on evaluating user’s
experience in mobile gaming, it was important to make sure that the user interaction with a
mobile device while playing a normal game should be preserved. Thus, the restrictions on
user movement, head position, or even device orientation should not affect gaze tracking.
Thus, we utilized the Pupil Core with a world-view camera and a monochrome camera
setup to capture gaze fixations.
Following the mapping of the world view and gaze camera within the calibrated region
using the gaze estimation function discussed in Section 2.1, the fixations plugin was
employed to detect fixations. The plugin was configured with the following settings:

• Maximum Dispersion (degrees): 1.50
• Minimum Duration (milliseconds): 80
• Maximum Duration (milliseconds): 220



Future Internet 2024, 16, 420 8 of 16

The minimum and maximum durations are confined to our requirements to ensure that
fixations are neither missed nor duplicated, as users can quickly shift their gaze multiple
times per second. The calibration of the mobile screen was performed using the built-in
calibration function in Pupil Capture. Since subjects have varying head and face sizes, we
ensured during calibration that the device was worn properly to maintain a confidence
value close to 1 before commencing the subjective assessment. Pupil Player was utilized
to view the world view and eye recordings and to export the data, as shown in Figure 2b.
The exported data from each assessment consisted of CSV files containing information such
as gaze and pupil positions, fixations, etc.

It is important to note that two independent sets of data were obtained from the
experiment: the exported files and recordings from individual sessions via Pupil Player,
and the mobile application data, which included user information and quality ratings from
the Google Firebase database. The gaze confidence values are continuous. To calculate the
mean gaze confidence for a specific time when the user viewed a stimulus and provided
ratings, we needed to map the gaze data with timestamps stored in the mobile application
database during the rating of each stimulus.

Let us assume that the gaze confidence of the j-th user at any time t is represented by
GCj(t).

The value of confidence ranges between 0 and 1 with 1 being the highest value of
confidence concerning the fixation marker. The Pupil Core stores both system and pupil
time, which are convertible using the “start_time_synced_s” key. The system time was
also stored in mobile application data after every rating. It is important to note that
the timestamps obtained from Pupil Core data are not equidistant. To obtain the mean
confidence for a specific video, the following formula can be derived:

After cropping the interval for a specific video of the j-th user, let [T j
i , T j

i + ∆tj
i ] denote

the time interval of the i-th video of the j-th user, with T j
i being the start time and ∆tj

i the

time span of the i-th video of the j-th user, respectively. The mean confidence MConfj
i of

the i-th video of the j-th user can be determined as follows:

MConfj
i =

1

∆tj
i

∫ T j
i +∆tj

i

T j
i

GCj(t)dt (3)

The above equation can be represented graphically as follows:

t

GCj

GCj(t)

T j
i T j

i + ∆tj
i

GCj
avg = MConfj

i

Thus, using the above equation, we calculated the average confidence for gaze estima-
tion for each video clip viewed by a subject during the assessment.
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3.3. Subjective Assessment

The subjective assessment was conducted using an Android application specifically
designed to collect additional user information alongside video playback and quality
ratings in our previous studies [20]. For this experiment, the application was modified to
record timestamps for every user input. The application was run on a Redmi K60 Ultra
mobile phone, equipped with a Dimensity 9200+ processor and 12 GB of RAM. As the
users were wearing a Pupil Core headset and providing ratings on a mobile application
as shown in Figure 1, it was not possible to adhere to all the recommendations provided
in ITU-T P.910 [47] and ITU-R BT.500 [57]. However, the methodology for subjective
assessment regarding the number of users, rating scales, etc., adhered to the ITU-T P.910 [47]
recommendations. Before each assessment, users participated in a training session during
which they received detailed instructions both verbally and in writing. Additionally,
the subjective assessments adhered to the research ethics principles established by the
Swedish Research Council [58].

Subsequently, users were shown one video clip from each game and asked to indicate
whether they liked the game content on a binary scale (‘Yes’ or ‘No’). They were also
requested to rank their delight towards the game content on a 1–9 point Likert scale. After
the delight ratings, the users were shown 4 videos from one game in a randomized order
to obtain quality ratings. The MOS values were obtained using the five-point ACR scale
using the Single-Stimulus method.

A total of 40 stimuli were presented to the subjects, with the option for playback
available in the mobile application in cases of indecision. However, due to the time
required for the training session and particularly for calibrating the Pupil Core headset to
accommodate different head sizes and eye positions to achieve a confidence value close
to 1, the total duration for individual sessions was approximately 13–15 min excluding
the calibration process. Thirty-nine users participated in the assessment, the majority of
whom were either bachelor’s or master’s students in Computer Science and familiar with
quality ratings. The ratings of one subject were discarded due to inconsistency between
the binary and Likert scales regarding delight; specifically, the subject selected ‘Yes’ on the
binary scale but gave a rating lower than 4 on the Likert scale. Additionally, two outliers
were detected based on MOS scores and subsequently excluded from the final calculations,
resulting in a total of 36 users. Among these 36 participants, there were 24 males and 12
females, with a mean age of 26 years and a standard deviation of 11.21.

4. Results and Discussion

Given the selection of the most popular games, the majority of subjects had already
played at least one of the eight games. Additionally, the short duration of the assessment
ensured that subjects remained attentive throughout. However, the colors in some games,
such as Animal Crossing and Minecraft, were not as vibrant compared to others. We also ob-
served that users were polarized in their ratings for sandbox survival games like Minecraft,
leading to wide error bars based on confidence intervals and statistically significant results
in terms of delight.

The GoB and PoW values for video stimuli are presented in Table 2.
The results for Code Vein at 30fps are with a 1080p resolution, as shown in Table 1 and

discussed in Section 3.1. The results reveal a dispersion in user ratings despite identical
video quality in terms of resolution and frame rate. This dispersion, evident from the %GoB
and %PoW metrics, indicates that factors other than video quality influence user experience
across different game titles. One potential reason is that certain video stimuli, such as Animal
Crossing and Minecraft, exhibit more muted colors compared to other games. Additionally,
some clips may appear slightly faded depending on the specific in-game context.

Furthermore, the data suggest that the video resolution in close ranges, specifically
1080p and 720p, has a negligible effect on user ratings. In contrast, frame rate emerges as a
significant determinant of user satisfaction. Consequently, under conditions of low-speed
internet connections, a lower resolution paired with a higher frame rate is likely to yield



Future Internet 2024, 16, 420 10 of 16

higher user satisfaction. Typically, game developers program their games to automatically
adjust to the user’s native resolution or allow the user to select a lower or higher resolution
based on device capabilities and internet connection speed. Our study offers insights
suggesting that developers might consider prioritizing frame rate over resolution for an
optimized user experience.

Table 2. GoB and PoW metrics of video stimuli.

1080p, 60 fps 720p, 60 fps 720p, 30 fps

Game Name GoB PoW GoB PoW GoB PoW

Animal Crossing 58.3% 0% 77.8% 2.8% 16.7% 11.1%
CSGO 91.7% 0% 88.9% 0% 77.8% 0%
Call of Duty 63.9% 8.3% 25% 13.9% 19.4% 41.7%
Code Vein 69.4% 0% 80.6% 2.8% 55.6% * 13.9% *
Fortnite 69.4% 5.6% 50% 5.6% 13.9% 69.4%
Minecraft 72.2% 5.6% 38.9% 33.3% 22.2% 27.8%
PUBG 91.7% 2.8% 66.7% 2.8% 33.3% 19.4%
Rocket League 77.8% 0% 66.7% 0% 61.1% 11.1%

Code Vein*: 1080p, 30 fps.

4.1. Impact of Delight of Shown Video Content

Besides video quality, various human and system factors can influence user ratings.
To evaluate the human influence factors, we asked the subjects to give their opinion about
liking a specific game in terms of graphics, content, gameplay, etc. We collected user
feedback regarding their satisfaction with the displayed content using both binary and
ordinal scales, as detailed in Section 3. Figure 4 presents the MOS values for four games on
a binary scale in terms of user satisfaction, along with 95% confidence intervals (CI).

(a) (b)

(c) (d)

Figure 4. MOS of subjective assessment based on delight with 95% CI. (a) MOS_Animal Crossing;
(b) MOS_Counter-Strike 2; (c) MOS_Code Vein; (d) MOS_PUBG.

The results demonstrate the effect of user delight (liking) on the presented content
across various games. With the exception of the PUBG results, most outcomes from the
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remaining games are either statistically significant or nearly so. It is important to note that
the sample size for user delight is inconsistent across the outcomes as shown in Figure 4,
making it challenging to draw statistical conclusions. Therefore, after confirming the
homogeneity of variance by using Levene’s test [59], we also conducted a one-way ANOVA
using SPSS across all scenarios to gain more relevant insights into the results. The one-way
ANOVA outcomes for all games are provided in Table 3.

Table 3. Results of one-way ANOVA based on user delight.

1080p, 60 fps 720p, 60 fps 720p, 30 fps

Game Name F Sig. F Sig. F Sig.

Animal Crossing 6.004 0.020 5.696 0.023 3.290 0.079
CSGO 5.533 0.025 1.062 0.310 4.650 0.038
Call of Duty 4.208 0.048 5.822 0.021 1.985 0.168
Code Vein 6.896 0.013 4.075 0.051 4.877 * 0.034 *
Fortnite 4.333 0.045 2.188 0.148 4.294 0.046
Minecraft 6.149 0.018 11.565 0.002 10.536 0.003
PUBG 3.348 0.076 2.435 0.128 2.967 0.094
Rocket League 4.310 0.046 2.005 0.166 2.336 0.136

Code Vein*: 1080p, 30 fps.

The results highlight the impact of user delight on MOS ratings, underscoring the
importance of selecting appropriate stimuli to assess the influence of human factors. Fur-
thermore, they reveal that video stimuli designed with varying quality levels, as typically
found in traditional QoE databases based on quality-of-service (QoS) metrics, are inade-
quate for investigating human influence factors. This is because quality degradation can
significantly alter users’ perceptions of the stimuli, overshadowing the intended focus on
factors such as delight or mood. In our previous research [19,20], we could not achieve
statistically significant results because the databases contained multiple stimuli with degra-
dations due to QoS metrics like packet loss, jitter, and other factors. Thus, illustrating the
impact of user delight was challenging, as the inconsistent content and user frustration
with highly impaired stimuli led to insignificant outcomes.

4.2. Impact of User Gaze on Mobile Gaming Experience

Figure 5 shows a histogram of gaze confidence values derived from eye-tracking data
for all users across the full set of stimuli, based on the MOS. According to the guidelines in
the ‘pupil_gaze_positions_info’ file, which is generated during the export of recordings
using Pupil Player, the confidence value reflects the accuracy of the pupil detector’s mea-
surements. A value of 0 indicates no confidence, meaning the position data should be
ignored as no fixations are detected, while a value of 1 indicates perfect confidence. It is
noted that useful data typically have a confidence value greater than approximately 0.6 as
discussed in Section 2.1. The figure presents the MOS values across all games, stratified by
confidence values and the number of subjects. It is important to note that this analysis only
utilizes fixation data from the calibrated area. The results indicate that a greater number
of users with higher gaze confidence were more likely to assign a higher MOS to videos
with elevated resolution and frame rates. However, the ratings remain dispersed, as the
distribution of subjects is relatively balanced between high and low opinion score categories
across different resolutions. Additionally, it is important to note that the average gaze
confidence level accounts for both the time spent watching the video and the time taken to
provide a rating, as users had the option to replay certain stimuli if they felt uncertain.
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Figure 5. Histogram of user gaze.

Figure 6 presents the relative frequency [60] of user ratings for all games, categorized
by the %GoB and %PoW rating scales, along with Neutral ratings on the ACR scale.

Figure 6. Relative frequency of gaze based on %GoB and %PoW ratings.

A noticeable trend emerged in which users with lower gaze confidence tended to
rate the highest quality video (1080p at 60 frames per second) as either poor or bad.
Conversely, for the lowest-quality video, users with higher gaze confidence provided
feedback that was more closely aligned with the actual quality of the stimuli. Although this
difference is evident but not statistically significant, it aligns with our expectations given
the experimental design. The small area of interest on the mobile screen, the selection of



Future Internet 2024, 16, 420 13 of 16

gaming-related stimuli, and the brief assessment duration effectively focused participants’
visual attention within the calibrated area, as observed during the assessments.

5. Conclusions

This study highlights the critical influence of human factors on mobile gaming ex-
periences. As multimedia content, particularly video, dominates internet usage and the
mobile gaming market continues to expand, optimizing gaming applications for mobile
hardware constraints and adapting to network speed variations remain essential. Our
research emphasizes that user delight significantly impacts the user ratings for most video
stimuli, with higher frame rates preferred over screen resolution. These findings suggest
that developers should prioritize higher frame rates to enhance user experience. Addition-
ally, while gaze tracking shows the effect of visual attention, further investigation using
advanced tracking modules along with multisensory methods is recommended.
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