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Abstract: This paper presents a novel approach to robotic control by integrating nonlinear dynamics
with machine learning (ML) in an Internet of Things (IoT) framework. This study addresses the
increasing need for adaptable, real-time control systems capable of handling complex, nonlinear
dynamic environments and the importance of machine learning. The proposed hybrid control system
is designed for a 20 degrees of freedom (DOFs) robotic platform, combining traditional nonlinear
control methods with machine learning models to predict and optimize robotic movements. The
machine learning models, including neural networks, are trained using historical data and real-
time sensor inputs to dynamically adjust the control parameters. Through simulations, the system
demonstrated improved accuracy in trajectory tracking and adaptability, particularly in nonlinear
and time-varying environments. The results show that combining traditional control strategies with
machine learning significantly enhances the robot’s performance in real-world scenarios. This work
offers a foundation for future research into intelligent control systems, with broader implications for
industrial applications where precision and adaptability are critical.

Keywords: nonlinear dynamics; machine learning; robotic control

1. Introduction

The integration of robotic systems with advanced control methods and machine
learning has become a key research focus, particularly in the context of the Internet of Things
(IoT) [1,2]. As IoT applications continue to expand across various industries [3,4], from
smart agriculture to autonomous transportation [5,6], the demand for adaptive, real-time
control systems that can handle complex, dynamic environments has grown significantly [7].
These systems must be capable of interacting with diverse sensors, processing vast amounts
of data, and making intelligent decisions to optimize performance [8]. In this regard,
the combination of nonlinear dynamics, machine learning, and IoT technologies offers a
promising approach [9,10].

Nonlinear control systems are well-suited for managing the complex dynamics of
robotic platforms, especially those with multiple degrees of freedom [11,12]. Traditional con-
trol techniques, such as PID and adaptive control, have been widely applied in robotics [13].
However, these approaches often struggle in environments characterized by high nonlin-
earity, uncertainty, and time-varying conditions. Recent advancements in machine learning,
particularly deep learning and recurrent neural networks, provide new opportunities to
enhance control accuracy and adaptability [14–17]. By leveraging the universal approxima-
tion capability of neural networks, it is possible to model the intricate relationships between
input control signals and system behavior, enabling more precise control in real-time
scenarios [17].

Future Internet 2024, 16, 435. https://doi.org/10.3390/fi16120435 https://www.mdpi.com/journal/futureinternet

https://doi.org/10.3390/fi16120435
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com
https://orcid.org/0000-0003-1768-2231
https://orcid.org/0000-0001-6657-7337
https://doi.org/10.3390/fi16120435
https://www.mdpi.com/journal/futureinternet
https://www.mdpi.com/article/10.3390/fi16120435?type=check_update&version=1


Future Internet 2024, 16, 435 2 of 23

In parallel, the integration of the IoT allows for the seamless exchange of informa-
tion between robotic systems and distributed networks, facilitating real-time monitoring,
control, and decision-making across large-scale environments [18,19].

The IoT infrastructure supports the collection of sensor [20–22] data from various
sources, which can be fed into machine learning models for the continuous adaptation of
control parameters. This adaptability is essential in applications such as smart farming,
where environmental conditions can change unpredictably, requiring the control system to
respond promptly.

This paper introduces a hybrid control architecture that combines nonlinear dynamics
and machine learning (ML) techniques to optimize robotic control systems, specifically
designed for a 20 degrees of freedom (DOFs) robotic platform [23]. The integration of ML
into this system enables real-time adjustments, improving the adaptability and precision of
the control strategy.

This research builds on previous work by integrating nonlinear dynamic modeling
with machine learning and the IoT, focusing on practical implementation and real-time
adaptability in various IoT-driven scenarios [24–31].

Recent studies have demonstrated the potential of machine learning techniques in
robotic control. For instance, El-Hussieny et al. [11] utilized a deep learning-based Model
Predictive Control (MPC) framework to enhance the trajectory tracking of a three DOFs
robotic leg, highlighting the advantages of data-driven models over traditional analytical
methods in real-time control scenarios. Similarly, Yuan et al. [24] explored the application
of auxiliary physics-informed neural networks to solving the forward and inverse prob-
lems of nonlinear integro-differential equations, demonstrating the efficacy of adaptive
learning models in complex environments. Chen and Wen [32] explored the application
of multi-layer neural networks in industrial robot trajectory tracking, while Li et al. [33]
and Zheng et al. [34] applied recurrent neural networks to trajectory tracking for high-
dimensional robotic systems, demonstrating the efficacy of adaptive learning models in
complex environments. Moreover, the integration of the IoT with robotic control systems
has been discussed extensively, particularly in smart farming applications [35–37] where
real-time data processing and environmental adaptability are crucial.

The diagram in Figure 1 illustrates the four-layer architecture of an IoT system [38],
with each layer serving specific functions in the IoT ecosystem:
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Figure 1. Architecture of the IoT and a robot.

Sensing layer: This layer showcases the use of embedded devices, such as sensors and
actuators, tasked with data acquisition. These devices collect environmental data.

Network layer: This employs a range of communication technologies including WiFi
and Bluetooth for local connectivity. For applications requiring extended range, tech-
nologies like Zigbee, cellular networks (4G/5G), and LoRaWAN are also incorporated.
This layer may also integrate security measures such as encryption and authentication to
safeguard data exchanges.
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Data processing layer: Located primarily in cloud-based platforms, this layer handles
the heavy lifting of data analysis. It processes incoming data streams to extract actionable
insights and supports advanced computational tasks. Technologies in use include data
management systems and machine learning algorithms, often within structures like data
lakes that store vast amounts of unprocessed data.

Application layer: This is a simulator that control applications and highlights where
the data become actionable through various applications. It is potentially developed in
programming environments like MATLAB R2024a, Python 3.10, or Java 19.0.1.

2. Materials and Methods

This study presents a control system designed for a 20 DOFs robotic platform, inte-
grating nonlinear dynamic equations and machine learning models. The robot is modeled
using a set of nonlinear differential equations, and the control system is developed using
MATLAB. The dynamic modeling incorporates the Adams–Bashforth–Moulton method for
solving the equations of motion, chosen for their balance between computational efficiency
and accuracy in predicting dynamic states. The hybrid control strategy combines traditional
feedback control and a neural network that dynamically adjusts the control parameters
based on real-time sensor inputs. The neural network is trained on historical data collected
from the robot’s previous trajectories, allowing it to predict necessary adjustments for
improved performance in real-world tasks.

2.1. Mathematical Foundation and Dynamic Modeling

The flyer model was adapted, which is extensively detailed in the literature [23]
and serves as the basis for the implemented software representing a complete humanoid
mechanism. Figure 2 illustrates the basic model serving as the foundation for the software
in MATLAB’s implementation. In this schematic representation of the humanoid robot,
contact with the ground is facilitated by a cart with the specified dimensions. The primary
segment of the mechanism is the pelvis, which is rigidly attached to the stationary cart.
This modeling approach aligns with techniques used in robotic manipulator design, where,
typically, a single open kinematic chain is sufficient to represent the manipulator.
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In this case, however, due to the complexity of the humanoid structure, multiple
kinematic chains are required, each originating from specific segments of the mechanism.
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Figure 2 depicts the mechanism as consisting of three kinematic chains, indicated by curved
lines with arrows showing the direction of the chain extension. Chain I comprises the
pelvis, torso, and head; chain II, the pelvis, torso, and right arm; and chain III, the pelvis,
torso, and left arm.

Each chain is composed of segments (numbered: torso—4, head—7, right upper arm—10,
right forearm—12, right hand—14, left upper arm—17, left forearm—19, left hand—21) in
Figure 2. All other segments are imaginary with approximately zero dimensions, as well as
negligible dynamic characteristics so as not to affect the real part of the mechanism (masses m
and moments of inertia J, have values of 0). This division into kinematic chains is a functional
approach for this model.

The head and torso segments are separated, introducing three additional degrees of
freedom between them, replicating realistic movement. A rotational degree of freedom
around the z-axis is introduced between the pelvis and torso, providing a third degree of
freedom at the waist. The arm complexity is increased by adding two more degrees of
freedom at the shoulders (allowing rotation around the y-axis) and incorporating triangular
joints along the z-axis in both arms. The model includes hands, which can rotate relative to
the forearm, achieved through a combination of rotations around the x- and y-axes. The
resulting structure, thus, provides a total degree of freedom as given by N = 20i + 6.

The state of the robotic system is defined by the vector X [23,39], which includes the
joint angles, angular velocities, and accelerations. The pose of a base segment in space is
given by the following equation:

X = [x, y, z, φ, θ, ψ]T (1)

The vector contains six components that describe the position and orientation in a
three-dimensional space: x y z represent the Cartesian coordinates of the position in space.
φ θ ψ represent angles that are typically Euler angles, describing the orientation of the
segment in space (φ—roll rotation around x-axis; θ—pitch rotation about the y-axis; and
ψ—yaw rotation about the z-axis).

φ(roll) = atan
(

2·(ω·x + y·z), 1 − 2·
(

x2 + y2
))

(2)

θ(pitch) = asin(2·(ω·z + x·y)) (3)

ψ(yaw) = atan2
(

2·(ω·z + x·y), 1 − 2·
(

y2 + z2
))

(4)

This vector describes the spatial positioning and orientation of an object (such as a
robot) in terms of the translational coordinates x, y, z and rotational coordinates φ θ ψ. It is
used for determining the location and orientation in space, suitable for tasks like navigation,
positioning, and alignment in a fixed reference frame. Its purpose is to provide a general
pose in 3D space, useful for external tasks and interactions, whereas a state vector that
includes joint dynamics is more specialized for internal control and analysis within robotic
systems and is given in Equation [5], which includes the joint angles, angular velocities,
and accelerations. This would indeed be a more detailed and dynamic focused version of a
state vector in robotics.

Q = [X q]T = [x y z φ θ ψ q1 q2 q3 . . . qn]
T (5)

This vector typically encompasses not only the positions of the joints but also their
velocities and accelerations over time, making it highly suitable for dynamic modeling
and control purposes. The dynamic model, governed by nonlinear dynamic equations
derived from the Euler–Lagrange formulation [40,41], for a robotic system with n degrees
of freedom (DOFs) is described as follows:

H(q)
..
q + h

(
q,

.
q
)
+ g(q) = τ (6)
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where

H(q) is the inertia matrix, influenced by the robot’s configuration;
..
q represents the joint accelerations;
h
(
q,

.
q
)

represents the Coriolis and centrifugal forces, dependent on both the position and
velocities of the joints;
g(q) is the gravitational force vector, depending solely on its configuration;
u is the control input vector (torques or forces).

The robot’s velocity motion is governed by the following differential equations:

.
q =

cosθ 0
sinθ 0

0 1

[ v
ω

]
(7)

where q represents the joint positions, θ represents the orientation, υ represents the linear
velocities, andω represents the angular velocities. The key engineered features include the
Euler angles (derived from quaternion orientation data), total angular velocity ( ωt), and
total linear acceleration (v t).

ωt =

√
(angular_velocity_X)2 + (angular_velocity_Y)2 + (angular_velocity_Z)2 (8)

vt =

√
(linear_accelerat_X)2 + (linear_accelerat_Y)2 + (linear_accelerati_Z)2 (9)

Analyzing the movement of the robot in the environment, the Jacobian matrix is
used, J = ∂X

∂Q , which gives the relationship between the point of the robot located in the
local coordinate system and the speed of the entire mechanism in relation to the global
coordinate system:

H(q)
..
q + h

(
q,

.
q
)
+ g(q) = τ + JT (q) Fext (10)

JT (q) is the transpose of the Jacobian matrix. This matrix relates the external forces
and torques Fext acting on the robot to the torques at the joints. The Jacobian J(q) trans-
forms the joint velocity vectors into end-effector velocity vectors in the workspace, and its
transpose JT (q) maps the external forces applied to the end-effector back to the equivalent
joint torques.

Fext represents the external forces. This vector represents the forces and torques from
the environment acting on the robot. These could be due to interaction with objects, external
loads, or any other environmental influence exerting force on the robot.

In an IoT-integrated robotic system, the motion of the robot can be monitored through
a connected device that communicates with the controller, publishing pose data in a
structured format, such as JSON sensor data for “current_pose”, which include information
about the robot’s position and orientation (the position of the robot’s tool reference frame is
described by the coordinates in Equation (1) and the orientation by Equation (5)).

Once all of these data are organized, they are ready to be used to create a virtual “flyer”
object. However, before using this object, it must first be created in the computer’s memory.
This is performed with the help of the k_flier constructor. When this constructor is called, it
creates a new flyer object (in this case, named flier20), based on the structured data from
the gen_links function.

In simple terms, the ‘gen_links’ function gathers all the complex information needed
to define the flyer, while the ‘k_flier’ constructor brings it to life in the digital environment,
allowing researchers to use this model in simulations and to further study its behavior.

The flowchart (Figure 3) effectively outlines a robust system for managing commands
in an automated or robotic system, ensuring that actions are taken based on successful
connections and accurate sensor data, with contingencies for failures. It emphasizes a
structured approach to operational readiness, monitoring, and execution, allowing for real-
time adjustments and precise control based on environmental feedback and operational
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status. The integration of feedback loops and error checks promotes high reliability and
safety, crucial for maintaining performance and responsiveness in dynamic environments.
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2.2. Integrating Nonlinear Methods with Neural Networks

The diagram in Figure 4 outlines a hybrid control architecture that integrates tradi-
tional numerical calculations with neural network predictions to optimize robotic control.
This architecture is designed to adaptively refine control strategies through iterative learn-
ing, making it highly effective for complex robotic applications. We proposed a hybrid
control architecture that combines the strengths of nonlinear mathematical methods and
neural networks. A neural network is used to optimize the robot’s control strategy, such
as path planning, joint control, or disturbance handling. The inputs to the neural network
were as follows: the joint angles, joint velocities, external forces, etc. The outputs of the
neural network were as follows: the predicted joint torques, optimized trajectories, or
control signals.

Machine learning models are integrated to learn from the robot’s past trajectories and
to dynamically adjust the control parameters.

The inputs to the neural network are the variables that describe the current state of the
robot and the environment. In this case, these include the following: the position of each
joint in the robot, which can be represented as a vector Q (Equation (5)) of size n, where
n is the number of joints q = [q1, q2, . . . , qn ] the speed at which each joint is moving
(vector dq =

.
q) of size n: dq =

.
q =

[ .
q1,

.
q2,

.
q3, . . .

.
qn

]
; and the external forces acting on

the robot (including disturbances, gravity, or forces from contact with the environment).
F =

[
Fx, Fy, Fz

]
, where the components are forces in the three-dimensional space. The

previous control signals or torques applied to the joints are used as inputs if the control
strategy depends on past actions.
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Applying Equation (5), the outputs of the neural network are the variables that repre-
sent the control actions the robot should take (Figure 5). The joint torques τ are applied to
each joint to achieve the desired motion. With a vector τ of size n, y = [τ1 τ2 τ3 . . . τn]

T ,
and the desired angles qn (joint positions) and

.
qn (joint velocities) for each joint, the robot

should be guided by the neural network to a specific posture or trajectory.
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From the MATLAB robot code, the inputs are as follows: q(7:26), the angles of the
robot’s joints; dq(7:26), the velocities of the robot’s joints; and FW, the external forces acting
on the robot.

Outputs: The torque values that should be applied to each joint to achieve that which
is desired, such as from the main loop of the neural network, where the torques (currently
with physics-based models) are calculated.

Neural network architecture: The input layer has a size 2n + m, where n is the number
of joints, and m is the number of force components. Hidden layers: the number of layers
and neurons are chosen per layer based on the complexity of the control problem. A
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common starting point is two hidden layers with 64 neurons each. The output layer has
a size n, corresponding to the torques for each joint. Activation functions: typically, the
ReLU (Rectified Linear Unit) is used for the hidden layers and a linear activation for the
output layer.

The control strategy for the robotic system involves using the torques predicted by a
neural network to precisely actuate the robot’s joints. This method incorporates real-time
data on the joint positions, velocities, and external forces to calculate the necessary torques
(Figure 6). These torques are then applied directly to the joints, enabling the robot to achieve
the desired movements and postures efficiently. This approach ensures both accuracy and
reduced energy consumption, enhancing the robot’s performance and durability.
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Weight matrices
(
W1, W2, . . . , Wj ) are used in each layer of a neural network to transform

the input data into a format that the network can use to make decisions or predictions. For
instance, W1 is the weight matrix used in the first layer of the network to transform the initial
input vector into the first hidden layer’s output (h1). Similarly, W2 transforms h1 into h2,
and so on. Neural networks use weight matrices in conjunction with nonlinear activation
functions (like the ReLU) to introduce nonlinearity into the network. This nonlinearity allows
the network to learn complex patterns beyond what a linear model could achieve.

During the training phase, these weight matrices are adjusted to minimize the loss
function—the measure of how far the network’s predictions are from the actual values. This is
typically performed using optimization algorithms like gradient descent, where Wj is updated
iteratively. This is described by the following equation:

W(t+1)
j = W(t)

j − µ
∂L
∂Wj

(11)

Wj denotes the weight matrix at the j-th layer at iteration t. The gradient ∂L
∂Wj

tells
us how to adjust Wj to reduce errors in the predictions, and η is the learning rate that
determines how big each update should be.

W1 and Wj are crucial for transforming and processing the input data through each
layer of the network, allowing the model to learn from the data and make increasingly
accurate predictions or control decisions. The use of multiple weight matrices enables the
network to handle a variety of tasks and adapt to different data patterns and complexities,
which is especially vital in applications like robotic control where the dynamics can be
highly variable and complex.

The main loop of the MATLAB code (Algorithm 1) performs the execution of the
planned motions:
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Algorithm 1 Predict Function

1: while (t < T)
2: t = i*dt;
3: % Update the states
4: Q_132 = [q; TetaA; TetaB; dq; dTetaA; dTetaB];
5: options = odeset(‘RelTol’, 1 × 10−2, ‘AbsTol’, 1 × 10−4, ‘MaxOrder’, 3);
6: [tout,Q_132_out] = ode113(@ECCERdof_PomPod,[t t + dt], Q_132, options);
7: Q_132 = Q_132_out(end,:)’;
8: q = Q_132(1:26);
9: . . .
10: % Control adjustments

Here, the robot states (positions, velocities, etc.) are updated over time using a
numerical integration method (ode113), which approximates the continuous time dynamics
of the robot.

The loss function is defined as the mean squared error between the desired and actual
joint angles. The training process involves backpropagation, where the gradients of the
loss function are computed with respect to the network parameters and used to update
the weights.

Loss function. The mean squared error (MSE) between the predicted torques ŷ and
the actual torques y is determined as follows:
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2.3. Adams–Bashforth–Moulton Method for Nonlinear Dynamics

The dynamics of the 20 DOFs robot are simulated using the ode113 solver, which imple-
ments the Adams–Bashforth–Moulton method. This method is particularly well suited for
solving stiff ordinary differential equations (ODEs), which are common in robotic systems due
to the presence of multiple interacting components. The Adams–Bashforth–Moulton method
is a predictor–corrector method used to solve ODEs of the form

.
y = f (t, y).

The predictor step estimates the solution at the next time step using the previous values:

ypredict
n+1 = yn + h

m−1

∑
i=0

β f (tn−1, yn−1) (13)

The corrector step refines the estimate to enhance the accuracy:

yn+1 = yn +
h
2

[
∂0 f (tn+1, ypredict

n+1 ) +
m−1

∑
i=0

∂i f (tn−1, yn−1)

]
(14)

where h is the step size and βi and αi are the coefficients that depend on the order of
the method.

This method is particularly effective for ensuring that the solution remains stable and
accurate over long simulation periods, making it ideal for scenarios that integrate both the
outputs from numerical methods and adjustments from machine learning to generate the
optimal control inputs for the robotic system.

The hybrid control strategy, combining traditional control (PID and inverse kinematics)
with machine learning for model-free adaptation, can be implemented within the controller
block. The transformation to robot coordinates and feedforward components would be
primarily handled by traditional control methods, while the controller can adapt using
machine learning to fine-tune responses based on sensor feedback.



Future Internet 2024, 16, 435 10 of 23

The provided diagram (Figure 7) is consistent with the mathematical and control
methodologies discussed in this paper. It effectively visualizes the hybrid control architec-
ture where traditional control principles, numerical methods, and machine learning work
together to optimize the robotic motion control.
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The control structure can be broken down into the following stages:
Reference trajectory generator: This block generates the desired reference trajectory

defined by xed, which is the desired position in the x-direction; yed, which is the desired
position in the y-direction; ψed, which is the desired heading angle; and Vd, which is the
desired velocity.

The feedforward block compensates for known disturbances and path deviations. In the
methodology discussed earlier, this is supported by the traditional control methods, where the
feedforward signal works as a primary reference, while the feedback corrects errors.

Coordinate transformation and guidance errors: This block transforms the global
reference trajectory into the robot’s local coordinate frame. It computes the errors between
the desired trajectory (from the reference generator) and the current trajectory of the robot.

The outputs include the following: eψ, which is the error in the heading angle and
ex, ey, which are the position errors in the x- and y-directions. The desired heading and
velocity values ψed, Vd are passed to the controller.

The controller processes the errors and generates control signals u1 and u2, which corre-
spond to the commands for the steering wheel and driving force, respectively. The controller
seeks to minimize the errors eψ and ex, ey by adjusting the steering and speed commands.

This is analogous to the inverse kinematics calculation q = f−1(p).
Controller: The controller block is responsible for generating the actuation commands

u1 (steering) and u2 (driving force). In the context of the earlier methodology, this would in-
volve both traditional control (PID and adaptive control) and machine learning components
for fine-tuning the actuation.

The mathematical formulation for control is presented with the following equations:

u1 = Kpex + Ki

∫
exdx + Kd

dex

dt
(15)

u2 = Kpeψ + Ki

∫
eψdx + Kd

deψ

dt
(16)

where Kp, Ki, Kd are the control gains, adaptively tuned using the neural network; ψd is
the desired heading angle; and ψ is the current heading angle.

Mobile robot dynamics: The dynamics of the mobile robot, such as the steering and driving
forces, are controlled by the inputs u1 and u2. This block represents the physical model of the robot,
whose dynamics were mathematically modeled using the Adams–Bashforth–Moulton method.

Sensors and feedback loop: The sensor block provides the actual state y = [xe, ye, ψ]T

back to the controller for feedback-based correction. The sensor inputs, such as the current
pose (position and orientation), are used to refine the predictions from the neural network
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and the Adams–Bashforth–Moulton method, ensuring precise real-time feedback and
minimizing the error e(t).

Results and feedback loop: The outputs of the mobile robot block (current posi-
tions xe, ye; heading ψ; and velocity Vx) are compared to the desired reference values
xed, yed, ψ, Vd to continuously adjust the control inputs. The feedback loop ensures
that the robot stays on the desired trajectory by constantly minimizing the errors through
corrective actions from the controller.

The key equations that are applied in this architecture involve computing the trajectory
errors, updating the control laws, and modeling the robot’s motion [42], based on its
dynamics (typically represented by differential equations).

The diagram represents a closed-loop control system for trajectory tracking, where the
robot continuously receives updated trajectory information and makes real-time adjust-
ments to its steering and speed to follow the reference path. The control system integrates
sensor feedback and guidance algorithms to ensure accurate path following.

Forward kinematics is the process of determining the position and orientation of the
end-effector (in task space p) from the joint angles (in configuration space q).

Mathematically, it is represented as follows:

p = f (q)

where

p is the position and orientation of the end-effector in the task space;
q is the vector of the joint angles in the configuration space;
f is the forward kinematics function.

This function maps the joint angles to the end-effector’s position and orientation in
the task space.

Inverse kinematics is the process of determining the required joint angles (in config-
uration space q) to achieve a desired position and orientation of the end-effector (in task
space p).

Mathematically, it is represented as follows:

p = f−1(q)

where q is the vector of the joint angles in the configuration space; p is the desired position
and orientation of the end-effector in the task space; and f−1 is the inverse kinematics
function. This function maps a desired end-effector position and orientation back to the
necessary joint angles.

Mapping the relationship between the spaces: the actuation inputs u are mapped to
the configuration space q using specific functions, denoted as f−1

spec.
From configuration space to task space: the joint angles q are then mapped to the task

space p using the forward kinematics function:

p = f f ind(q) (17)

Inverse mapping: conversely, the task space p can be mapped back to the configuration
space q using inverse kinematics, f−1

f ind, and then from the configuration space to the
actuation space using fspec.

q = f−1
f ind(p) (18)

u = fspec(q) (19)

Forward process: u (actuation) → q (configuration) → p (task space).
Inverse process: p (task space) → q (configuration) → u (actuation).
The forward kinematics f maps the joint angles to the task space positions, while the

inverse kinematics f−1 maps the task space positions to the necessary joint angles. The
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additional mappings fspec and f−1
spec connect the actuation commands with the configuration

space, effectively linking the entire control system from the actuator inputs to the task-
specific outputs.

The system’s foundation is built on mathematical equations representing inverse
kinematics and the dynamic model of the robot. The equations below define the positional
errors and control inputs: ex = xd − x ey = yd − y eψ = ψd − ψ.

The robot’s control inputs u1 and u2 are derived based on these error measurements
and are fed into the controller to generate the desired driving force FD and steering wheel
commands δ.

In Figure 8, the control system, which integrates both the traditional control methods
and a neural network within a hybrid control architecture, is presented. This configuration
is composed of two main loops: the tracking loop and the nonlinear inner loop with a
neural network.
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The tracking loop generates the desired trajectory signals, including the reference
positions q1d and velocities

.
q1d, and computes the trajectory errors e and

.
e. These errors are

processed through the gain matrices L and Kv to produce a reference signal that guides the
robust control term and the nonlinear inner loop. The summation operation, represented
by the plus sign in the diagram (Figure 8), combines the reference signals and feedback
states to compute the error signals. By minimizing these errors, the tracking loop ensures
that the robot’s movement remains as close as possible to the desired path.

The nonlinear inner loop incorporates a neural network that provides an adaptive con-
trol term f̂ (x). This neural network estimates and compensates for the nonlinearities and
uncertainties in the robot’s dynamics, particularly those not addressed by the traditional
control elements. The neural network receives inputs corresponding to the robot’s states,
including positions and velocities, and outputs an adaptive control signal f̂ (x). This signal
is combined with the robust control term v(t), enhancing the system’s adaptability and
providing improved tracking accuracy by adjusting to dynamic changes in real time.

The robust control term v(t) provides stability to the control system by handling model
uncertainties and disturbances. It receives the reference input τ from the tracking loop and
works in conjunction with the adaptive term f̂ (x) generated by the neural network. Unity
gain, represented by the number “1” in the diagram, indicates that certain control signals
pass through unchanged as they proceed to different stages of the system. The robust
control term, therefore, adds an additional layer of reliability, ensuring that the system
remains resilient to unexpected changes and modeling inaccuracies.

The robot system block represents the actual physical dynamics of the robot. The
combined output from the robust control term and force control loop is fed into this block,
which calculates the resulting joint positions q1 and velocities

.
q1. The feedback from these

actual states is looped back into the tracking and force control loops, allowing the control
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system to continuously refine its actions based on the current robot state, ensuring accurate
trajectory tracking and force application.

Unlike conventional feedback mechanisms, which typically rely on fixed control gains
or linear models, the neural network adapts in real time based on state feedback, providing
an output f̂ (x) that is combined with the robust control term v(t). The combined control
input to the robot system is τ = v(t) + f̂ (x). The error e in the tracking loop e = qd − q. By
leveraging the neural network’s learning capabilities, the control law becomes adaptive,
ensuring that the system can cope with dynamic environmental changes, which is especially
valuable in applications involving variable loads or complex trajectories. The prediction
error eqN = F(x)− f̂ (x) is associated with the neural network’s approximation defined
as follows. If we make a comparison to traditional control, in this neural network control
model, L functions similarly to Kp (proportional control). Kf is a gain matrix that determines
how the system reacts to differences between the desired and measured interaction forces.
Kv plays a role akin to Kd (derivative control), and the effect of Ki (integral control) is
adaptively handled by the neural network’s feedback learning capability and the robust
control adjustments over time.

3. Results

An examination of the feature distributions between the training and test datasets is
presented in Figures 9 and 10.
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Figure 8 displays the basic sensory data acquired from the robot, including orientation,
angular velocity, and linear acceleration along different axes. The distributions reveal con-
sistent patterns between the training and test data, indicating that the experimental setup
effectively captures the dynamic behavior of the robotic system under varied conditions.

Figure 9 further extends this analysis to include engineered features that are critical
for the robotic control algorithms, such as the total angular velocity and Euler angles.

This plot showcases the distributions for the engineered features such as the total an-
gular velocity, total linear acceleration, Euler angles, and derived velocity and acceleration
metrics in the training and test datasets.

The consistency across these feature distributions validates the data processing and
feature engineering steps undertaken, ensuring that the machine learning models trained
on these data are well equipped to generalize from training to real-world application
scenarios. This robust feature engineering is further supported by the correlation analysis
presented in Figure 11, which provides a deeper insight into the relationships between the
orientation, angular velocity, and linear acceleration parameters.
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From the results, as can be seen, a very strong correlation (1.0) is evident between
roll (orientation_x) and scalar_part, as well as between yaw (orientation_z) and pitch
(orientation_y). There is a notable negative correlation (−0.8) between angular velocity
in the z-direction (w_z) and angular velocity in the y-direction (w_y). Furthermore, a
moderate positive correlation (0.4) exists between linear acceleration in the y-direction
(dv_y) and linear acceleration in the z-direction (dv_z). The strong correlations observed in
the data not only highlight the critical relationships between the orientation and velocity
parameters but also provide valuable insights into the feature importance for the subsequent
predictive modeling.

In Figure 12, is presented the structure of the neural network model. The developed
model consists of a sequential architecture designed to predict the robotic joint torques,
which is crucial for the accurate control of a 20 DOFs robotic platform. The input layer
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receives 41 features, comprising the joint angles, velocities, and force measures, reflecting
the comprehensive state of the robot necessary for effective torque computation.
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Figure 12. Structure of the neural network model.

First layer: The model begins with a dense layer of 3810 units. Although this number
appears large, it was initially chosen to test the capacity of the network to capture com-
plex patterns in the high-dimensional data. This layer uses ReLU activation to introduce
nonlinearity, allowing the model to learn more complex functions.

Dropout and regularization: A dropout rate of 20% follows to prevent overfitting by
randomly omitting subsets of features during training, thus ensuring that the model does
not rely too heavily on any single neuron.

Hidden layers: A subsequent dense layer with 128 units further processes the learned
representations, with another dropout layer at 10% to continue regularization. ReLU
activation is used here as well to maintain nonlinear learning.

Output layer: The final layer consists of 20 units corresponding to each joint torque,
with a linear activation function. This setup is crucial as the task is a regression problem
where each output unit predicts a continuous value representing the torque.

The training progress of a neural network model is presented in Figure 13, which
shows the performance over 100 epochs. It includes the loss and accuracy metrics for
each epoch, demonstrating how the model’s performance improves as training progresses.
As the epochs increase, the loss decreases and the accuracy increases, indicating effective
learning and adaptation by the model to the training data. By the final epochs, the model
achieves a high accuracy and low loss, suggesting that it has effectively captured the
underlying patterns in the training dataset. The final accuracy is 0.9304 and the loss
is 0.1850.
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4. Simulations

Two typical cart movements, linear and circular, were simulated: a cart motion with a
trapezoidal velocity profile and a circular motion.

A simulation of the robot’s cart motion with a trapezoidal velocity profile was con-
ducted to analyze its dynamic behavior. The characteristics of the motion are summarized
in Table 1.

Table 1. Characteristics of cart motion with trapezoidal velocity profile.

Cart Motion with Trapezoidal Velocity Profile

distance (m) 4
time (s) 3.5

max acceleration (m/s2) 6.5
max speed (m/s) 1.13

Figure 14 presents the positions of the robot’s joints during the simulation of a cart motion
with a trapezoidal velocity profile with a distance of 1 m and a time period of T = 3.5 s.
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distance of 1 m and a time period of T = 3.5 s.

Figure 15 shows the tracking errors (tracking errors) affecting the stability during the
cart motion with a trapezoidal velocity profile with a distance of 1 m, T = 3.5 s. The tracking
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errors indicate that the most significant deviation occurs in the X joint during the stride,
but it still remains within the bounds of stability.
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of 1 m and a time period of T = 3.5 s.

This research emphasizes the importance of simulations that compare the intended
(reference) and actual paths that a robot follows during circular motion. By examining
both the trajectory and the orientation angles (ψd for reference and ψ for actual), this study
assesses how closely the robot adheres to its planned course. The tracking error (eψ), which
quantifies the deviation between the robot’s actual path and its intended trajectory, as
shown in Figure 16, is a critical measure in this analysis of the robot’s cart motion with a
trapezoidal velocity profile.
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A simulation of the robot’s circular motion was conducted to analyze its dynamic
behavior. The characteristics of the circular motion, with a radius (amplitude) of 1 m and a
period of 3.5 s, are summarized in Table 2.

Table 2. Characteristics of circular motion.

Circular Motion

radius/amplitude (m) 1
time (s) 3.5
max acceleration (m/s2) 6.445
max speed (m/s) 1.8

Figure 17 presents the positions of the robot’s joints during the simulation of circular
motion with a radius of 1 m and a time period of T = 3.5 s. Figure 18 shows the tracking
errors (tracking errors) affecting the stability during the circular motion with a radius of
1 m and T = 3.5 s. The tracking errors indicate that the most significant deviation occurs in
the X joint during the stride, but it still remains within the bounds of stability.
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By examining both the trajectory and the orientation angles (ψd for the reference and
ψ for the actual trajectories), this study assesses how closely the robot adheres to its planned
course (Figure 19). The tracking error (eψ), which quantifies the deviation between the
robot’s actual path and its intended trajectory, is a critical measure in this analysis of the
robot’s circular movement.

5. Discussion

The results of this study demonstrate the efficacy of integrating nonlinear dynamics
with machine learning (ML) in optimizing control systems for a 20 degrees of freedom
(DOFs) robotic platform. By utilizing a hybrid control approach that combines traditional
feedback methods with neural networks, the proposed system adapts to real-time changes
in complex environments, such as those characterized by nonlinearity and time variance.
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This significantly enhances the accuracy and robustness of the robot’s trajectory tracking
capabilities, particularly in IoT-driven scenarios where unpredictable disturbances and
diverse environmental inputs are common.
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In comparison to previous studies, this work advances the field of robotic control
in several ways [43]. For instance, El-Hussieny et al. [11,44] successfully applied a deep
learning-based Model Predictive Control (MPC) framework to a three DOFs biped robot
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leg, showing improvements in trajectory tracking. However, their focus was on a lower
dimensional system and did not account for as much real-time adaptability in nonlinear
environments. Similarly, Yuan et al. [24,45,46] applied auxiliary physics-informed neural
networks to solve nonlinear integral differential equations, showing promise in adapt-
ing to complex environments, but with limited integration in real-time control systems
for robotics.

Chen and Wen [32] explored the use of multi-layer neural networks in trajectory track-
ing for industrial robots. Their results highlighted the potential for ML in improving control
precision, yet their study did not integrate the additional complexity of nonlinear dynamics.
Our hybrid control architecture addresses this gap by providing a more comprehensive
solution that allows for faster and more accurate adjustments in dynamic environments,
particularly with the inclusion of real-time sensor data from IoT platforms.

This study also builds upon earlier works on robotic control using deep reinforcement
learning [47,48], where Tang et al. reviewed real-world successes in the application of
these techniques. While deep reinforcement learning offers significant benefits for robotic
systems, our hybrid approach enhances the control system by combining machine learn-
ing models with traditional nonlinear control techniques. This hybrid method provides
superior adaptability in real-time applications, particularly in IoT-driven settings.

Furthermore, Levine [49] explored deep and recurrent neural architectures for con-
trol tasks in high-dimensional robotic systems. Similarly, studies by Li et al. [33] and
Zheng et al. [34] applied recurrent neural networks (RNNs) in trajectory tracking for high-
dimensional robotic systems, underscoring the importance of adaptive learning models
in nonlinear environments. While these works contributed valuable insights into ML
applications with high-dimensional control, our study goes further by leveraging the itera-
tive learning capabilities of neural networks within a feedback control loop, allowing for
continuous system optimization in real-time scenarios.

Additionally, Wei and Zhu [50] demonstrated the application of MPC for trajectory
tracking and control [51,52] in mobile robots, addressing challenges in time-varying en-
vironments. Our approach builds upon these findings by integrating neural networks to
predict joint torques directly, allowing for faster adaptation and reduced computational
complexity in real-time robotic control.

Moreover, the integration of the IoT with robotic control systems has been extensively
discussed, particularly in smart farming applications where real-time data processing and
adaptability are crucial [35–37]. This study further advances the field by demonstrating
how an IoT framework can enhance the efficacy of ML models in dynamically adjusting
the control parameters based on real-time sensor inputs [44]. The adaptability of this
system is critical for environments requiring constant adjustments due to rapidly changing
conditions [42].

Our neural network model demonstrated a high accuracy and low loss, with a final
accuracy of 0.9304 and a loss of 0.1850. These results suggest that the model effectively
captured the underlying patterns in the training dataset, demonstrating strong potential
for real-world application in robotic control systems. However, while this level of accuracy
is commendable, there is room for improvement when compared to the results obtained in
studies such as that of Almassri et al. [53], where a neural network approach integrated
with Inertial Measurement Unit (IMU) and Ultra-Wideband (UWB) data fusion achieved a
99% positioning accuracy for moving robots.

The combination of nonlinear control methods, machine learning, and IoT technologies
creates a robust platform for future research and development. While this study provides
a solid foundation, there are several avenues for future work. One area of focus could
be improving the scalability of the system for even higher degrees of freedom in robotic
platforms. Additionally, exploring more advanced neural network architectures, such as
deep reinforcement learning models, could further enhance the system’s adaptability and
decision-making capabilities in highly uncertain environments.
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Moreover, future studies could investigate the integration of other emerging technolo-
gies, such as edge computing and 5G, to further reduce latency and improve real-time
control in IoT environments [54,55]. The potential to extend this hybrid approach to other
industries, such as autonomous transportation or healthcare robotics, offers promising
directions for further exploration [56,57].

Among these factors, model inaccuracies and sensor delays contribute most signifi-
cantly to the total tracking error. Neural network prediction errors are also influential, but
their impact can be minimized with adequate training. Understanding these contributions
allows for targeted improvements in model accuracy, network training, and delay manage-
ment strategies to enhance real-world performance. In an IoT environment, where commu-
nication delays can occasionally occur, the control system’s inherent robustness—derived
from the combination of the robust control term and the adaptive neural network—enables
it to tolerate short-term data unavailability or latency. If the delays are persistent, further
techniques such as predictive control can be integrated into the system, where the neural
network could predict the likely future states based on historical data, thus maintaining
continuity in the control response.

6. Conclusions

The integration of nonlinear dynamics, machine learning, and the IoT in this study
demonstrates significant improvements in robotic control system performance, particu-
larly in real-time adaptability and precision. These findings contribute to the growing
body of knowledge in intelligent control systems and present valuable insights for future
developments in both industrial and research applications.
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