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Abstract

:

The accurate diagnosis and effective treatment of mental health disorders such as depression remain challenging owing to the complex underlying causes and varied symptomatology. Traditional information extraction methods struggle to adapt to evolving diagnostic criteria such as the Diagnostic and Statistical Manual of Mental Disorders fifth edition (DSM-5) and to contextualize rich patient data effectively. This study proposes a novel approach for enhancing information extraction from mental health data by integrating medical knowledge graphs and large language models (LLMs). Our method leverages the structured organization of knowledge graphs specifically designed for the rich domain of mental health, combined with the powerful predictive capabilities and zero-shot learning abilities of LLMs. This research enhances the quality of knowledge graphs through entity linking and demonstrates superiority over traditional information extraction techniques, making a significant contribution to the field of mental health. It enables a more fine-grained analysis of the data and the development of new applications. Our approach redefines the manner in which mental health data are extracted and utilized. By integrating these insights with existing healthcare applications, the groundwork is laid for the development of real-time patient monitoring systems. The performance evaluation of this knowledge graph highlights its effectiveness and reliability, indicating significant advancements in automating medical data processing and depression management.
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1. Introduction


Depression is a major public health concern worldwide. The “World Mental Health Report” (2020) (World mental health report: Transforming mental health for all; https://www.who.int/publications/i/item/9789240049338 (accessed on 10 July 2024)) of the World Health Organization (WHO) revealed a significant rise in mental health conditions: depression cases reached 264 million (a 28% increase from 2019) and anxiety disorders rose to 374 million (26% increase). This surge highlights the growing societal and economic impacts of mental health, which was previously considered a private matter. In collaboration with the International Labor Organization, the WHO estimates that mental health problems incur annual economic losses of approximately $1 trillion (WHO and ILO call for new measures to tackle mental health issues at work; https://www.who.int/news/item/28-09-2022-who-and-ilo-call-for-new-measures-to-tackle-mental-health-issues-at-work (accessed on 10 July 2024)). These figures highlight the crucial role of mental health beyond social welfare.



Given the complex and multifaceted nature of depression, successful treatment and management require personalized approaches. Systematic data analysis and comprehension are vital for medical professionals and researchers. However, current biomedical databases often rely on manual information extraction from medical literature, leading to time-consuming and inefficient processes [1]. To overcome the limitations of previous methods, large language models (LLMs), which have shown excellent performance, have been actively utilized in many areas, such as information extraction [2] and prompt tuning [3]. In particular, recent studies have focused on zero-shot information extraction (ZeroIE) [4] and relation triple extraction (ZeroRTE) [5,6], which enable pretrained models to extract information from new data.



ZeroIE and ZeroRTE play pivotal roles in depression research owing to several key advantages. First, they reduce the data-labeling costs. Depression-related data are vast and manual labeling is expensive and inefficient. ZeroIE leverages pretrained models to extract valuable information from unlabeled data, thereby saving time and resources [7]. Second, ZeroIE and ZeroRTE are versatile and scalable. Depression is a complex illness characterized by a wide range of symptoms and evolving diagnostic criteria. ZeroIE models can extract information from diverse domains and contexts, enabling their application to new symptoms or diagnostic criteria without requiring model retraining. Third, ZeroIE and ZeroRTE facilitate rapid information extraction. Timely access to the latest information is critical for depression research and treatment. ZeroIE models can process and extract information in real time, thereby empowering healthcare professionals and researchers to respond promptly. Finally, ZeroIE and ZeroRTE support personalized treatment. Personalized approaches are essential for effective depression management. ZeroIE enables the rapid extraction and analysis of patient-specific information, which can facilitate the development of personalized treatment plans that optimize outcomes [8].



This study proposes a novel method for enhancing information extraction from mental disorder data by integrating medical knowledge graphs and LLMs. Our approach leverages the structured organization of knowledge graphs tailored to the rich mental health domain. We combine these knowledge graphs with the robust predictive and zero-shot learning capabilities of LLMs to extract and organize depression-related information efficiently. Specifically, we develop a knowledge graph that comprehensively maps the symptoms and diagnostic criteria associated with depression based on the Diagnostic and Statistical Manual of Mental Disorders fifth edition (DSM-5) document, which is a medical resource that describes the criteria for designating anxiety disorders for major depressive disorder and bipolar depression [9].



Furthermore, rigorous performance evaluation experiments were conducted to validate the effectiveness and reliability of the knowledge graph. This research significantly contributes to advancing the understanding of depression management and treatment, while also redefining the analysis and use of data in the mental health field. Our approach outperforms traditional information extraction methods through advanced entity linking techniques and contributes to deeper understanding and management of complex mental health issues such as depression.



The key contributions of this research are as follows:




	
Automated and enhanced information extraction accuracy: By leveraging LLMs for zero-shot learning, we automate the traditional manual information extraction process, thereby enabling faster and more accurate data handling.



	
Improved data accuracy through entity linking: By employing entity linking techniques, we ensure accurate connections between textual information and entities within the knowledge graph, leading to increased data consistency and reliability.



	
Expanded practical applications in medicine: The developed knowledge graph has broader applicability beyond depression, potentially encompassing other mental disorders.








This research paves the way for integration with various medical applications including real-time patient monitoring systems. The remainder of this paper is organized as follows: Section 2 reviews related studies and discusses recent advancements and trends in medical knowledge graphs and zero-shot information extraction techniques. Section 3 details the proposed methodology, with a focus on constructing medical knowledge graphs and using LLMs for entity linking. Section 4 presents the experimental results and demonstrates the effectiveness of the proposed method. Section 5 evaluates the validity of the methodology based on the findings and discusses its potential applications in the medical field. Finally, Section 6 concludes the paper and proposes directions for future research.




2. Related Works


2.1. Medical Knowledge Graphs


Medical knowledge graphs have garnered significant attention owing to their excellent performance in intelligent healthcare applications. As diverse medical departments proliferate within hospitals, numerous medical knowledge graphs are being constructed for various diseases. For instance, ref. [10] built a graph encompassing over one million clinical concepts from 20 million clinical notes, covering drugs, diseases, and procedures, while ref. [11] constructed a graph detailing 156 diseases and 491 symptoms based on emergency room visits. In addition, ref. [12] developed an EMR-based medical knowledge network (EMKN) with 67,333 nodes and 154,462 edges, focusing on symptom-based diagnostic models to explore the application and performance of knowledge graphs.



Various datasets have led to diverse methods of constructing medical knowledge graphs. The authors of [11] utilized logistic regression, naïve Bayes classifiers, and Bayesian networks with noisy OR gates to automatically generate knowledge graphs using maximum likelihood estimation. In addition, a combination of bootstrapping and support vector machines was applied [13] to extract relationships among entities to build an obstetrics- and gynecology-related knowledge graph. Recent studies have increasingly focused on automated entity and relation extraction using deep-learning techniques [14,15].



Existing medical knowledge graphs have provided insights into individual disease domains and expanded their application areas for diagnosis and recommendation. However, constructing medical knowledge graphs requires expert review and labeling, which, while detailed, demands considerable time and resources. This requirement makes it challenging to extend knowledge graphs to new or different diseases. This is particularly a problem in the mental health sector, where research progress has been slow due to the complexity and sensitivity of the data. Our study aims to overcome these limitations by automating the extraction of entities and relationships using high-performance LLMs.




2.2. Zero-Shot Information Extraction


As AI models are trained and produce output based on datasets, their performance depends on the structure of the model as well as the quality of the data. Expert-reviewed labeling of large amounts of data is an essential process; however, it is labor intensive and time consuming. Therefore, to reduce the time and labor spent on datasets, substantial work has been conducted on extracting relations [16] and arguments [17] from a few resources based on zero-/few-shot techniques [18].



Particularly in medicine, where clinical notes, medical reports, and patient information often lack the necessary annotations, the cost of using AI models is prohibitive, thereby delaying their application and limiting their adaptability to other medical fields. Recent advancements include the application of zero-/few-shot information extraction techniques in the medical field, simplifying medical reports using ChatGPT [19] and extracting information from radiology reports [20].



Our study builds on these methodologies, targeting depression-related information extraction with a focus on the accurate linking of entities and relationships using detailed annotation guidelines and zero-shot learning.




2.3. Entity Linking


Entity linking plays a crucial role in preprocessing and preparing model inputs by identifying key entities in the text data and linking them to appropriate identifiers in knowledge bases [21]. This process is vital for converting text mentions into structured data, reducing redundancy, and enhancing data consistency. Recent trends have highlighted the use of LLMs such as GPT-3 for performing entity linking [22,23], utilizing their extensive general knowledge and language comprehension capabilities to identify and link entities accurately, even in complex contexts.



Our research employs the gpt-3.5-turbo-instruct model [24] for effective entity identification and linking during the preprocessing stage, which significantly enhances the accuracy and relevance of the extracted information and contributes to the efficiency and precision of the information extraction and knowledge graph construction processes.



This approach offers a high level of automation and scalability, especially when working with limited data, and provides a foundational basis for exploring the applicability of LLMs to extend the scope of entity linking across various data types.





3. Proposed Method


This section describes each component of the proposed framework and the data processing in detail. This process includes the schema definition and annotation guideline setting, information extraction and entity linking, guideline-based model usage, triple extraction, final output, and knowledge graph structure.



We propose a novel zero-shot approach that integrates medical knowledge graphs and LLMs to enhance information extraction from mental health disorder data. The data processing pipeline of the proposed framework is illustrated in Figure 1. To improve the extraction efficiency, we use LLMs to extract the desired information from a document corpus and identify and link relevant entities based on schema definitions and annotation guidelines. For zero-shot extraction, we provide high-quality gold annotations to a guideline-based model using the results of information extraction and entity linking, and convert them into a final knowledge graph through triple extraction. Therefore, the proposed framework focuses on effectively automating and optimizing complex data processing tasks.



Methodology and Techniques



Our zero-shot approach includes the following key steps:



Schema definition involves defining entity and relationship types to ensure structured and consistent data processing. We use Python @dataclass to define these entities and relationships, which clarifies the structure and maintains consistency in data processing. The creation of annotation guidelines involves writing natural language guidelines that the model follows during information extraction. These guidelines ensure consistency and accuracy in the extracted data.



In the information extraction phase, we use the gpt-3.5-turbo-instruct model [24] to extract entities and relationships from the input documents. This model excels at understanding the context and identifying the appropriate entities and relationships. The extracted entities are then standardized and integrated during the entity linking phase to maintain consistency. This process resolves issues of varied expressions for the same concept and converts the data into a unified format.



The guideline-based model application involves processing the standardized data according to the established guidelines using the GoLLIE model [25]. The GoLLIE model, trained with guideline-based learning, ensures consistent data processing and enhances data accuracy and consistency by leveraging high-quality gold annotations. This model improves the reliability of the analysis results by ensuring data consistency and accuracy.



In the triple extraction and final output generation phase, we utilize the results from the GoLLIE model to generate triples using the standardized entities and relationships. These triples are then converted into a knowledge graph using visualization tools and databases. This final knowledge graph visually represents complex data relationships, aiding researchers and healthcare professionals in quickly accessing the required information.



By integrating these steps, our approach enables precise and automated processing of unstructured text data, particularly in the mental health domain, maximizing the utility of the zero-shot approach.



3.1. Schema Definition and Annotation Guidelines


We propose a zero-shot-based information extraction method. We provide the model with the required schema and annotation guidelines required to extract the correct information at the document level without any pretrained relevant information [26]. Thus, we aim to achieve successful zero-shot extraction by providing guidelines based on the performance results of the LLM model.



The schema template we utilized is designed to be universally applicable for triple extraction in zero-shot scenarios. This template ensures flexibility and robustness across various contexts. However, it is important to note that different scenarios might benefit from using tailored templates, depending on the specific requirements and characteristics of the data involved.



Schema Definition: The schema definition is an essential initial step in setting the standards for the information extraction process. It clearly defines the types of entities and relationships to be extracted from the documents, thereby enabling structured and consistent data processing and establishing the semantic structure of the data through entities and relationships [27]. By defining the schema, we ensure that the extracted data are relevant and accurately categorized, which is essential for maintaining data integrity and reliability. The schema acts as a blueprint that guides the model in identifying and classifying entities and relationships within the text, thereby enhancing the overall accuracy of the information extraction process.



Entity Definition: Each entity represents a specific concept or object, and entity types and attributes are structured using Python’s @dataclass. These entities function as key components in the data extraction and analysis.   
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Relationship Definition: Relationships specify the interactions between entities and provide connections among them. The relationship types and examples are defined precisely to ensure consistency in the annotation guidelines.
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Annotation Guidelines and Model Utilization: The annotation guidelines are based on the schema definition to ensure that the data are processed consistently and accurately within the documents. To enable the LLM to perform a specific task, we provide natural language descriptions of that task, known as prompts, along with the input data. This allows the model to recognize the in-context information within the guidelines and generate the appropriate output based on the format [28,29].



The use of annotation guidelines as prompts within the schema framework is essential for several reasons. Firstly, prompts help the model understand the context and generate appropriate outputs by leveraging natural language descriptions. This ensures consistency in the data annotation process and enhances the accuracy of data analysis. Secondly, the GoLLIE model, which we employed in our research, has demonstrated exceptional performance as a guideline-based model. The GoLLIE model outperforms other zero-shot state-of-the-art methods, largely due to its use of guidelines.



By providing detailed annotation guidelines, we ensure that the GoLLIE model can recognize and process information accurately and consistently. Our research provides an annotation guideline for entity definition as follows: “Represents an entity in a document, which could be a person, location, organization, or any other named object. The ’name’ attribute holds the canonical name of the entity as identified in the document text”. This approach enhances data consistency and reliability, leading to more precise and reliable data analysis. In summary, integrating schema definitions and annotation guidelines as prompts is essential for leveraging the full capabilities of the GoLLIE model, ensuring superior performance in zero-shot information extraction tasks.




3.2. Information Extraction and Entity Linking


Information Extraction: This stage also utilizes the gpt-3.5-turbo-instruct model [24], leveraging its NLP capabilities to identify key information and entities within the documents. The model excels at recognizing meaningful patterns and structures in text, particularly within specialized domains such as mental health text, ensuring high accuracy in information extraction [30]. This is achieved as follows:




	
Context-aware recognition: The model analyzes the surrounding text to determine the precise scope and types of entities. For instance, it can distinguish whether “depression” refers to a clinical condition or a general emotional state [31].



	
Entity classification: The extracted information is categorized based on predefined classes (e.g., symptoms, diagnoses, and treatments) aligned with the established schema.








Entity Linking: Entity linking is crucial to guarantee the quality and accuracy of depression-related data annotations. This study employs the NLP capabilities of the gpt-3.5-turbo-instruct model to perform entity-linking tasks effectively. The model identifies relevant entities within the data and accurately maps their relationships. These high-quality annotations, termed “gold annotations”, are then fed into the guideline-based model described in the following section [32]. This step is instrumental in enabling more refined data analysis and information extraction, which are essential for the efficient processing of complex mental health data.



The entity linking process consists of the following key steps:




	
Symptom Integration and Standardization: Similar or redundant symptoms are integrated and standardized to ensure consistency. This step addresses the issue of varied expressions for the same concept, converting data into a unified format.



	
Triple Construction: New triples are constructed using the standardized symptoms and durations. This process generates new triples based on integrated symptoms, maintaining data consistency.



	
Entity Linking: The constructed triples are linked to standardized terms, ensuring data consistency and reliability. Entity linking connects the extracted information with standardized terms, enhancing data consistency and improving interoperability among data collected from various sources.








To illustrate the entity linking process, we present a case study on the diagnosis of Major Depressive Disorder (MDD).



Case Study: Entity Linking for Major Depressive Disorder


This case study demonstrates the entity linking process applied to the diagnosis of Major Depressive Disorder (MDD). The raw text used is as follows:




“A diagnosis of Major Depressive Disorder requires that the patient experiences profound sadness or a loss of interest or pleasure most of the time for at least two weeks”.





First, the gpt-3.5-turbo-instruct model is used to extract information from the raw text. The extracted triples are as follows:




	
(“Major Depressive Disorder”, “requires”, “patient experiences profound sadness”)



	
(“Major Depressive Disorder”, “requires”, “patient experiences a loss of interest”)



	
(“Major Depressive Disorder”, “requires”, “patient experiences a loss of pleasure”)



	
(“Major Depressive Disorder”, “requires”, “symptoms last at least two weeks”)








Next, similar or redundant symptoms are integrated and standardized, and the triples are reconstructed as follows:




	
“profound sadness” is standardized to “Profound Sadness”



	
“loss of interest” and “loss of pleasure” are integrated into “Loss of Interest or Pleasure”



	
“symptoms last at least two weeks” is standardized to “At Least Two Weeks”








Finally, new triples are constructed using the standardized terms and linked to standardized terms. The final triples are as follows:




	
(“Major Depressive Disorder”, “manifests as”, “Profound Sadness”)



	
(“Major Depressive Disorder”, “manifests as”, “Loss of Interest or Pleasure”)



	
(“Major Depressive Disorder”, “lasts”, “At Least Two Weeks”)








This entity linking process ensures the standardization and consistency of information, enhancing the reliability of the data and enabling more accurate data analysis. The detailed process can be visually confirmed in Figure 2.





3.3. Guideline-Based Model


We utilize a pretrained GoLLIE model [25] to analyze the depression data. This model is strong in zero-shot information extraction using annotation guidance and can effectively handle NLP and code-based input and output, making it well-suited for processing medical data such as depression data [33]. The model was trained on large text datasets collected from various domains including news, biomedicine, and social media.



Notably, the training process incorporated normalization techniques, such as dropout and batch normalization, enabling the model to learn data variations and prevent overfitting. This approach allowed the GoLLIE model to reflect real-world language-usage patterns effectively and adapt to a broader range of data. Utilizing a pretrained model facilitates swift and accurate depression data analysis, bypassing the complexities of the initial model setup and lengthy training times. The model leverages the extensive language knowledge acquired during training to identify and analyze meaningful patterns and relationships within the depression data efficiently.




3.4. Triple Extraction and Output


Triple Extraction: The triple extraction process utilizes the gold annotations generated by the LLM model above to convert the interrelationships between the entities extracted from the document into the triple form [34]. These triples consist of three elements: subject, predicate, and object. They semantically link each piece of information to create a machine-readable representation of the relationships. For instance, the relationship between “major depressive disorder” (subject) and “difficulty thinking” (object) can be expressed as a triple with the predicate “is characterized by”.



The results of the triple extraction are stored as structured data, which can be used as the basis for knowledge graphs. The resulting knowledge graph can help researchers and healthcare professionals to access the required information rapidly by visually representing complex data relationships and making them easy to navigate. This process maximizes the value of the data and plays an important role in adding depth to medical decision-making, work, and education.



Output: The extracted triples are integrated into the knowledge graph, making the information readily usable in various applications. This knowledge graph plays a crucial role in visualizing complex relationships and enabling easy access to information [35]. Figure 3 shows a sample of the knowledge graph developed in this study. It illustrates the interrelationships and characteristics of major depressive disorder and disruptive mood dysregulation disorder, as defined in the DSM-5. This visual representation demonstrates how the proposed method for constructing a knowledge graph can be applied to capture the complexities of mental health issues.



This section details the triple extraction process and the methods for constructing and utilizing the knowledge graph. It highlights the methodological contributions of this study by demonstrating how data structuring can be applied across various fields, particularly for managing complex medical information.




3.5. Structure of the Knowledge Graph


As a result of the zero-shot information extraction process proposed in this study, a medical knowledge graph was constructed by systematically categorizing complex depression symptoms and relationships. This graph encompasses 381 nodes and 505 relationships and provides a detailed representation of the clinical characteristics of depression. The knowledge graph comprises two primary node types: subject and object.



	
Subject nodes: These nodes represent specific medical conditions or pathological states. They categorize various forms of depression according to the DSM-5 criteria, including major depressive disorder, persistent depressive disorder, premenstrual dysphoric disorder, and substance/medication-induced depressive disorder. Each subject node is labeled with the name of the disorder and a unique identifier.



	
Object nodes: These nodes depict the symptoms or characteristics that a subject node may exhibit. Examples include emotional or behavioral responses such as depressed mood, fatigue, and loss of interest or pleasure. Each object node includes the name of the symptom and a unique identifier.



	
Interaction between nodes: Within the knowledge graph, each subject node is linked to one or more object nodes that represent the manifestation of disease traits or symptoms. For instance, the “manifests as” relationship indicates how major depressive disorder might manifest as irritability, while the “is characterized by” relationship suggests that it may be characterized by a depressed mood.






This structured organization and defined relationships allow for an in-depth analysis and understanding of the various symptoms of depression and their interactions. Researchers, physicians, and treatment specialists can use this information to gain a deeper understanding of the causes, manifestations, and characteristics of the diseases. This information will enable the formulation of more effective diagnostic and treatment plans. Table 1 displays a subset of the data used in the knowledge graph, encompassing 488 unique relationships.





4. Experiments


This section details the evaluations to assess the performance of the proposed approach. Two primary experiments were performed.



	
Zero-shot information extraction on healthcare datasets: This experiment evaluated the effectiveness of zero-shot information extraction on various biomedical datasets.



	
Zero-shot relationship extraction at the document level: This experiment focused on extracting relationships from unstructured data at the document level using a zero-shot approach.






4.1. Datasets and Settings


We employed several biomedical datasets to evaluate the effectiveness of zero-shot information extraction from healthcare data. In addition, the DocRED [36] and Re-DocRED datasets [37] were used for document-level information extraction, with a specific focus on extracting and systematizing depression-related information through complex relationship extraction.



4.1.1. BioCreative Datasets


	
BC5-Chemical and BC5-Disease [38]: Derived from the BioCreative V chemical-disease relation corpus, these datasets focus on exploring interactions between drugs and diseases. Each dataset includes 1500 PubMed abstracts (evenly split) for training, development, and testing. We used a preprocessed version by Crichton et al., focusing on the named entity recognition (NER) of chemicals and diseases without relationship labels.



	
NCBI Disease [39]: Provided by the National Center for Biotechnology Information (NCBI), this dataset includes 793 PubMed abstracts with 6,892 disease mentions linked to 790 unique disease entities. We used a preprocessed version by Crichton et al. for training, development, and testing splits.



	
BC2GM [40]: Originating from the BioCreative II gene mention corpus, this dataset consists of sentences from PubMed abstracts with manually tagged genes and alternative gene entities. Our study focused on gene entity annotations using a version of the dataset separated for development by Crichton et al.



	
JNLPBA [41]: Designed for applications in molecular biology, this dataset focuses on NER for entity types such as proteins, DNA, RNA, cell lines, and cell types. We focused on entity mention detection without differentiating between entity types, using the same splits as those of Crichton et al.







4.1.2. Document-Level Relationship Extraction Datasets


	
DocRED [36]: This dataset was constructed using Wikipedia and Wikidata for document-level relationship extraction. It contains 9228 documents and 57,263 relationship triples, covering 96 predefined relationship types. DocRED was used to evaluate the ability to extract relationships from complex texts spanning multiple sentences.



	
Re-DocRED [37]: Re-DocRED, which is an expanded version of DocRED, includes additional positive cases (11,854 documents and 70,608 relationship triples) and incorporates relationship types and scenarios that are not addressed by DocRED. This dataset is useful for research aimed at identifying diverse and in-depth relationship patterns within documents.






Table 2 summarizes the statistics for all of the datasets. This structured approach allowed a comprehensive evaluation of the proposed zero-shot information extraction methodology, particularly in the context of mental health data. This ensured a robust assessment and valuable insights into its applicability.





4.2. Experimental Results


This section presents the findings of the experiments evaluating our zero-shot information extraction approach. The F1 score is calculated as follows and is expressed as a percentage by multiplying the final value by 100:


   F 1  = 2 ×    Precision × Recall   Precision + Recall    × 100 %  








This approach makes the interpretation of the results clearer and facilitates easier comparison of small differences.



4.2.1. Zero-Shot Information Extraction on Healthcare Datasets


This section presents the evaluation results of our proposed zero-shot information extraction method compared to traditional supervised learning models and other zero-shot models. The performance comparison is detailed in the table.



Our study represents significant advancements in zero-shot information extraction. Unlike traditional methods, our proposed method demonstrates the ability to make accurate predictions without training data. The proposed method achieves significant performance improvements on the NCBI Disease [39], BC5-Disease, and BC5-Chemical [38] datasets, surpassing existing zero-shot models such as GPT-3 In-context learning [1], GPT-3.5-Turbo, and Flan-T5-XXL [42]. These results suggest that our research has the potential to significantly expand the boundaries of zero-shot learning in the medical domain.



Additionally, compared to traditional supervised learning models like PubMedBERT [43], the proposed method maintains competitive performance with significantly fewer data points. PubMedBERT is a widely used pre-trained model in biomedical text analysis and is directly relevant to our research objectives. By selecting such domain-specific models, we demonstrate the advantages and practicality of our zero-shot approach.



The proposed method achieves an F1 score of 85.4% on the NCBI Disease dataset, closely matching PubMedBERT’s 87.8%. On the BC5-Disease dataset, the proposed method scores 87.3%, outperforming PubMedBERT (85.6%). In the BC5-Chemical dataset, the proposed method scores 88.5%, significantly higher than GPT-3 (43.6%), GPT-3.5-Turbo (66.5%), and Flan-T5-XXL (67.3%).



Particularly, on the BC2GM dataset, the proposed method achieves an F1 score of 67.2%, surpassing GPT-3 (41.1%), GPT-3.5-Turbo (47.7%), and Flan-T5-XXL (42.4%). Lastly, on the JNLPBA dataset, the proposed method scores 49.7%, demonstrating higher performance compared to other zero-shot models.



These results clearly indicate that our proposed zero-shot method can achieve results comparable to state-of-the-art supervised learning models while significantly outperforming other zero-shot models. The robust performance across diverse datasets illustrates the model’s adaptability and effectiveness, supporting its applicability in various real-world scenarios.



Our study provides compelling evidence of the robustness of the proposed method. The results shown in the table highlight the competitive performance of our zero-shot approach compared to traditional supervised learning models and other zero-shot models across different medical datasets. Specifically, the zero-shot learning model demonstrates F1 scores comparable to those of supervised models trained on specific datasets. This underscores the model’s ability to generalize and perform well even without fine-tuning on the target datasets. The strong performance under the constraints of zero-shot learning further proves the strength and reliability of our approach in real-world applications.




4.2.2. Zero-Shot Relationship Extraction at the Document Level


Our investigation of document-level relationship extraction demonstrates the potential of zero-shot approaches in advancing this field. The relevant results are presented in Table 3. Implementing entity linking significantly improved the performance compared to not using it. For example, on the DocRED dataset [36], the F1 score increased from 7.803 (without entity linking) to 9.844 (with entity linking). Similar improvements were observed for Re-DocRED [37] (7.527 to 9.150).



These results highlight the importance of entity linking in enhancing the overall annotation accuracy, particularly in zero-shot learning scenarios, where model adaptability is crucial Table 4. Our model not only competed well with established models such as LLaMA2-7B, LLaMA2-13B [44], and Flan-T5-XXL [42], but also exhibited consistent competitive strength across the datasets. Notably, the inclusion of annotation and entity-linking processes significantly improved the performance of our model. This approach enables more accurate capturing of the contextual nuances and complex interactions between entities within documents.



Annotations help the model to develop a deeper understanding of specific cases within datasets, foster better connections between entities, and enhance its grasp of their interrelationships within documents. This method is particularly effective for zero-shot learning. Moreover, the entity-linking process strengthens the semantic connections and significantly improves the accuracy of the extracted information. This method is especially crucial for complex datasets containing various entities and relationships. By incorporating these additional steps, our proposed model achieved higher F1 scores than existing models. This highlights the importance of additional information in extracting complex relationships at the document level, thereby validating the suitability of our model for constructing depression-related knowledge graphs.



The capability of the model to extract and link entities and their relationships within complex medical data accurately is essential for systematically mapping the interactions among various symptoms, diagnoses, and treatment methods associated with depression. Our approach integrates this information, providing medical professionals and researchers with rich resources to improve the understanding and management of depression. Therefore, the technological innovations and performance of our model are expected to contribute significantly to in-depth research on data-driven treatment strategies for depression.






5. Discussion


This study has investigated the effectiveness of entity linking combined with zero-shot information extraction using LLMs in the medical data domain. The findings highlight the critical role of entity linking in this context while also revealing some methodological limitations that offer opportunities for future research and applications in healthcare.



	
Performance evaluation and interpretation



The results confirm that incorporating entity linking with LLMs significantly enhances zero-shot information extraction for medical data. The performance of our model surpassed that of traditional zero-shot approaches, demonstrating that these techniques can compete with conventional supervised learning methods. This is particularly valuable in healthcare, where data labeling is expensive and data privacy is paramount.



	
Importance of entity linking



Entity linking plays a vital role in ensuring data consistency and boosting the model performance. In this study, this went beyond simple identification tasks. By significantly improving the overall data accuracy, entity linking underscores its importance in maintaining the integrity and usefulness of medical information systems.



	
Methodological limitations and future directions



This study used a limited set of datasets, which potentially affected the generalizability of the findings. Future studies should address this issue by exploring a broader range of medical datasets and incorporating a wider variety of entity types. This will help to validate and extend the applicability of the proposed method.



	
Potential applications in healthcare



The constructed medical knowledge graph serves as a critical tool for the systematic analysis of complex medical data and disease states. It has the potential to be integrated into real-time patient management systems to improve both diagnosis and ongoing patient care. Furthermore, the model of synergized LLMs and knowledge graphs suggests the potential benefits of integrating LLMs with knowledge graphs [24]. This approach can leverage the NLP capabilities of LLMs to interpret complex medical data and provide more accurate disease diagnosis and treatment predictions. This holds promise for more precise analysis of the diverse manifestations of depression and the development of effective personalized treatment plans.






A deeper understanding of depression and other complex health conditions can be gained by advancing the methodologies outlined in this study. This will provide richer resources for healthcare professionals and researchers, ultimately improving diagnostic and treatment strategies. The synergy between LLMs and knowledge graphs not only fosters richer data interaction, but also lays the groundwork for transformative changes in medical research and practice, paving the way for innovative healthcare solutions and improved patient outcomes.




6. Conclusions


This study has proposed a novel approach that integrates medical knowledge graphs with LLMs to enhance information extraction for mental health disorders. Our methodology effectively addresses complex mental health conditions, such as depression, by leveraging the structural advantages of knowledge graphs and the robust predictive capabilities of LLMs. This approach significantly improves the accuracy and consistency of information extraction, particularly using entity linking and zero-shot information extraction techniques.



We acknowledge the limitations of this study, particularly the limited dataset. Future research plans include validating the versatility of our methodology across diverse medical datasets and expanding the types of entities involved. These efforts are crucial to strengthen the validity of our approach further and explore its practical applicability in the healthcare sector.



In conclusion, this study demonstrates significant advancements in the field of mental health through the use of medical knowledge graphs and LLMs for information extraction. It provides a powerful tool that can contribute to the diagnosis and treatment of various diseases, marking a notable step forward in integrating advanced AI technologies into healthcare.
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Figure 1. Guideline-Based Model Pipeline for Zero-Shot Information Extraction and Entity Linking. 
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Figure 2. Impact of entity linking on information extraction for major depressive disorder. 
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Figure 3. Illustrative representation of the constructed knowledge graph comparing major depressive disorder and disruptive mood dysregulation disorder. 
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Table 1. Overview of relationships in depressive disorders.
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	Number
	Subject
	Object
	Relation





	1
	Major depressive disorder
	Irritability
	manifests as



	2
	Major depressive disorder
	Depressed mood
	manifests as



	3
	Major depressive disorder
	Loss of interest or pleasure
	manifests as



	4
	Major depressive disorder
	Changes in sleep patterns
	manifests as



	5
	Major depressive disorder
	Decreased energy levels
	manifests as



	…
	…
	…
	…



	483
	Unspecified depressive disorder
	Appetite change
	lasts



	484
	Unspecified depressive disorder
	Weight change
	lasts



	485
	Unspecified depressive disorder
	Sexual interest or desire
	lasts



	486
	Unspecified depressive disorder
	Sleep disturbance
	includes



	487
	Unspecified depressive disorder
	Psychomotor changes
	includes










 





Table 2. Summary of statistics for all datasets.
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	Category
	Dataset Name
	Source
	Document Count
	Primary Entity Type
	Entity Count





	Biomedical

Dataset
	BC5-Chemical [38]
	PubMed Abstracts
	1500
	Chemicals (Drugs)
	N/A



	
	BC5-Disease [38]
	PubMed Abstracts
	1500
	Diseases
	N/A



	
	NCBI