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Abstract

:

With the rapid advancement of the Internet of Things and the emergence of 6G networks in smart city environments, a growth in the generation of data, commonly known as big data, is expected to consequently lead to higher latency. To mitigate this latency, mobile edge computing has been proposed to alleviate a portion of the workload from mobile devices by offloading it to nearby edge servers equipped with appropriate computational resources. However, existing solutions often exhibit poor performance when confronted with complex network topologies. Thus, this paper introduces a decentralized mechanism aimed at determining the locations of network edge nodes in such complex network topologies, characterized by lengthy execution times. Our proposal provides performance improvements and offers scalability and flexibility as networks become more complex. Experimental evaluations are conducted using the Shanghai Telecom dataset to validate our proposed approach.
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1. Introduction


In recent years, there has been a significant evolution in mobile communications due to the widespread proliferation of mobile devices, which generate an unprecedented amount of data traffic. According to a recent Ericsson forecast, mobile subscriptions worldwide are expected to reach 8.6 billion by the end of 2028. Furthermore, global mobile data traffic is projected to increase nearly fourfold between 2023 and 2028, reaching around 53 exabytes per month by the end of 2028. This significant growth is driven by the ongoing expansion of 5G networks and the increasing use of data-intensive applications [1]. Thus, the new generation of mobile communications has to evolve to cope with this growth and ensure that emerging services and applications meet the specific demands of mobile users. Advanced 5G and 6G are being proposed as technologies that will address complex challenges related to ultra-dense deployments with strict latency and reliability requirements.



In these next-generation network environments, producing both highly reliable and low latency enhancements simultaneously is complex. Cutting-edge technologies such as mobile edge computing (MEC) enable advancements in this regard, although bringing computing capabilities closer to the end mobile users is still required. The main MEC principle is to locate an edge data center (EDC) at the edge of the mobile network, promoting the distribute computation and storage capabilities to reduce communications distance, and, consequently, the communication delay between the mobile network and end users. The MEC approach seeks the joint optimization of mobile access and core network functions localized together in the edge cloud [2]. MEC has been standardized by the European Telecommunications Standards Institute (ETSI) [3] with the goal of delivering computing services closer to the end user. This makes it particularly useful in scenarios where low latency and locality are critical [4].



The placement of EDCs in mobile edge computing environments presents a significant challenge. EDCs are positioned near wireless components, such as base stations (BSs), within infrastructure owned by a mobile network operator (MNO) to ensure effective radio coverage [5]. The locations of these EDCs are crucial for minimizing access delays for mobile users and optimizing resource utilization, particularly in smart cities where hundreds or thousands of base stations connect users to EDCs. Due to the vast size of these networks, poor placement of edge servers may lead to long access delays and uneven workload distribution, with some servers becoming significantly overloaded. In contrast, others remain underutilized or even idle. Thus, strategically placing edge servers is essential for enhancing the performance of various mobile applications, including reducing edge server access delays.



Additionally, some research studies have identified a strong correlation between user mobility and the physical infrastructure of smart cities and the cellular access network [6,7]. Therefore, it is essential to analyze the deployment of EDCs and their interconnection with the cellular network. This interconnection has been extensively studied and is classified as an NP-hard problem [8], indicating that solving it requires significant computational resources. As the complexity of the problem increases exponentially with the number of base stations in the network, this challenge becomes even more pronounced in smart cities, where a dense 5G/6G network of base stations is typical. This is because these cities rely on an ultra-dense deployment of base stations, meaning many more stations compared with less urbanized areas, with the goal of providing coverage for all the services and applications that are part of the smart city ecosystem [9,10].



An efficient management of this interconnection is crucial, as it directly impacts the performance and scalability of proposed solutions.



Most existing studies have focused on offloading mobile users’ workloads to edge data centers to enable energy savings for mobile devices [11,12]. However, these approaches assume that the edge nodes have already been deployed. Other studies focus on the placement of EDCs in mobile edge environments, paying attention to access delays and workloads [13,14,15]. However, these proposals have overlooked scalability, which become increasingly important as networks grow more complex, due to the significant increase in the number of base stations required to provide coverage in 5G/6G environments [9]. With the advent of 5G and MIMO technologies [16], it is crucial that placement strategies are scalable, given the significant increase in the number of access devices and the corresponding deterioration in performance when addressing the EDC placement problem. Therefore, this paper proposes a decentralized cloud-based placement solution that achieves significant improvements in terms of scalability.



The rest of the paper is structured as follows. Section 2 outlines this work’s proposed methodology and techniques. Section 3 provides a detailed description of the experimental setup used for evaluation. In Section 4, we present the results of the comparative performance evaluation, and, finally, in Section 5, we conclude the paper.




2. Methodology


In this section, we introduce the system modeling and define the problem of EDC placement. Additionally, we explain the proposed decentralized methodology to address the problem.



2.1. System Model


In mobile edge computing environments, the EDC placement problem can be modeled as a network represented by an undirected graph   G = ( V , E )  . This graph comprises numerous mobile users, base stations, and potential EDC locations. Specifically,   V = B ∪ L  , where B denotes the set of base stations and L denotes the set of potential EDC locations. The edges, E, represent the connections between base stations and EDCs located at the points in L. We assume that there are K EDCs, each designated to a different location, where K is a constant, and that each base station connects directly to its assigned EDC. We also consider that each EDC is responsible for a subset of base stations in B to process the mobile user requests, and the same base station is not shared between any two EDCs.



Each base station has its own EDC, and the access delay to the EDC is proportional to the distance between the base station and the EDC. To optimize EDC placement in mobile edge computing networks, we need to account for this access delay.



Figure 1 depicts an example of the EDC placement problem, where we can see that EDC   L 1   manages a group of base stations:    b 1  ,  b 2  ,  b 3  ,  b 4  ,  b 5   . Therefore, we need to determine the optimal placement of   L 1   among the base stations to minimize access delay. Along with solving this problem, it is also crucial to define the dominant area of each EDC to achieve a balanced workload.



The formal definition of the EDC placement problem has been established in [15] and is detailed below. A binary decision variable,    x  i , j   ∈  0 , 1   , is used to indicate whether a base station,   b i  , is assigned to an EDC,   L j  . Specifically,    x  i , j   = 1   if base station   b i   is assigned to   L j  ; otherwise,    x  i , j   = 0  . This applies for all i and j where   1 ≤ i ≤ | B |   (with   | B |   defining the total number of base stations) and   1 ≤ j ≤ K  . This approach assumes that each EDC is situated with one of the base stations. Since there are   | B |   base stations, the number of possible locations for placing the EDCs is   | B |  . For each assignment, we assign a score,   c  i , j   , to evaluate its suitability for an EDC. This score takes into account the distance from the EDC to the group of base stations it manages (latency) and the load of the users connected to all those base stations (workload).



For the distance, a smaller distance from each base station to its assigned EDC is preferred, while, for the workload, a more balanced distribution of the workload among each EDC is preferred.



The EDC placement model is as follows:


     Minimize       ∑  i = 1   | B |    ∑  j = 1  K   c  i , j    x  i , j         subject   to :        ∑  j = 1  K   x  i , j   = 1 ,  ∀ i           x  i , j   ∈  { 0 , 1 }      



(1)




where    ∑  j = 1  K   x  i , j   = 1   ensures that each base station is assigned to one and only one EDC.




2.2. EDC Deployment Strategies


This section presents the proposed decentralized strategy based on clustering for solving the EDC placement problem. Clustering offers an unsupervised alternative that has been widely used in various fields. A commonly used group of clustering algorithms is the centroid-based clustering methods, such as K-Means [17], which operate on the assumption that similar points naturally form clusters in feature space. While these methods can yield satisfactory results, their high computational complexity often limits them. This paper presents a distributed framework for large-scale base station deployment using cloud computing. Such extensive network deployments demand significant computing power due to the vast numbers of data involved. As a case study, we focus on unsupervised clustering, specifically the K-Means algorithm, to illustrate how cloud computing technologies can be effectively leveraged for distributed parallel processing in large-scale deployments.



It will be compared with the reference K-Means algorithm to verify its effectiveness, and its advantages will be discussed in the following sections.



K-Means


K-Means [17] effectively identifies well-separated clusters by minimizing the inertia criterion. Specifically, K-Means requires prior knowledge of the number of clusters to detect, and it then groups points to minimize the within-cluster sum of squares, as defined by:


   ∑  i = 0  n     ∥  x i  −  μ j  ∥  2    



(2)




where   μ j   is the mean of the samples in the cluster and   x i   is the i-th sample.



This method is often used to partition a dataset into K groups automatically. It begins with the selection of K initial cluster centers (centroids), which are then iteratively refined by minimizing the distance between each point of the cluster and its centroid. In the EDC placement problem, K-Means clustering is used to identify K clusters of base stations and place K edge servers at their centers to minimize the distance within each cluster sum of squares [18].



The selection of the initial centers highly influences the effectiveness of the K-Means algorithm, as it may converge to a local minimum. Therefore, proper initialization is crucial for achieving the best final solution. To obtain a set of high-quality initial cluster centers, several methods have been proposed, including the K-Means++ method [19].





2.3. Parallel/Distributed K-Means


Apache Spark [20] is a powerful data engine designed for the efficient management of large-scale datasets. It is engineered to provide the necessary computational speed, scalability, and flexibility for complex data analysis tasks. A key distinction between Spark and MapReduce lies in Spark’s ability to process and retain data in its memory across multiple computational steps, avoiding the need for repeated disk I/O operations. This in-memory processing capability significantly enhances Spark’s processing speed compared with traditional MapReduce frameworks. Apache Spark also offers a unique data structure, i.e., DataFrame, which defines a distributed collection of data organized into named columns, akin to a table in a relational database. DataFrames in Spark provide a higher-level abstraction over the Resilient Distributed Dataset (RDD), offering an optimized framework for distributed data processing. In contrast to RDD, DataFrames possess a schema, which involves the storage of metadata relating to the data structure; this schema defines the column names and data types, which facilitates Spark to perform optimizations such as predicate pushdown or project pruning. First, when a DataFrame operation is performed, Spark constructs a logical plan, which is an abstract representation of the computation. Then, the catalyst optimizer applies various rule-based and cost-based optimizations to produce an optimized physical plan that specifies how the computation will be executed across the computing cluster. As DataFrames are distributed across the cluster environment in the form of partitions, each partition is a subset of the DataFrames’ data. As a result, Spark ensures that transformations on DataFrames (map, filter operations) are applied to each partition in parallel, leveraging the distributed nature of the data. However, these transformations are lazy, i.e., they are not executed immediately, but build a logical plan as actions that trigger the execution of the plan.



We consider a DataFrame representing a large dataset, D, with columns    c 1  ,  c 2  , ⋯ ,  c n   , where each   c i   is a vector of features in a multi-dimensional space. In the K-Means algorithm, we seek to partition this dataset into K clusters by minimizing the within-cluster sum of squares (WCSS). For a given cluster,   C j  , the centroid,   μ j  , is computed as the mean of all points, which can be expressed as:


     μ j     =   1   |   C j   |      ∑   x i  ∈  C j     x i      



(3)







K-Means aims to minimize the sum described in (1) across all clusters. In Spark, this can be efficiently executed across the computing cluster by representing dataset D as a DataFrame and, for each data point,   x i  , determining the closest centroid,   μ j  , as we can observe in Algorithm 1. This operation is distributed across the partitions of the DataFrame, where each partition computes the closest centroid for its subset of data points and, after assigning all points to their closest centroids, recomputes the centroids by making a generalization of the centroids of each cluster. This involves filtering the DataFrame by cluster assignment (i.e., grouping by cluster ID) and then calculating the mean of the points in each cluster. In Spark, this is achieved through a combination of groupBy and aggregation operations over the DataFrame. Finally, the WCSS is computed by summing the squared distances of points from their assigned centroids. The workflow is described in Figure 2.


    WCSS    =  ∑   x i  ∈ D     ∥  x i  −  μ   closest _ centroid  (  x i  )   ∥  2      



(4)







This operation is performed by applying a map operation to calculate the squared distance for each point, followed by a reduction to sum these values across the entire dataset.



In the context of node allocation in complex network topologies, such as those found in MEC, we could suppose that each base station is a point represented as   x i  , the initial centroids,   ν j  , represent the initial guess of the EDC locations, and the parameter K is the number of edge data centers to deploy. The final EDC positions (centroids) after the execution are the optimal locations for the data centers to ensure efficient and low-latency service. Further details of the implementation are described in [21].



	Algorithm 1: Distributed K-Means in Apache Spark
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3. Experimental Setup


This section describes the dataset used in the performance tests and the infrastructure utilized to conduct the experiments.



3.1. Dataset Description


In our experiments, we utilized the Shanghai Telecom base station dataset, which provides internet information for mobile users accessing 3233 base stations. After a previous analysis, 3000 effective base stations were identified, as some were idle or had invalid data. The dataset includes detailed records of the start and end times of base station access for each mobile user. Figure 3 shows the distribution of these 3233 base stations. As a densely populated city, Shanghai is well suited for mobile edge computing networks. Each base station’s workload is represented by the number of mobile user requests it handles, which can be estimated using population density or historical access data through linear regression techniques. Specifically, the dataset comprises 4.6 million call records and 7.5 million flow records from approximately 10,000 mobile users over six months, detailing the exact times of base station access.



Table 1 provides information on 11 randomly selected base stations from the Shanghai Telecom dataset, detailing the workload of each station. The workload is calculated as the total request time based on mobile user activities’ start and end times. From the data in Table 1, it is evident that there is a significant workload imbalance among these base stations. If the EDC placement problem focuses solely on communication delay without considering the workload, it could result in an uneven distribution of workload across the EDC.




3.2. Physical Infrastructure and Capabilities


For the performance evaluation discussed in this article, a range of node configurations were designed to evaluate different scenarios. The experimental setup consistently included a single primary node, referred to as the master, which was responsible for coordinating the tasks across the cluster. In addition to the master node, varying numbers of task nodes, also known as Spark workers, were employed. The numbers of task nodes were scaled across different configurations, utilizing 1, 2, 4, 8, or 16 nodes to evaluate the impact of cluster size on performance. To clarify the role and purpose of each node type mentioned, Table 2 provides a brief description of each node’s name and the specific task it performs.



Each task node was responsible for executing a portion of the distributed workload, supporting parallel processing and a thorough analysis of how the performance of the cluster scaled as more nodes were added. A central node was also included in the configuration to support the data-intensive nature of the experiments. This node was dedicated to data storage and management through the Hadoop Distributed File System (HDFS), ensuring efficient data access and management throughout the experiments.



This architecture, comprising a master node for orchestration, varying task nodes for distributed computation, and a dedicated central node for data storage, provided a robust framework to analyze system performance under different conditions. It enabled detailed observation of how performance scaled with the number of nodes and the effectiveness of HDFS in managing large data volumes. The m5.xlarge Amazon EC2 instance, with its four Intel Xeon vCPUs, 16 GB of DDR4 memory, and support for up to 10 Gbps network bandwidth via the Enhanced Networking Adapter (ENA), offered balanced compute resources for the tests. Data storage relied on Amazon Elastic Block Store (EBS), with read/write speeds of up to 4750 Mbps and 2375 Mbps, respectively, ensuring efficient handling of data-intensive tasks. The Nitro System hypervisor further enhanced performance by reducing virtualization overhead. The cluster, built with Amazon’s EMR (v.7.2.0) service, ran Hadoop v.3.3.6 and Spark v.3.5.1, using Spark-specific Python 3.9 code and the PySpark library. Additional dependencies, such as NumPy, were installed using EMR bootstrap actions to ensure all nodes had the necessary software for running the experiments, particularly for clustering tasks with PySpark’s K-Means class.





4. Performance Evaluation


This section presents the performance evaluation results, comparing the serial implementation with the distributed methodology proposed in this article for addressing the EDC placement problem. These performance tests were conducted using the dataset that encompasses the cellular network deployment and usage in the city of Shanghai, as represented in the Shanghai Telecom dataset [13,14,15].



4.1. Comparison of EDC Deployment Strategies


First, a study about latency and workload was conducted using the distributed methodology to ensure that these metrics are not adversely affected by the proposed approach. Table 3 compares the latency and workload results between the serial version and the distributed Spark version for different EDC configurations (20, 30, and 40 EDCs), presenting the latency and workload, along with their standard deviations, for both versions. Additionally, these results are shown in Figure 4 to graphically illustrate the trend of both metrics based on the number of EDCs deployed across the city of Shanghai.



Figure 4a shows that the latency values are almost identical between the serial and Spark versions, with minor differences in their standard deviations, indicating that both methods deliver similar performance in terms of latency. On the other hand, as shown in Figure 4b, there is a slight variation in the workload between the two versions, with the Spark version generally showing a higher workload, particularly for the 20 EDCs configuration. This suggests that the distributed method may handle a slightly higher load, although the difference decreases as the number of EDCs increases.



Figure 5 illustrates the deployment of different EDC configurations across the city of Shanghai, providing coverage for the 3000 base stations included in the dataset. This visual representation highlights how various configurations of EDCs are distributed throughout the city to ensure optimal coverage and connectivity. Figure 5 shows that both the serial and distributed strategies for EDC placement yield comparable results. This similarity is expected, given that both approaches aim to effectively manage and balance the load among the base stations. The distribution patterns demonstrate that, regardless of the methodology used, the coverage and performance metrics achieved are consistently aligned. However, as it will be shown in the following sections, the distributed methodology offers better performance in terms of execution times. Thus, we confirm that both strategies are capable of providing similar coverage and handling the demands of the extensive network effectively, with the distributed approach providing an advantage in execution efficiency.



Figure 6 offers a comprehensive and detailed analysis of the performance characteristics of the EDC placement algorithm implemented within the Apache Spark framework, elucidating how the algorithm behaves regarding the number of worker nodes and the size of the datasets. These visualizations not only demonstrate the algorithm’s effectiveness in reducing execution time but also provide critical insights into its scalability, efficiency, and overall performance in a distributed computing environment, making them a valuable resource for understanding the practical implications of the algorithm’s deployment in real-world scenarios.




4.2. Absolute Execution Time vs. Number of Worker Nodes


Figure 6a provides a direct representation of execution time as a function of the number of worker nodes, offering a straightforward comparison of how different dataset sizes respond to variations in cluster size. These results reinforce the findings from the logarithmic plot (Figure 6b), further emphasizing the significant reductions in execution time achieved by increasing the number of worker nodes, particularly for larger datasets. For example, with the 5045.5 MB dataset, the execution time decreases markedly as more worker nodes are added. These runtimes demonstrate the algorithm’s capacity to distribute and process large workloads across a distributed cluster effectively.



This significant reduction in execution time for larger datasets highlight the algorithm’s ability to scale effectively within the Spark framework, making it potentially applicable to big data scenarios, where fast processing of large numbers of data is essential. In practical terms, the algorithm can be deployed in environments where data processing speed is critical, such as in real-time analytics, streaming data processing, and large-scale simulations. In addition, Figure 6a also highlights the diminishing returns associated with adding more worker nodes for smaller datasets. For datasets around 108.1 MB, the execution time reduction is less pronounced, indicating that the additional overhead of managing more nodes may outweigh the performance gains beyond a certain point. This insight is vital for optimizing resource allocation in distributed systems, where it is essential to balance the number of worker nodes with the dataset size to achieve the best possible performance. It suggests that a more conservative approach to node allocation may be more efficient for smaller workloads, avoiding unnecessary costs and complexity.




4.3. Execution Time (Logarithmic Scale) vs. Number of Worker Nodes


Figure 6b, which employs a logarithmic scale to represent execution time as a function of the number of worker nodes, is particularly insightful in illustrating the efficiency gains achieved through parallel processing. The use of a logarithmic scale is significant because it allows for a clearer visualization of the relative changes in execution time across different scales, especially when dealing with varying dataset sizes. These results reveal a substantial reduction in execution time as the number of worker nodes increases, a trend that is particularly pronounced for larger datasets. For instance, with the dataset sized at 10,854.4 MB, the execution time decreases sharply as the number of worker nodes increases, indicating that the algorithm is highly effective at parallelizing tasks across multiple nodes. This capability is critical in distributed computing environments, where the ability to efficiently distribute workloads can lead to significant reductions in processing time, thereby enhancing overall system performance.



The impressive reduction in execution time when handling larger datasets also suggests that the algorithm is well suited for handling substantial data numbers, a common requirement in massive data applications, such as deployments of complex networks in smart cities. However, the results also reveal that for smaller datasets, such as those around 108.1 MB, the reduction in execution time is less significant, and the curve flattens more quickly. This indicates that the overhead associated with managing multiple worker nodes may begin to outweigh the benefits of parallel processing when the dataset size is relatively small. This observation is crucial for understanding the trade-offs involved in using Apache Spark for smaller workloads and highlights the importance of optimizing node allocation to avoid unnecessary computational overhead.




4.4. Speedup vs. Number of Worker Nodes


Figure 6c illustrates the speedup achieved by increasing the number of worker nodes, and provides a deeper understanding of the algorithm’s scalability and its ability to leverage additional computational resources. Speedup is a critical metric in distributed computing, as it reflects the degree to which the algorithm can reduce execution time relative to the smallest cluster size. Speedup is calculated relative to the execution time using the smallest number of worker nodes, and the results show a clear trend, i.e., as the dataset size increases, the speedup approaches linearity, particularly for the largest datasets.



For example, the dataset sized at 10,854.4 MB exhibits a nearly linear growth in speedup as more worker nodes are added, indicating that the algorithm efficiently utilizes the additional computational power provided by the larger cluster. This linearity suggests that the algorithm has low overhead and high parallel efficiency, which are crucial characteristics for scalability in distributed systems. In practical terms, this means that the algorithm is capable of scaling effectively across a wide range of cluster sizes, making it suitable for deployment in large-scale, data-intensive applications where maximizing computational efficiency is paramount.



The ability to achieve near-linear speedup is particularly important in edge computing and big data environments, where the ability to scale efficiently across multiple nodes can significantly improve processing time and overall system performance. However, the plot also shows that, for smaller datasets, the speedup curve begins to flatten as the number of worker nodes increases, indicating that the benefits of adding more nodes are diminishing. This flattening suggests a point where adding more nodes does not contribute significantly to improving performance and may even introduce unnecessary overhead. This highlights the need to carefully assess the trade-off between the size of the problem to be addressed and the number of distributed nodes, where an unnecessary number of nodes results in computational overhead dedicated to managing communications and distribution across the computing cluster.





5. Conclusions


This work focuses on the EDC placement problem, providing a novel solution based on machine learning (specifically, unsupervised clustering) and the Apache Spark framework, emphasizing its feasibility and effectiveness in distributed computing environments. Throughout the study, it has been demonstrated that integrating the K-means algorithm for the EDC placement problem into Apache Spark is feasible and highly beneficial for scenarios requiring efficient workload distribution in large-scale data processing systems.



The research highlights that combining Apache Spark’s distributed processing capabilities with a specific edge node placement algorithm offers a robust solution to scalability and efficiency challenges in edge computing environments. This integration significantly enhances performance in managing and processing large numbers of data, which is increasingly critical in smart city environments.



Moreover, the proposed approach makes a unique contribution to the existing literature by offering a novel method for optimizing the deployment of edge nodes. Its implementation within Spark not only enhances the algorithm’s adaptability and flexibility with various distributed system architectures but also maximizes the utilization of computational resources in scalable platforms.
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Figure 1. An example of mobile edge computing with EDC placement. 
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Figure 2. Graphical scheme of Spark architecture for K-Means II algorithm. 
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Figure 3. Deployment of the 3233 base stations from the dataset over the city of Shanghai. 
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Figure 4. Performance evaluation results based on the selected metrics: (a) Latency (km); (b) Workload (min). 
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Figure 5. EDC deployments with base stations grouped based on the number of EDCs, using the serial version (a–c) and the proposed methodology (d–f). 
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Figure 6. Performance evaluation results of the EDC placement problem implemented with the Apache Spark framework: (a) execution time as a function of the number of worker nodes; (b) execution time as a function of the number of worker nodes on a logarithmic scale; (c) achieved speedup by increasing the number of worker nodes. 
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Table 1. Information and workload of some base stations included in Shanghai Telecom base station dataset.
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	Base Station ID
	Longitude
	Latitude
	User Number
	Workload (min)





	11
	121.422303
	31.180175
	14
	18,841



	277
	121.306923
	31.206547
	21
	25,506



	330
	121.369095
	31.121363
	185
	252,354



	361
	121.387532
	31.324464
	22
	29,467



	1349
	121.448422
	31.162868
	589
	706,841



	1448
	121.471519
	30.824719
	103
	133,736



	1889
	121.768142
	31.168720
	31
	42,071



	1919
	121.341904
	30.733903
	476
	613,174



	1994
	121.009542
	31.099755
	55
	69,600



	2564
	121.513919
	31.246946
	335
	448,576



	2978
	121.182589
	31.152749
	86
	113,609










 





Table 2. Description of node types used during Spark execution.
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	Node Type
	Description





	Single Primary Node
	Also known as the master node. It coordinates the execution of tasks across the cluster.



	Task Nodes
	These nodes are responsible for executing portions of the workload assigned by the master node.



	Central Node
	This node manages the administration of the Hadoop Distributed File System (HDFS) operations, such as read and write tasks.










 





Table 3. Comparison of latency (km) and workload (min) results between the serial and distributed versions.
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EDCs

	
Serial Version

	
Spark Version




	
Latency

	
Workload (  ×  10 7   )

	
Latency

	
Workload (  ×  10 7   )






	
20

	
4.63944 ± 0.04750

	
2.620 ± 0.314

	
4.58038 ± 0.08287

	
2.618 ± 0.265




	
30

	
3.68743 ± 0.04739

	
1.762 ± 0.058

	
3.69201 ± 0.04122

	
1.784 ± 0.134




	
40

	
3.18106 ± 0.06106

	
1.314 ± 0.142

	
3.13490 ± 0.02953

	
1.303 ± 0.039
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