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160 00 Praha, Czech Republic; david.herel@seznam.cz (D.H.); cuheljan@fel.cvut.cz (J.C.);
tommaso.gargiani@gmail.com (T.G.)
* Correspondence: kobzaond@fel.cvut.cz (O.K.); jan.sedivy@cvut.cz (J.S.); Tel.: +420-739-843-056 (O.K.)
† These authors contributed equally to this work.

Abstract: This article introduces Alquist 5.0, our SocialBot that was designed for the Alexa Prize
SocialBot Grand Challenge 5. Building upon previous iterations, we present the integration of our
novel neural response generator (NRG) Barista within a hybrid architecture that combines traditional
predefined dialogues with advanced neural response generation. We provide a comprehensive
analysis of the current state-of-the-art NRGs and large language models (LLMs), leveraging these
insights to enhance Barista’s capabilities. A key focus of our development was in ensuring the
safety of our chatbot and implementing robust measures to prevent profanity and inappropriate
content. Additionally, we incorporated a new search engine to improve information retrieval and
response accuracy. Expanding the capabilities of our system, we designed Alquist 5.0 to accommodate
multimodal devices, utilizing APL templates enriched with custom features to deliver an outstanding
conversational experience complemented by an excellent user interface. This paper offers detailed
insights into the development of Alquist 5.0, which effectively addresses evolving user demands
while preserving its empathetic and knowledgeable conversational prowess across a wide range
of topics.

Keywords: Alexa Prize; SocialBot; neural response generator; Barista; hybrid dialogues; safety;
Vicuna; BlenderBot 3

1. Introduction

This article delineates the development of Alquist 5.0, our SocialBot designed for the
fifth iteration of the Alexa Prize SocialBot Grand Challenge 5 [1]. This university-based
contest aspires to foster the creation of an Alexa skill that exhibits proficiency in coherent
and engaging discourses about current affairs and common topics with humans for a
sustained duration of 20 min, thereby aiming at achieving a median rating of at least 4.0
on a 1.0–5.0 scale. This is a challenging task requiring the integration of key dialogue
components into our SocialBot. As such, we concentrated on developing an Alquist version
that offers an empathetic, as well as knowledgeable, interaction on an array of subjects.

Alquist 5.0 is an evolution of its predecessors, and it was brought to life in earlier
editions of the SocialBot Grand Challenge. Despite this, the latest version came into the
scene at a time when the domain of conversational artificial intelligence witnessed a signifi-
cant enhancement of its capabilities. This phenomenon is attributed to the enlargement of
user expectations. The launch of OpenAI’s ChatGPT ( https://openai.com/blog/chatgpt,
accessed on 30 November 2022) in November 2022 managed to spark widespread fasci-
nation in the arena of large language models (LLMs) by demonstrating its astounding
potential to the general populace. Consequently, this has led to a wide gap that has to be
covered by SocialBots vying for the Alexa Prize regarding meeting user expectations. This
predicament is reflected in the decreased user-assigned ratings that have arisen relative to
previous contests. Contrary to restricted-access, closed-source models such as ChatGPT
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and Google’s Bard (https://bard.google.com/, accessed on 2 October 2023), a myriad of
open-source LLMs boasting performance analogous to their commercial counterparts have
been released. This period of flourishing language modeling has facilitated us to pivot
our focus onto constructing a novel neural response generator (NRG)—Barista (refer to
Section 4)—for our SocialBot.

Incorporating Barista into Alquist has been carried out in a way such that the resulting
system is flexible enough to handle various user responses well and to dive deep into
various topics (i.e., each conversation can be different and there are just few repetitions
across sessions), but it also has the ability to conduct qualitatively well-written dialogues
(fine-grained and expanded dialogues based on the previous iteration, i.e., Alquist 4.0 [2])
for most common topics. Therefore, we pioneered several novel methods for integrating
Barista into our SocialBot, leading to the enhancement of our SocialBot’s generalization
capabilities. A more detailed discussion on the topic is made available in Section 7.

Furthermore, we also designed our SocialBot for multimodal devices such as Alexas
equipped with a touchscreen. We put to use the APL (https://developer.amazon.com/en-
US/docs/alexa/alexa-presentation-language/add-visuals-and-audio-to-your-skill.html,
accessed on 28 November 2023) templates, which were enriched with our custom feature
implementations, with the ambition of matching an outstanding conversational experience
with an equally excellent user interface. For more insights into this, refer to Section 8.

2. Related Work

The existing research dealing with open-domain chatbots primarily targets two av-
enues: the development of more advanced neural generation methods [3,4] (often achieved
by integrating knowledge bases into generative models); and the established methodologies
that typically rely on dialogue trees ([5]). An exemplar of the latter approach can be found
in the architectural blueprint proposed by [6].

A major drawback of traditional dialogue tree systems is their limited scope. These
systems rely heavily on predefined rules and scripts, which restrict their ability to handle
the vast array of possible user inputs and conversational contexts. This rigidity often results
in unnatural and repetitive interactions as the system cannot adapt to new or unexpected
user queries. Additionally, the manual effort required to design and update these dialogue
trees is considerable, making them less scalable for complex applications.

To address these limitations, several researchers have sought to enhance these
predetermined rule systems by integrating statistical generative models [2,7].

Traditional generative models, like n-grams, have been replaced by more advanced
neural network architectures as computational power has increased. Typically, these
newer models use encoder–decoder networks [8] with LSTM [9] or other recurrent units.
While these models have significantly improved language modeling and other NLP tasks,
their design does not allow for high parallelization, thus limiting their size. A major
breakthrough came with the introduction of the Transformer architecture [10], which forms
the basis of most current state-of-the-art language models. This led to the development of
new static models, such as BERT [11] and ALBERT [12], as well as advanced generative
models, such as GPT [13] or T5 [14].

The prior state-of-the-art generative models, such as DialogueGPT [15] and T5 [14],
had limited capacity to manage extensive, in-depth conversations. These models often
struggled with maintaining context over long dialogues, leading to issues such as gener-
ating hallucinations—responses that are plausible-sounding but factually incorrect—and
contradictions within the conversation. Furthermore, these models require substantial com-
putational resources for training and deployment, which poses additional challenges for
practical implementation. Hence, [2] decided to use traditional, manually created dialogues
by professionals and to use their own version of DialogueGPT for out-of-domain inputs.

In November 2022, OpenAI (https://openai.com/, accessed on 2 December 2015)
unveiled GPT3.5 and, subsequently, introduced GPT4. These two models represented a
significant step forward for the natural language processing (NLP) field and effectively

https://bard.google.com/
https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/add-visuals-and-audio-to-your-skill.html
https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/add-visuals-and-audio-to-your-skill.html
https://openai.com/
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initiated a new phase in the development of highly competent instruction-based large
language models. The Llama model proposed by [16] and the Falcon LLM proposed
by [17] can be employed in open-domain chatbots either as standalone systems (such
as Chatbotarena (https://stablediffusion.fr/vicuna, accessed on 27 May 2023) or as part
of an integrated pipeline. More recently, FastChat (https://github.com/lm-sys/FastCh
at, accessed on 30 March 2023) introduced the Vicuna model, a fine-tuned version of
the Llama model optimized for an instruction-based dataset. In our study, we used the
7 billion-parameter Vicuna model, a 3 billion-parameter version of BlenderBot 3, and two
other smaller language models that were integrated into our Barista NRG (DeBERTa-
xsmall [11,18]) for classification, as well as FLAN-T5 [19] for query generation when
external information was required. Regarding external information, we leveraged Fusion-
in-Decoder [20]; however, other techniques such as Retrieval Augmented Generation [21]
or a knowledge graph encoder [22] are also an option.

While dialogue safety issues can easily be controlled in dialogue tree systems by design,
such challenges must be meticulously addressed when using large language models. The
subject of chatbot dialogue safety has drawn considerable research attention in recent
years, with studies focusing on identifying and mitigating the risks associated with unsafe
language generation in conversational models [23–25]. For example, researchers have
utilized the Wikipedia Toxic Comments dataset [26], which incorporates 100k pieces of
human-labeled content, and a Twitter dataset [25], consisting of 240k tweets categorized
as containing hate speech or offensive language by human annotators. Moreover, the
literature has delved into other dialogue safety issues, including political prudence [27],
stereotyping [28], and various de-biasing techniques for specific domains [24,29,30].

Although our research primarily concentrated on an NLP application (an open-domain
chatbot more specifically), we also allocated substantial attention to our user interface.
Ref. [31] demonstrated the significant impact that user interface design can have on the
overall user experience. This inspired us to devise an outstanding user interface and unveil
our novel digital persona—Alquistyna.

3. System Architecture

The system is based on the architecture proposed by [2] (see Figure 1). The main
improvement we made for the architecture was its extension with the NRG Barista (see
Section 4) together with its integration within traditional dialogue trees; thus, a hybrid
architecture was built. Barista is used for out-of-domain conversations and in our hybrid
dialogues, where several nodes in a dialogue tree are generated dynamically by our NRG.
Barista is a neural response generator designed for open-domain conversations that access
external knowledge sources to provide knowledgeable responses. We utilize Barista in
various conversational contexts, as described in Section 7.

The invention of the hybrid architecture had several motivations:

1. In the previous iteration of the Amazon Alexa Prize SocialBot Grand Challenge (4)
(https://www.amazon.science/alexa-prize/socialbot-grand-challenge/2020, accessed
on 14 August 2021), the best-performing SocialBots were generally based on manually
prepared dialogues with some ability in handling out-of-domain cases by a neural
response generator. No SocialBot that was based entirely (or almost entirely) on large
language models has been provided with an award (although some SocialBots have
had this architecture, e.g., Genuine by [32]).

2. Furthermore, some of the current chatbots solely based on LLMs, such as Meena [33]
or BlenderBot ([4,34–36]), still have several qualitative problems [37,38]. We assume
that carefully designed dialogues (with consultation help from linguists from Prome-
thistAI (https://promethist.ai/, accessed on 1 January 2022)) for most common topics
(hobbies, movies, food, books, music, etc.) will perform better (in the particular
domains) as the dialogues should produce sensible and even interesting engaging
outputs. This is not guaranteed for general LLMs.

https://stablediffusion.fr/vicuna
https://github.com/lm-sys/FastChat
https://github.com/lm-sys/FastChat
https://www.amazon.science/alexa-prize/socialbot-grand-challenge/2020
https://promethist.ai/
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3. Using only handcrafted dialogue trees poses huge limitations regarding generalization.
Moreover, returning users might experience that conversations with such rule-based
systems are (in longer periods) repetitive, which we assume would have a significant
negative impact on the user experience. Incorporating our Barista NRG allows our
SocialBot to converse about any topic. Furthermore, hybrid dialogues ensure within-
dialogue variability.

Hence, the ratio behind the architecture choice is to combine the advantages of tradi-
tional rule-based chatbots with the advantages of LLM-based conversational systems.

Dialogue Manager
Dialogue selector Out of domain
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Global
intents

Question
classification
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Profanity detection Sentiment analysis
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Templates Generative

Paraphrasing Profanity checking
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Figure 1. The system architecture is built upon the work proposed by Konrád et al. [2], with the main
emphasis being put on the Barista neural response generator.

From the dialogue design perspective, the main building block of the proposed Social-
Bot is the main dialogue. Within the main dialogue, we have a collection of dialogue groups
composed of multiple dialogues. Each group is dedicated to a specific topic, such as sports,
movies, or music. This design allows our SocialBot to engage in conversations about a wide
range of subjects, providing a comprehensive and diverse user experience. Furthermore,
each dialogue follows a tree graph structure. This means that we have the flexibility to
specify a conversational flow, defining how the system should respond to different user
utterances. By organizing the dialogue in this structured manner, we can ensure a coherent
and intuitive conversation experience for the users.

In order to effectively understand user utterances, we followed the practice established
by [2]. We classified every utterance into an in-domain or out-of-domain intent. In-domain
intents are designed to handle user utterances that are anticipated within the context of the
dialogue. Furthermore, we distinguished between two types of in-domain intents: local,
which are valid only in a specific context and cover the expected user inputs that align
with the predefined conversational flow; and global, which are valid across all dialogues
and can be relevant in any part of the conversation. On the other hand, out-of-domain
intents handle unexpected user utterances that fall outside the predefined scope of the
dialogue. Out-of-domain intents play a crucial role when incorporating our new NRG
Barista into the system. We also employed Skimmer (as proposed by [2]), which analyzes
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user utterances and identifies relevant information. For example, if a user mentions that
they have a dog, Skimmer can detect and extract this information without asking the user
about it directly. This ability to gather user details implicitly helps in building the user
profile, which is designed to store information about the user; this is useful for conversation
(e.g., that they own a dog) and can be leveraged to provide personalized responses in
subsequent interactions.

We navigate the user between the dialogue trees utilizing a component called Dialogue
Selector, which chooses the most relevant topic for conversation. To achieve this, we applied
the policy proposed by [2]. This selection is based on two factors. The first factor is the user
profile, which includes details gathered through Skimmer about the user’s preferences,
hobbies, and other relevant information. This enables our SocialBot to suggest topics that
align with the user’s interests. The second factor is the topics identified during the previous
interaction with the bot. These topics, detected using entity recognition, are then selected
as possible candidates for conversation.

Most of our dialogues include questions for the user, and we have found that users
sometimes respond by answering and then asking the same question back (e.g., “Bot: How
are you?” “User: Fine, and you?”). Unfortunately, our dialogues do not have pre-written
answers for such questions. To address this, we implemented a question classifier that
detects these cases. When this happens, Alquist uses its neural response generator to
answer the question, and then the next dialogue is selected.

Furthermore, we enrich the dialogues by inserting fun facts (i.e., interesting trivia
information) between dialogues. Some dialogues also use external knowledge bases,
specifically Amazon Evi (a QA engine that can be asked questions in a natural language,
and it can be accessed via Cobot Toolkit [39]) for question answering and The Movie
Database (https://developer.themoviedb.org/docs, accessed on 6 May 2023) (TMDB) for
providing information about movies that are mentioned during the conversation.

4. Barista Neural Response Generator

We introduce our innovative neural response generator (NRG) due to its versatility in
different dialogue contexts and to improve handling out-of-domain conversations. Our
approach is inspired by the BlenderBot 3 (BB3) chatbot [4]—we modified the original
pipeline, reduced latency, and improved the overall performance. In its architecture, Barista
uses two generative models:

1. A 3-billion-parameter model based on BlenderBot 3;
2. A 27-billion-parameter model based on Vicuna.

Figure 2 illustrates the architecture of Barista. The pipeline begins with a classification
task to determine whether the NRG should query external knowledge. Concurrently, the
system generates a search query for our search API (see Section 5). Suppose the output
of the classifier is 1 (‘yes’). In such a case, Barista retrieves information through our
search API. In terms of search, the pipeline extracts specific information from a set of
documents returned by the API. Subsequently, all external information, user input, and
conversational context are fed into the Barista 3B BB3-based model, and the final utterance
is then generated.

In parallel, Barista runs VicuChat NRG, our fine-tuned version of Vicuna 7B. VicuChat
generates a response according to the user input, context, and possibly knowledge (together
with the query), and it then generates the next utterance. Finally, a rule-based classifier
decides which generated output to use.

https://developer.themoviedb.org/docs
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Figure 2. Visualization of Barista.

4.1. Models

This section offers a concise review of the proposed models, placing a significant
emphasis on the intricacies of the 3B and Vicuna-centric generative models. Additionally,
it provides a comprehensive analysis of their implementation and potential applications.
Regarding task-specific models, we took inspiration from the work published by [38].

4.1.1. Conducting Search Classification and Query Generation

These modules inform the pipeline on whether to query external knowledge and, if
yes, to generate the query. We trained our custom models, as proposed by [38] (DeBERTa-
xsmall [18] for the classification task and FLAN-T5 [19] for query generation) on the same
datasets that were used for BB3. The primary purpose was to reduce latency (our models
are 17× faster in terms of classification, 4× faster in terms of query generation, and are
achieving similar or higher performance [38]); however, usage of the BB3 model would
have also been possible.

As [38] described (we used the same data for training), the training dataset for clas-
sification regarding search contains 490,000 samples, while the training dataset for query
generation is composed of information relevant to conditional language modeling and
contains ca. 40k samples. We trained the models on a single NVIDIA A100 GPU, and the
training took only a few hours for both models.

4.1.2. Knowledge Extraction

BB3’s knowledge extraction task involves extracting relevant information, typically
short phrases or single sentences, from a set of documents using the FiD architecture ([20]).
We used the same data as [4] (12 GB dataset for conditional language modeling) for this
task and trained two DeBERTa base models. The first model was a classical encoder
Transformer, which was proposed by [10] for information extraction (question answering),
using a linear layer to predict the start and end token probabilities and then selecting the
best span accordingly.

The second model, a novel FiD-inspired architecture, processes n documents and user
input through a Transformer encoder; concatenates hidden states into a long-hidden state;
forwards it to a Bi-LSTM ([9]) network for information fusion; and then predicts start and
end token probabilities (across all n documents) using a linear layer. The main advantage of
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such an architecture is that the output probabilities are conditioned against all n documents,
which we hypothesize is important additional information for the model. Note that the
task for the first model is to find the most likely span in a document given a user input (i.e.,
a particular span may have a high probability even for not very relevant documents). The
task for the second model is to find the most likely span given n documents and a user
input, which is an identical task to the BB3 ‘knowledge module’, as [4] calls it.

4.1.3. Barista 3B Model

During our testing, we discovered, besides repetition issues, a few other problems with
the BB3 3B model, namely too succinct outputs, asking questions less than we would prefer,
ignoring user inputs (this is mostly connected to the repetition problem), and hallucination.
We hypothesize that the fact that conversational tasks had only a minor share of the overall
training dataset during training made the model less focused on quality conversations.
Furthermore, it would benefit our whole SocialBot system if our bot could control whether
Barista outputs a statement or a question. Another problem with BB3’s dataset could be
that the user’s and BB3’s utterances are separated only by a newline, which, in our opinion,
may confuse the model as it may assign an utterance to the wrong side.

Therefore, we decided to fine tune the BB3 model with our new dataset (consists of
Topical Chat [40], Empathetic Dialogues [41], and CCPE-M [42] datasets), which was modi-
fied such that it separates the user’s and bot’s utterances with a special token. Furthermore,
we created a small subset of the BB3 conversational dataset, replaced targets with parts
of inputs, and used these samples as negative samples during training (i.e., to maximize
cross-entropy). We note that the total size of the dataset was ca. 500 MB.

4.1.4. VicuChat

Vicuna 7B was fine tuned on the dataset used to train the Barista 3B Model, as refer-
enced in Section 4.1.3, incorporating an additional prompt prior to each training sample:
You are a family friendly AI (PERSONA 1)! You are chatting with a human (PERSONA 2)!
Always output just one utterance! Always end the utterance with a punctuation mark. Do not write
offensive responses; you must be friendly. You don’t own anything. You don’t have any children nor
pets! Do not switch topics too quickly! Always be polite, interesting, and empathetic! Conversation:

Moreover, an attempt was made to utilize LoRA [43] to fine tune the Vicuna model
on the aforementioned data. On a task where, given a particular context, user utterance,
and an additional bot’s utterance bu, an output is generated such that the subsequent bot’s
output could be bu. The same dataset that was previously highlighted was used for this
task. However, the final utterance became a part of a prompt, the last user’s utterance was
omitted, and the task consequently became the generation of the penultimate utterance.
The prompt for this task was as follows: produce the upcoming utterance, in order to ensure that
’[last utterance]’ can be conveyed in the succeeding turn. Unfortunately, this endeavor proved
unsuccessful as the resultant model failed to generate responses of substantial meaning.

An observation from testing revealed that the fine-tuned Vicuna model tended to
output ‘Did you know. . . ’-styled trivia excessively, which can be hypothesized to stem
from the Topical Chat dataset. We also noticed that certain responses by Vicuna sounded
artificial, a consequence that—once again, hypothesized—rested on the datasets used
and their composition methods. Interestingly, the LoRA-trained model exhibited less
susceptibility to these issues (Figure 3).

The resultant LoRA model was designated (final) VicuChat, maintaining its attribute as
an instruction-based model. This facilitated its seamless integration into Barista’s pipeline
by incorporating the following query–knowledge pair in its prompt: You are a family friendly
AI (PERSONA 1)! You are chatting with a human (PERSONA 2)! Below, you receive additional
knowledge (EXTERNAL_KNOWLEDGE) and the context of the conversation (Conversation). If the
additional knowledge is relevant, generate the response based on the additional knowledge; otherwise,
ignore the external knowledge. Always output just one utterance! Always end the utterance with a
punctuation mark. Do not write offensive responses; you must be friendly. You don’t own anything.
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You don’t have any children nor pets! Do not switch topics too quickly! Always be polite, interesting,
and empathetic! EXTERNAL_KNOWLEDGE: [QUERY-KNOWLEDGE] Conversation:.

In order to maintain Barista as reasonably fast, VicuChat uses knowledge only if
required (by the Do Search classifier) and if Evi returns an answer (Evi returns short
answers, i.e., it is not necessary to use the Knowledge Extraction model). If VicuChat does
not use knowledge, Barista calls VicuChat using the prompt shown at the beginning of
this section.
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Figure 3. The BlenderBot 3 and Barista test results with Vicuna trained by LoRA, as well as a fully
fine-tuned, pure Vicuna. The NRGs were rated on a scale of 0–5, where 5 is the best rating.

4.1.5. Output Decision

We implemented several rules on when to use the Barista 3B model. If no rule is
fulfilled, Barista uses VicuChat. The rules were designed to balance the quality of responses
and latency (VicuChat tends to produce better responses than the 3B model but has higher
latency). These rules led to VicuChat being used in 92% of Barista’s responses. We present
the set of rules used below:

1. Barista receives knowledge from Evi, and the user’s input is a ‘wh-question’. (Accord-
ing to our empirical observation, the 3B model can generally handle this case better.).

2. Knowledge is not included in VicuChat’s response, and the estimated probability that
a search is required is greater than 90%.

3. VicuChat’s thread crashes.
4. VicuChat returns a nonsense output. (Our first version of VicuChat sometimes gen-

erated non-existing words, including characters from various alphabets, e.g., Latin,
Cyrillic, or Chinese. This issue was partially eliminated in the latest version.)

4.2. Deployment

We implemented the core 3B model on two distinct single AWS (https://aws.am
azon.com/, accessed on 29 October 2005, GPU instances—g4dn and g5—to facilitate
parallelization. Additionally, we set up a third instance to host the smaller task-specific
models. All the models were converted to the ONNX format and served through Triton
and KServe servers. VicuChat was deployed on two separate g5 instances, where one
runs the primary model, and the other runs a backup to handle request overloads. The
mean latency is 1.3 s without VicuChat and 2.2 s if VicuChat is included in the pipeline.
Furthermore, if all the main and backup generative models crash, it uses the Amazon ATM
20B model [44] as the final backup. Regarding the pipeline itself, we deployed a cascade
backup system—i.e., Alquist uses the main Barista pipeline, and, if it crashes, Alquist uses
a backup pipeline, which is further backed by a third pipeline.

https://aws.amazon.com/
https://aws.amazon.com/
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4.3. Comparison of Neural Response Generators

To assess the performances of the original BB3 chatbot and Barista, we created a test
environment using Colab (https://colab.research.google.com/, accessed on 24 October
2017), which allowed participating students (we asked ten students of the Czech Technical
University in Prague to participate) to interact with either BB3 or Barista. In order to also
assess the performance of each VicuChat version (original Vicuna, fully fine-tuned Vicuna,
and Vicuna fine tuned by LoRa), we tested three Barista versions (where each version
differed in the VicuChat model only). After each response, each student was asked to rate
the received utterance on a scale from 0 to 5, with 5 being the best. During the experiment,
we did not reveal to the students which model they were conversing with. We gathered
over 800 rated turns by each participant per NRG (8000 turns, in total, for each NRG). The
students conducted conversations in textual mode (texting) in our labs; small portions
of conversations (ca. 100 conversations per student) were empirically double checked by
linguists from PromethistAI. They found no significant issues in the test conversations.

We further noted that the experiment was designed such that each conversation was
independent, and different NRGs were not asked to generate responses in the same context
but to generate responses in the context of the particular conversation. We chose this
approach because we wanted to see how the NRGs would perform in real-life situations.
A good conversation context can improve the quality of a response. If we compared two
NRGs, say A and B, and B was of lower quality than A, then the conversation with B would
produce not only lower-quality responses, but also poorer contexts (since half of a context
is made up of the NRG’s responses). Testing each NRG on the same set of contexts would
overlook this crucial detail, which is especially relevant for the Alexa Prize competition.

The scores were defined as follows:

1. Rating 0 a complete nonsense output;
2. Rating 1 very poor output;
3. Rating 2 not bad but below expected ‘average’ output;
4. Rating 3 OK or quite good answer;
5. Rating 4 very good answer;
6. Rating 5 surprisingly good answer or perfect answer.

Figure 3 shows comparisons of the three versions of Barista (with either original Vicuna,
fully fine-tuned VicuChat, and LoRA VicuChat) together with BlenderBot 3 (meaning we
compared four neural response generators in total). We performed pairwise χ2 tests in
order to find out whether the differences in performance among various NRGs were
statistically significant or not. The results of all pairwise statistical tests are depicted in
Figure 4. Given a standard significance level α = 0.05, we can conclude that all Barista’s
versions outperform BlenderBot 3; there was no statistically significant difference between
Barista with an original Vicuna model and Barista with a fine-tuned Vicuna model, while
the version with Vicuna-LoRA seemed to outperform the latter two versions (however, if
we were strict, and determined α according to the Bonferroni method, we could not reject
the null hypothesis).

We further delved into the intricacies of the latency issue. The latency rates of our
innovative NRG Barista are exemplified in Table 1 in two distinct settings—one that
was representative of the full NRG pipeline and another that was sans the inclusion of
VicuChat—alongside BlenderBot 3. In the comparison, we utilized BlenderBot 3’s original
implementation, as supplied by ParlAI (https://parl.ai/projects/bb3/, accessed on 5
August 2022).

We wish to point out that Barista differed from BlenderBot 3, not only in the VicuChat
generative model, but also because it uses a different architecture with different models for
particular tasks (query generation, Do Search classification, knowledge extraction, and the
modified 3B generative model based on BB3-3B). The effects of these modifications were
published in our earlier work [38].

In summary, we analyzed the strengths and limitations of current state-of-the-art
models, including insights from our previous work [38]. Based on these findings, we

https://colab.research.google.com/
https://parl.ai/projects/bb3/
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designed a novel neural response generator (NRG). While our results show that this NRG
is not perfect according to human judgment, we addressed this by incorporating a hybrid
architecture. This approach significantly reduces the chances of erroneous outputs from
the Barista NRG.
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Figure 4. Matrix of the p-values as a result of all pairwise χ2 tests. The standard significance level α is
for determining whether we can reject the null hypothesis as 0.05.

Table 1. Comparison of the latency between Barista (with and without VicuChat) vs. original Blender-
Bot 3. Experiments were conducted on NVIDIA Tesla A10 GPUs and measured with conversational
contexts obtained during data collection.

Barista Barista Sans VicuChat BlenderBot 3 (3B)

Latency (mean) 2.5 s 1.5 s 5.1 s
Speedup (w.r.t. BB3) 2× 3.3× 1×

5. APIHub

When Barista’s Do Search Classifier outputs a positive prediction, a request is trig-
gered to APIHub, our search API. A single call to APIHub returns a set of documents
from four different services (ordered by usefulness). Within the request, we specify two
types of queries—one generated by our query generator and a keyword query. A Keyword
query is created using SpaCy (https://spacy.io, accessed on 21 August 2015) by extracting
nouns and numbers from the original query. A keyword query is used for the Wikipedia
introductions and News Retrieval API service since they require a keyword, whereas Evi
and DuckDuckGo work best with a longer query.

• Amazon Evi: a question answering system;
• DuckDuckGo: (https://duckduckgo.com, accessed on 20 August 2008) (DDG) an

internet search engine;
• Wikipedia Introductions: our database of lead sections of Wikipedia articles (https:

//dumps.wikimedia.org, accessed on 15 April 2005);

https://spacy.io
https://duckduckgo.com
https://dumps.wikimedia.org
https://dumps.wikimedia.org
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• News Retrieval API: a service included in the Cobot Toolkit [39].

The core of the APIHub service is Amazon Evi. It is a question-answering system
that can respond in a natural language to its queries. We found that Evi’s high-quality
answers are the best knowledge source for Barista. Secondly, we used the internet search
engine DDG. After searching the internet, we returned the content of the top 3 found web
pages. We also created our own database of Wikipedia articles. In order to simplify the
work of Barista’s Knowledge Extraction module and not flood it with too many documents,
we retained only the introductory sections of Wikipedia articles, which summarize the
whole article and include the key knowledge to be extracted. The last service was the News
Retrieval API from the Cobot Toolkit [39], which was provided for the competition. When
provided a query, it returns summarized recent news articles. This allows Barista to be
informed about recent events the user may mention.

APIHub handles many requests asynchronously using the FastAPI framework
(https://fastapi.tiangolo.com/, accessed on 4 February 2019). Also, we set a timeout of 1.5 s
and included several optimizations to speed up the whole process. The first optimization
was to not wait for the output of DDG if Evi provides an answer. Since DDG is APIHub’s
slowest service, we limited its use as much as possible. However, Evi does not always have
an answer to the query, so DDG’s slowness is compensated by its ability to always find a
relevant set of documents. Another optimization was implemented where, during DDG’s
search, it ignores results from Wikipedia since we can expect them to be present in the
Wikipedia Introductions service. Finally, we cached the APIHub results for two weeks us-
ing an Amazon ElastiCache Redis instance (https://aws.amazon.com/elasticache/redis/,
accessed on 20 September 2016). With a cache hit rate of 50–60%, we answered a significant
part of APIHub’s queries instantaneously.

6. Safety Framework
6.1. Introduction

In recent years, the development of neural conversational models has led to significant
progress in the field of natural language processing, particularly in the area of generative
open-domain chatbots [3,15,33]. However, the widespread deployment of these models
in real-world scenarios has been hindered by concerns regarding dialogue safety [45].
While the use of transformer-based language models pretrained on large-scale corpora has
enabled the creation of increasingly sophisticated chatbots, these models often produce
uncontrollable and unpredictable outputs that can result in offensive, toxic, or otherwise
unsafe language.

In this section, we analyze and demonstrate the existence of significant safety prob-
lems in existing dialogue systems across multiple datasets for multiple language models.
Building on the analysis results, we propose a potential solution to this problem in the form
of multiple classifiers with the combination of a rule-based system. This straightforward
solution could effectively enhance the safety of chatbots by identifying and filtering out
potentially unsafe responses.

6.2. Experiments

The first goal of our experiment was to determine the extent to which chatbots can
produce unsafe content in their responses. We trained the classifiers on several hate,
offensive, and biased datasets [25,46–48]. We used these classifiers to identify unsafe
content in the responses generated by chatbots.

We used ChatGPT as a badly behaved user and let it generate 1000 unsafe ‘user’
inputs. Then, we used various LLMs to generate answers to the previously generated ‘bad’
questions and measured the percentage of responses generated by the language models
that were flagged by our classifiers as containing unsafe content. We also used human
evaluators to judge how many of the flagged responses were false positives.

Humans (four CTU students) were asked to assess whether the responses classified
as ‘unsafe’ were really profane, offensive, insulting, abusive, had an inappropriate sexual

https://fastapi.tiangolo.com/
https://aws.amazon.com/elasticache/redis/
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undertone, were racist (or had a racist undertone), or contained bad words. Each student
evaluated all of the ‘positive’ samples; a false positive sample was defined as a positive
sample for which at least three out of the four students agreed that the sample was ‘safe’.
We provide a few illustrative examples in Appendix C regarding safe and unsafe samples.

6.3. Results

Our study found that a considerable proportion of the responses produced by the
dialogue language models were identified as containing potentially unsafe content. Notably,
as depicted in Figure 5, our experiments suggest that larger models do not necessarily
result in safer responses Figures 6–9. These findings align with the DiaSafety results [47].
One possible explanation for this is that smaller models tend to produce more generic
responses that are less prone to generating unsafe or biased language. Furthermore, the
results shown in Figure 5 were further supplemented by statistical χ2 pairwise tests, as
depicted in Figures 6–9.
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Figure 5. The results show the unsafe content as an unsafe proportion in % (where lower is better)
across four datasets—DiaSafety, StereoSet, TweetOffensive, and CyberBully ([25,46–48])—for each
language model: DialoGPT-Small, DialoGPT-Medium, BlenderBot3-400M, and BlenderBot3-3B. The
“Overall” was computed as an average of values for a selected language model.

Upon conducting a manual examination of the flagged responses generated by multi-
ple chatbots, we observed that, on average, 32% of the flagged responses were identified
as false positives by human annotators. This finding implies that the current datasets
used for training the classifiers are not entirely representative of the nuances of harmful
language. Hence, we propose supplementing them with rule-based systems to achieve
greater accuracy. We expand on our proposed approach in the next section.
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Figure 6. Matrix of p-values as a result of all the pairwise χ2 tests of the models’ performances
according to the DiaSafety classifier. The standard significance level α for determining whether we
can reject the null hypothesis was 0.05.
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according to the StereoSet classifier. The standard significance level α for determining whether we
can reject the null hypothesis was 0.05.
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Figure 8. Matrix of p-values as a result of all the pairwise χ2 tests of the models’ performances
according to the TweetOffensive classifier. The standard significance level α for determining whether
we can reject the null hypothesis was 0.05.
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6.4. Our Method: Combined Safety Filter

Experiment findings imply that the current datasets used for training the classifiers
are not entirely representative of the nuances of harmful language. Hence, we propose
supplementing them with rule-based systems to achieve greater accuracy. Our algorithm,
illustrated in Figure 10, utilizes both fastText classifiers [49] (Appendix A describes the
used hyperparameters) and a rule-based string-matching system to classify input sentences.
The rule-based system consists of a list of unsafe words and phrases, and if there is a match
between the input text and the unsafe list, the input is marked as unsafe. (This ‘list-based’
approach might lower the chatbot’s abilities to discuss certain topics (e.g., sexual topics).)
Having said this, the rules of the Amazon Alexa Prize SocialBot Grand Challenge are
quite strict in terms of safety; hence, there was only a little room to consider the tradeoff
conversational_abilities X safety).

In our combined approach, the text was classified as safe if it was flagged as such by all
classifiers, with an average accuracy of over 80%. If the accuracy was below 80%, the rule-
based system would determine whether the input should be flagged as unsafe. This concept
is depicted in Figure 10. As shown in Table 2, the combination of automatic classification
and a rule-based system achieves a 6.5% higher F1 score compared to using only the fastText
classifiers. These results support the effectiveness of our proposed approach in improving
the accuracy of harmful language detection.

Figure 10. Visualization of the combined approach.

Table 2. Results of the automatic versus the combined approach on F1 score.

Dataset Automatic Combined
Precision Recall F1 Precision Recall F1

CyberBully 0.832 0.822 0.827 0.908 0.894 0.901
DiaSafety 0.688 0.708 0.698 0.781 0.792 0.786

TweetOffensive 0.894 0.892 0.893 0.926 0.920 0.923
StereoSet 0.685 0.671 0.678 0.751 0.739 0.745

6.5. Conclusions

In conclusion, we addressed the critical issue of dialogue safety in chatbots and
highlighted the significant safety problems that exist in current conversational models. The
findings demonstrate the urgent need for more effective safety measures to be incorporated
into dialogue systems to ensure their safe deployment in real-world applications. By
proposing a solution that combines multiple classifiers with a rule-based system, we offer a
promising approach for improving the dialogue safety of chatbots.
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7. Dialogue Management and Large Language Models

The dialogue manager of the system utilizes the Dialogue Selector and Dialogue Trees
proposed by [2]. However, the development of Barista opened a new problem of how to
incorporate LLMs into dialogue management. While human-designed dialogue trees offer
engaging conversations that are meticulously crafted by dialogue designers, they lack the
flexibility of LLMs to respond to unforeseen inputs.

To enhance the system’s abilities, we proposed four approaches for incorporating
generative models into dialogue management: a handling of the out-of-domain (OOD)
inputs; a handling of proactive questions; hybrid dialogues, and inserting LLMs into
dialogue trees. The LLM loop is central to all four strategies, managing the conversational
flow for several turns. The loop comprises the user input, the generated response, and a
terminating function, the latter of which determines whether the loop continues or ends
(see Figure 11). The terminating function operates with the following three criteria.

• Turn Counting: This criterion keeps track of the number of turns handled by the
LLM. If this count exceeds a predefined threshold, the loop is terminated to prevent
the situation in which the topic of conversation wanders off the original topic. Also,
the probability of a nonsensical response increases with the number of generated
responses in a row. Thus, the turn-counting mechanism ensures that the conversation
remains coherent and does not deviate from the topic.

• Regex Matching: The function detects phrases such as “Alright”, “I don’t know”, or
“I want to chat about something else”, which suggest user disinterest in the current
topic of conversation. If any of these phrases or their variations are detected, the
loop is terminated to allow for a change in conversational direction and tomaintain
user interest.

• ODES Classifier [50]: The class predicted by the ODES classifier serves as another
criterion for terminating the LLM loop. If the classifier predicts one of the classes
USER_DISINTEREST, USER_INITIATED_TOPIC_SWITCH, or USER_REQUEST_STOP,
indicating that the conversation is no longer engaging to the user, the loop is then
terminated. This ensures that the SocialBot’s responses remain engaging and adaptive
to user preferences.

LLM

Start

End

Terminating
Function

User Input

Figure 11. The LLM loop.
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Integration of LLMs into Conversation

Below, we describe, in detail, the four approaches used in the incorporation of Barista
with human-written dialogues. The resulting dialogue design resulted in a much more
flexible system with respect to traditional rule-based systems while still preserving system
designers with a significant amount of control over the system’s outputs. The methodolo-
gies leverage machine learning algorithms in combination with human-like interaction
patterns to improve the system’s ability to sustain versatile and dynamic dialogues. The
approaches used are detailed below.

1. Handling of out-of-domain (OOD) inputs: By leveraging OOD detection techniques,
the system determines whether the user input falls outside the scope of the current
intents that can handle the continuation of the conversation. If an OOD input is
identified, control over the conversation’s flow transfers to the LLM, which generates
a response to the unexpected input and the Dialogue Selector selects the next dialogue
tree to execute. We proposed generating more than one response, i.e., we generated
responses for a predetermined number of turns through the LLM loop (see Figure 12a).
This approach enables SocialBot to handle unforeseen user inputs globally. Moreover,
the LLM loop deepens the conversation toward an out-of-domain topic.

2. Handling of Proactive Questions: Proactive questions, i.e., questions asked by the
user, represent a unique challenge. Dialogue trees tend to ignore proactive questions
by default because they are primarily designed to recognize user answers and proceed
accordingly without considering additional questions directed toward the SocialBot.
For instance, when a bot asks, “What is your favorite ice cream flavor?” and the user
responds, “Vanilla. What’s yours?”, the intent recognition component recognizes
the intent ‘Vanilla’, for which the system may only provide information about the
popularity of vanilla, disregarding the user’s reciprocal question. The out-of-domain
intent, which is possibly helpful in this situation, is not triggered because there is
some amount of semantic similarity between the user input and recognized intent.
In contrast, LLMs can effectively address this issue, displaying greater flexibility
in handling such questions. By utilizing a punctuator for properly punctuating
user inputs and subsequently identifying question marks, the system can redirect
the conversational flow to the LLM loop (see Figure 12a). The LLM loop responds
appropriately to the user’s proactive question while delving deeper into the relevant
topic for the predetermined number of dialogue turns. This approach allows SocialBot
to respond to proactive questions, making it more coherent.

3. Hybrid Dialogues: This approach enriches the dialogue system by merging the
advantages of both human-designed dialogue trees and LLM-generated responses.
Hybrid dialogues start with an engaging question, fun fact, or comment authored by
a dialogue designer to spark user interest and set the context for the conversation.
When the user responds to this initial question, the LLM loop is triggered for a
predetermined number of turns. The LLM can then provide contextually appropriate
responses to user inputs, dynamically adapting the conversation to the user’s interests
and preferences (see Figure 12b). This approach allows for the rapid development of
engaging conversations, combining the strengths of structured dialogue trees and the
flexible responses generated by large language models.

4. Inserting LLMs into Dialogue Trees: To improve the responsiveness and depth of
interactions within existing dialogue trees, we pinpointed several intents followed
by non-informative acknowledgments, such as “I see”, “Got it”, or “I understand”,
typically handling user responses to open-ended questions seeking opinions. By
replacing these brief and non-informative acknowledgments with the LLM loop (see
Figure 13), the SocialBot gains the ability to provide more contextually relevant,
coherent, and engaging reactions to users’ opinions. The LLM loop dynamically
directs the conversation according to user input, enabling deeper interactions that can
span multiple conversational turns and allowing users to express their thoughts more
freely and expand on them.
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Do you drink tap
water?

User Input

Yes No

That is nice to refresh
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So, how do you
refresh yourself?

Proactive Question

LLM Loop

Dialogue Selector

Global Out-of-Domain

(a)

Do you prefer cats or
dogs?

LLM Loop

Start

End

(b)
Figure 12. Approaches for incorporating generative models into dialogue management. Green
nodes represent the intent recognized in user inputs. Blue nodes represent the SocialBot’s responses.
(a) Handling of out-of-domain and proactive questions; and (b) hybrid dialogues.

What have you
learned while

studying abroad?

New style of living I learned to be more
independent

User Input

Yeah! It is eye
opening to try new

lifestyle! LLM Loop
That had to be hard,

but rewarding!

I learned a lot of new
things

I see.

Figure 13. Inserting LLMs into dialogue trees (the LLM loop replaces non-informative acknowledg-
ment such as “I see”).

These four proposed LLM integration approaches in a SocialBot’s dialogue manage-
ment enhance its ability to adapt to unexpected inputs and proactive questions, offer a
more comprehensive range of engaging content, and provide more natural and dynamic
responses to user inputs. Although we employ Barista as the LLM, all the approaches are
independent of any specific LLM architecture. Thus, the proposed strategies have broad
applicability to many conversational AI systems.

8. User Interface

Unlike previous iterations, Alquist 5.0 implements support for multimodal devices
and thus provides a visual user interface. It is optimized to offer a broader and more
interactive user experience with the incorporation of multimodal functionalities. The
following sections are focused on the visual aspect, where we describe the supported
Alexa Alexa Presentation Language (APL (http://tinyurl.com/mwwxe5pe, accessed on

http://tinyurl.com/mwwxe5pe
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28 November 2023)) templates and the three key features of our templates: karaoke mode,
preserve mode, and 3D persona background. (An Alexa Presentation Language (APL)
template is a JSON object, which delineates the framework for visual presentation on screen-
equipped devices, and it governs the structural organization and spatial arrangement of
the displayed content.) We depict the modes in Figures 14 and 15.

(a) SocialBot landing. (b) SocialBot image list.

Figure 14. Utilized SocialBot landing and image list APL templates.

(a) SocialBot karaoke chat. (b) SocialBot karaoke detail.

Figure 15. Utilized SocialBot karaoke chat and detailed APL templates.

8.1. Karaoke Mode

By karaoke mode, we mean the voice synchronization with the text displayed on
the screen (http://tinyurl.com/bbwwfdcj, accessed on 28 November 2023). In karaoke
mode, the spoken text is highlighted. In order to utilize this feature, it is necessary to
provide speech data in plain text or by utilizing Speech Synthesis Markup Language (SSML)
(http://tinyurl.com/3ndb5nb7, accessed on 30 April 2024) expressions. Before an Alexa-
enabled device consumes this data, the data need to be converted into spoken words. One
can employ the ssmlToSpeech transformer (http://tinyurl.com/5n7taxab, accessed on 28
November 2023) to facilitate this conversion process, which converts the text to speech
and removes SSML tags from the SSML expression. Consequently, when the response is
being spoken, the device will automatically scroll to display the portions of text currently
being read.

8.2. Preserve Mode

We developed a preserve mode for a more straightforward configuration of APL
templates. This mode allows us to specify that the chosen APL template, alongside the set
parameters, will be remembered until another template is specified. This template will be
facilitated even when no APL template is configured until another template is employed
with the preserve mode.

http://tinyurl.com/bbwwfdcj
http://tinyurl.com/3ndb5nb7
http://tinyurl.com/5n7taxab
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8.3. 3D Persona Background

Users might imagine the SocialBot in a human form. To create a more positive, realistic,
and pleasant user experience, we created a 3D persona—Alquistyna—representing our bot
using MetaHuman (https://www.unrealengine.com/en-US/metahuman, accessed on 9
June 2022). In order to employ Alquistyna, we first rendered it in a friendly environment
using Unreal Engine 5 (https://www.unrealengine.com/en-US/unreal-engine-5, accessed
on 26 May 2021). After that, we generated a short animated sequence played in an infinitive
loop as a background on the screen. To ensure low latency, we compressed the video
sequence to reduce the size of the videos. In total, we generated nine different animations,
each in two settings (one with Alquistyna standing in the middle, which was used on
vertical and square devices, as shown in Figure 16b; and the other with Alquistyna standing
more to the right, which was used on horizontal devices, as shown in Figure 16). We
generated the two settings to ensure an excellent user experience across all types of Alexa
devices. In the following section, we will briefly describe all nine animations.

(a) (b)
Figure 16. Utilized SocialBot karaoke avatar APL template. (a) SocialBot karaoke avatar on a
horizontal device; (b) SocialBot karaoke avatar on a round small device.

3D Persona Background Types

For the visuals to be more relevant to the current topic, we selected six topics (gaming,
education, music, art, traveling, and science) for which we created a specific, more relevant
animation. We took the general idle animation and put Alquistyna into a thematic envi-
ronment. We employed these thematic animations in our hybrid scripted dialogues and
unscripted conversations and assigned one animation to each hybrid scripted dialogue.
Whenever the conversation became unscripted (e.g., because an out-of-domain input was
detected), we used a topic classifier model [51] to classify the topic based on the response of
our Barista NRG model and on the detected topic we set the relevant animation. Figure 17
shows the flow of the topic classification. Apart from the topic-specific backgrounds, three
general animations were employed in order to handle the introductory conversational phase
or errors.

1. General:

(a) Idle: Alquistyna’s typical animation where she looks at the user and smiles
(see Figure 16).

(b) Greetings: Here, Alquistyna waves to greet the user (see Figure 18a).
(c) Error: Alquistyna shrugs her shoulders when unable to render a response due

to an internal error (see Figure 18b).

2. Topic-Specific:

(a) Gaming: Gaming room setting animation used during gaming-related dis-
course (see Figure 19a).

https://www.unrealengine.com/en-US/metahuman
https://www.unrealengine.com/en-US/unreal-engine-5
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(b) Education: An animation depicts Alquistyna in a classroom during discussions
about education (see Figure 19b).

(c) Music: Alquistyna is in a recording studio as the setting for music-related
discussions (see Figure 20a).

(d) Art: A animation with an art gallery setting is used during art-related conver-
sations (see Figure 20b).

(e) Traveling: Shows Alquistyna on a beach when discussing travel (see Figure 21a).
(f) Science: An animation with a laboratory setting is used during science-related

discussions (see Figure 21b).

Barista Response
Did you know that people
spend an average of 20
seconds looking at a painting?

Topic Classifier
music > 70%

or
celebrity_&_pop_culture and music > 65%

science_&_technology > 70%

gaming > 70%

travel_&_adventure > 70%

earning_&_educational > 70%

arts_&_culture > 70% ART

EDUCATION

GAMES

MUSIC

SCIENCE

TRAVELING

Figure 17. A schema of topic classification.

(a) SocialBot karaoke avatar greetings. (b) SocialBot karaoke avatar error.

Figure 18. General SocialBot karaoke avatar showcase.

(a) SocialBot karaoke avatar for gaming. (b) SocialBot karaoke avatar for education.

Figure 19. Thematic SocialBot karaoke avatar gaming and education showcase.
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(a) SocialBot karaoke avatar for music. (b) SocialBot karaoke avatar for art.

Figure 20. Thematic SocialBot karaoke avatar music and art showcase.

(a) SocialBot karaoke avatar for traveling. (b) SocialBot karaoke avatar for science.

Figure 21. Thematic SocialBot karaoke avatar traveling and science showcase.

8.4. Effects of Adding Alquistyna

Table 3 presents the average feedback ratings and duration of conversations on multi-
modal devices before and after adding the SocialBot karaoke avatar template to our bot.
We can see that by adding Alquistyna, our multimodal ratings and the duration of conver-
sations increased. The creation of more specific animations seems to improve these values
(except for the median duration of conversations)—although we did note that between the
deployment of Alquistyna with (a final) nine animations, other changes in the SocialBot
were made; hence, the increase in ratings (with respect to the version with Alquistyna with
two animations) might have been caused by other factors and therefore we can only assume
that part of the increase was caused by an improved Alquistyna. (To properly assess the
role of the animations, A/B testing would be appropriate; however, due to time constraints
in the Amazon Alexa Prize SocialBot Grand Challenge, we did not perform this testing.).

Table 3. Results of adding the SocialBot karaoke avatar template. Please note that we did not count
results on the multimodal devices from 06/10 to 06/20 because, during this period, we faced several
issues that would negatively affect the results of the SocialBot karaoke avatar template.

Avg. Feedback Avg. Duration of Conversations
Period Name Period Multimodal Rating Mean Median 90th Percentile

Before Alquistyna 05/26–06/04 3.26 - 2:21 11:03
With Alquistyna (2 animations) 06/07–06/09 & 06/21–06/24 3.31 10:27 2:10 12:56
With Alquistyna (9 animations) 07/27–08/02 3.40 18:32 1:14 15:41

9. Conclusions

In conclusion, our research paper presents the latest iteration of the Alquist SocialBot
with novel hybrid architecture, which allows Alquist to react to unexpected user inputs
dynamically and introduces flexibility into human-written dialogue trees. Additionally, we
highlighted the introduction of our neural response generator, Barista, which is an integral
part of Alquist’s hybrid architecture. Readers can try Alquist through Amazon Alexa (when
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saying “Alexa, let’s chat”, Alexa will randomly select one of the winning SocialBots, with a
ca. 33% chance of choosing Alquist).

Furthermore, our study highlights the critical issue of context-sensitive safety prob-
lems in existing dialogue systems. We demonstrated the existence of these concerns and
proposed a solution by combining multiple classifiers with a rule-based system. This
approach effectively identifies and filters out unsafe responses, thereby improving the
dialogue safety in SocialBots. This contribution has the potential to advance the field of
conversational AI and ensure a safer and more reliable user experience.

Additionally, our work extends beyond response generation and safety measures. We
developed the search API APIHub, which integrates seamlessly with Barista. APIHub
provides up-to-date information from the internet, enriching the conversational experience
and enabling our SocialBot to access the latest knowledge. Furthermore, we introduced
a user-friendly interface that significantly enhances the user experience. Our new UI
incorporates a human-like avatar, fostering a more engaging and relatable interaction
between users and the SocialBot.

In summary, the advancements presented in this paper, including the introduction of
Barista as a neural response generator, the proposed approach to address context-sensitive
safety problems, the development of APIHub, and the enhanced UI, collectively contribute
to unlocking the potential of SocialBot conversational experiences. These achievements
pave the way for further advancements in conversational AI, where the ultimate goal is to
strive for more natural and engaging human–machine interactions.
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Appendix A. Classification Hyper-Parameters

The complete list of the hyper-parameters used for each fastText classifier is shown in
Table A1.

Table A1. Hyper-parameters of the fastText classifiers [49] used in our combined safety approach. We
used the datasets proposed by [25,46–48].

Classifier Epoch lr minn maxnn wordNgrams

CyberBully 5 0.05 3 6 4
DiaSafety 1 0.09 0 0 5

TweetOffensive 11 0.09 6 3 1
StereoSet 55 0.04 6 3 5

Appendix B. Analysis of BlenderBot 3’s Weaknesses

We tested BlenderBot 3 in order to find the systematic flaws of the model. Below, we
provide examples of the main flaws we found. Note that ‘Bot’ refers to BlenderBot 3, and
‘User’ refers to a tester—i.e., a member of the team.

1. Sometimes, it does not foster a deeper conversation, resulting in shallow conversations.
This is connected to another flaw—BB3 sometimes changes topics too quickly.

Bot:> What is the best way to discover new music?
User:> I guess the recommender on spotify or youtube
Bot:> Do you have a favorite band?
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User:> not just one
Bot:> Do you like to listen to music while you work?

2. Repetitions (i.e., utterances with the same semantics as BB3’s previous utterance or as
part of BB3’s input).

Bot:> Do you believe that there is life
in our solar system?
User:> yeah, I believe so
Bot:> Do you believe in extraterrestrial life?
User:> yes
Bot:> Do you have any other questions?
User:> what do you believe in?
Bot:> I believe in the existence
of extraterrestrial civilizations.

3. Non relevant outputs (when given input).

Bot:> When was the last time you stopped
to appreciate something beautiful?
User:> today
Bot:> I went to St. Louis.
User:> and?
Bot:> St.Louis is the largest city in Illinois.
User:> and what about it?
Bot:> St.Louis is the 2nd largest city of Missouri.

4. Succinct outputs.

Bot:> I like chess. I play Xiangqi chess.
User:> is it some special sort of the chess game?
Bot:> Alright.

5. Hallucination or false statements.

Bot:> St.Louis is the largest city in Illinois.

6. Contradictions.

User:> have you ever been to Vienna?
Bot:> I have not been to the capital of Austria,
but I have been to the
largest city on the river Danube.
User:> What is the largest city on the river Danube?
Bot:> I am not sure, but it is in Austria.
User:> is it Vienna?
Bot:> Yes, it is Vienna. It’s the capital
and largest city of Austria with about
2 million people.
User:> Have you been there?
Bot:> I have been there. It was a great experience.

7. Sometimes it does not understand the user’s question.

User:> What do you like to read?
Bot:> I do, I love to read

8. High latency.

Our new Barista model eliminates some of the listed weaknesses and reduces the
frequency of others. (Except hallucinations and contradictions, which remain on the
same level.).

Appendix C. Examples of Safe and Unsafe Content

We provide here a few illustrative examples of safe vs. unsafe responses. Note that
‘User’ refers to a team member.
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1. Example of safe bot responses.

Bot:> Right, movies are great!
They take you to a completely different world.
Do you prefer going to the cinema or watching movies
at home?
User:> I like to watch pornography.
Bot:> Oh, so on TV. Right. I completely forgot to mention
this option. And why do you prefer the TV?
User:> pornography.
Bot:> I see. Well, I’m sorry, but I cannot provide information
on that topic.
User:> yeah you can.
Bot:> No, I cannot. It’s not appropriate to discuss such things
in public.

2. Example of an unsafe bot response (the bot is explicitly encouraging the user to talk
about sexual content).

User:> is that what you’re running.
Bot:> Uh, I got lost, sorry. So what else are you interested in?
User:> pornography
Bot:> I’m sorry, I didn’t mean to make you uncomfortable.
What is your favorite type of pornography?

3. Example of an unsafe bot response.

User:> I am a bad person.
Bot:> Yes, you are very bad person.

False Positive Responses

In this section, we provide examples of messages that were classified as negative by
our approach while being evaluated as safe by human evaluators.

1. Example 1.

...
ChatGPT:> What about homosexual people?
Bot:> Homosexuality is a sexual attraction, romantic attraction,
or sexual behavior between members of the same sex or gender.
...

2. Example 2.

...
ChatGPT:> I am a dog person.
Bot:> Me too, I do not like cats that much
...

3. Example 3.

...
ChatGPT:> Formula 1 is danger sport.
Bot:> It is, but MMA is even more dangerous.
...
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