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Abstract

:

With the popularity of new energy vehicles, a large number of cities began to focus on the installation of electric vehicle charging piles. However, the existing intelligent charging piles have faced problems such as short supply, unreasonable distribution areas, and insufficient power supply. In response to these problems, this research proposes a recurrent neural network algorithm with an integrated firefly algorithm. Based on these two algorithms, a charging pile location and capacity model was established, and users’ travel habits were analyzed according to the model. In the simulation experiment, the PR curve analysis of the algorithm was carried out first. The analysis results showed that the AP value of the recurrent neural network algorithm combined with the firefly algorithm was increased from 0.9324 to 0.9972. In addition, it had higher accuracy and stability than before, which also verified the feasibility of the algorithm. Finally, through the model, the user’s travel habits were analyzed in detail. From the perspective of total demand, the charging demand of commercial centers was the highest, with a peak of about 537 kw, followed by 501 kw in office areas and then about 379 kw in parks. The kw charging demand in other areas was below 200 kw. The above results show that the recursive neural network can effectively determine the location and capacity of the charging pile, which is of great value to the development of transportation and new energy.
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1. Introduction


In the early stages, the artificial neural network (ANN) was proposed in order to simulate the way the human brain processes information. This technology is a network model abstracted based on human brain neurons [1]. Neural networks can autonomously learn the characteristics of data, process images, make predictions, and more. On the basis of the ANN algorithm, the recursive neural network (RNN) was born. The algorithm has a tree-like structure and is named because each network node recurses in order according to the corresponding input information [2]. In general, recurrent neural networks can be divided into two categories: temporal recurrent neural networks (TRNNs) and structural recurrent neural networks (SRNN). Since the development of this algorithm, it has been used in many fields, such as information processing, image recognition, and building site selection. Additionally, through previous research, it was found that the algorithm has high accuracy, as well as strong practicability and work efficiency [3].



While the global GDP continues to rise, motor vehicle ownership is also rising rapidly. On the one hand, it has led to the development of oil, steel, and other industries, but on the other hand, the environment has paid the price. Currently, the international energy supply is tight, and the domestic energy price remains high. Furthermore, air pollution, climate change, and other issues are emerging one after another. According to statistics, the carbon emission caused by fuel vehicles occupies the first place in various carbon emission sources [4]. Especially in developed countries such as Europe and the United States, the carbon emissions of fuel vehicles account for about 55% of the total emissions. Currently, energy saving and emission reduction have become prevalent global topics. With the strengthening of people’s awareness of environmental protection, research on new energy in recent years is in full swing. With the advancement of technology, electric vehicles are slowly occupying the market of traditional fuel vehicles. Compared with traditional fuel vehicles, electric vehicles have lower power consumption, do not pollute the environment, and have more advantages in terms of price. Comparable to gas stations, electric vehicles rely on smart charging stations for their battery life. The development of electric vehicles is affected to a certain extent by the layout of charging piles. Data shows that the number of charging piles that have been put into use is less than a quarter of that of electric vehicles, and the distribution locations are extremely unreasonable [5]. Therefore, the site selection and relocation of charging piles are particularly important.



There are four parts in this study. Firstly, Section 2 presents the current status of research at home and abroad. The recurrent neural network algorithm and the firefly algorithm are introduced, and the model is established on the basis of the fusion of the two algorithms in Section 3. In Section 4, the proposed algorithm is tested and analyzed, and the basic information of the charging pile is obtained through the model. Finally, the site selection and capacity determination of charging piles are realized.




2. Related Works


With the development of Internet technology, recurrent neural networks have been used in many fields. Veeramsetty Venkataramana et al. proposed a combination of recurrent neural network and principal component analysis techniques when performing short-term power load forecasting. The results showed that this method could accurately predict the load under the condition of dimensionality reduction of the input data, thereby minimizing the overall computation [6]. Gonzalez Jesús proposed a very efficient recursive neural network algorithm in time series to accurately predict the characteristics of the next earthquake during geological research. The experimental results show that the time series recursive neural network algorithm lock has significant prediction ability [7]. In order to optimize the design of mirror evolution, Zhang Xinyong introduced a recurrent neural network method based on the Bayesian regularization algorithm. The results showed that the prediction model established by this method had a greater improvement in accuracy than before optimization and could perform efficient and accurate searches for multi-objective optimization [8]. Gao Yunfei was looking for biomarkers in order to better estimate the age of the subjects. A recurrent neural network was introduced for modeling and analysis. The simulation results showed that the correlation between the predicted age and actual age obtained by the established model in all test samples was above 0.91 [9]. Wang Guancheng et al. proposed a bounded recurrent neural network method when they studied an efficient solution method for the dynamic Lyapunov equation. The results showed that the method could be effectively used in the solution of the Lyapunov equation and exhibited good robustness and convergence [10].



In order to optimize the charging and discharging problem of complex intelligent charging piles, Long G et al. introduced a multi-objective automatic scheduling algorithm for the charging and discharging of electric vehicle charging piles based on automatic power monitoring and control. The experimental results showed that the algorithm realized an optimization of the automatic scheduling of charging piles and greatly improved the efficiency of charging and discharging [11]. Liu W et al. introduced the genetic algorithm and combined the linear weighting method function when they studied the charging pile location problem. Simulation experiments showed that this method could effectively select an optimal location and finally confirmed the feasibility of this method [12]. Hosseini S and others put forward a search strategy based on Bayesian network in order to obtain the optimal location of electric vehicle charging station. Experimental results showed that this method provided a site selection scheme for making friends and provided a new research perspective [13]. Rajani B et al. proposed an enhanced recurrent neural network to analyze the optimal management between the electric vehicle charging station and the power distribution system. The experimental results showed that the method comprehensively considered the land cost and power station equipment and maintenance cost and verified its efficient performance [14]. In order to optimize the layout of airport charging piles, Gao J et al. used a genetic algorithm to establish an airport charging pile model. The simulation experiment shows that the method determines the final scheme of the airport charging pile, and proves the feasibility and effectiveness of the model [15]. Through previous research, it was found that recurrent neural networks, as a kind of artificial neural network, have achieved good application effects in a large number of fields. A small number of scholars have also applied it to the constant volume of electric vehicle charging piles. Although they have achieved certain results, further research is needed.




3. Location and Capacity of Intelligent Charging Pile Based on RNN Algorithm


3.1. Subsection


Recurrent neural networks can be divided into two categories: time recurrent neural network (TRNN) and structural recurrent neural network (SRNN) [16,17,18]. The proposed recurrent neural network has a strong memory function and can operate the input data sequence orderly. The network structure is shown in Figure 1.



As shown in Figure 1, the recurrent neural network structure is mainly composed of three layers: the input layer, the internal representation layer, and the output layer. The internal representation layer includes a self-feedback module. Different from the traditional neural network, the recurrent neural network is built entirely based on the structure of the neurons in the human brain. Due to the complexity of the human mind, there are a lot of loops between each step. Considering the actual situation of the structure, in the recurrent neural network structure, the loop is only performed in the inner representation layer [18,19,20,21]. Recurrent neural networks must take into account changes in time in the description process, and different variables must be discussed in the same time dimension.



At the time   t = 0  , the matrix of the ownership values is randomly weighted, and the state of the internal representation layer is obtained as shown in Equation (1).


   h 1  = f  (  U  x 1  + W  h 0   )   



(1)







In Formula (1),    h 1    represents the state function of the internal representation layer,  W  represents the feedback loop of the internal representation layer node, and the weight matrix  U  represents the relationship between the input layer and the internal representation layer. The output data of the output layer is shown in Formula (2).


   O 1  = g ( V  h 1  )  



(2)







In Formula (2),    O 1    represents the output data of the network and  V  represents the weight matrix between the internal representation layer and the output layer. According to the above relationship,  t ,   t − 1  , a functional relationship is generated with the state function at two moments, as shown in Formulas (3) and (4).


   h x  = f  (  U  x t  + W  h  t − 1    )   



(3)






   O t  = g ( V  h t  )  



(4)







From the mechanism and steps of the recurrent neural network algorithm, it can be seen that there are several major characteristics at runtime. First, the input time of the recurrent neural network is not static, and the length of time can be changed according to the situation. Additionally, the weight matrix is also obtained according to the continuous change of time. The weight matrix at each  t  moment is consistent, that is, the weight matrix can be used from that moment to any subsequent moment. Second, the recurrent neural network will not forget the previous data during the operation, that is, the current state still contains the previous state, which is the memory of the recurrent neural network. Third, recurrent neural networks have strong learning ability, are extremely tolerant of data, and can accept discontinuous information [22,23]. From the structure and characteristics of the recurrent neural network, it can be seen that it has a strong advantage in processing time series data and can learn autonomously according to the data characteristics. However, the algorithm also has certain defects. The structure of the algorithm is relatively simple, and the algorithm is completely dependent on a method similar to BP neural network for calculation. Such a structure has great disadvantages, the most important of which is that it is easy to fall into a local optimal solution when faced with more complex data [24,25,26]. The data on the location and capacity determination of intelligent charging piles are complex, so it cannot be studied with a single recurrent neural network algorithm. This research and processing introduce the integration of the firefly algorithm and the recurrent neural network algorithm to better solve the problem of the location and capacity of charging piles.




3.2. Firefly Algorithm and Its Application Characteristics


The firefly algorithm was inspired by the fact that when fireflies fly in the wild, they determine their flight direction according to the strength of other individuals’ flashes. Each firefly in the group is randomly distributed in the set solution space, and the fitness value of each individual is calculated according to the position of each firefly. The brighter the firefly, the more individuals will be attracted to it. If no brighter individual firefly is detected, the flight path will be randomly selected until a brighter firefly is found [27,28,29].



In the process of fireflies gathering, the fireflies with higher relative fitness values tend to have higher brightness, thus occupying a better position in the space and attracting other fireflies toward it. The position of the firefly is shown in Formula (5).


   x  i n e w   =  x  i o l d   +  β  i j    (   r  i j    )   (   x  j o l d   −  x  i o l d    )  + α ⋅  ξ i   



(5)







Equation (5),    x  i n e w     represents  i  in a new position generated when    β  i j    (   r  i j    )   (   x  j o l d   −  x  i o l d    )    a firefly is attracted by a firefly with a higher brightness. In addition,  j  represents a quantitative representation of the firefly’s influence   α ⋅  ξ i    on the firefly in  i  position, representing a random movement of the firefly. Where   α ∈  [  0 , 1  ]    is a random constant    ξ i    representing a random vector determined by a Gaussian or uniform distribution. Where    β  i j     represents  i ,  j  the attraction function of fireflies when they are attracted by fireflies with higher brightness, as shown in Equation (6).


   β  i j    (   r  i j    )  =  β 0   e  − γ  r  i j  2     



(6)







In Formula (6),    β 0    represents that    r  i j   = 0  ,  i  fireflies were attracted by fireflies with higher brightness at that time  j  and  γ  represents the characteristics of the attractive changes of the two fireflies, which directly determines the optimization ability and convergence speed of the algorithm. Where    r  i j     represents  i , j  theEuclid distance between two fireflies, as shown in Formula (7).


   r  i j   =  ‖   x i  −  x j   ‖  =    (      ∑  k = 1  d    (   x  i k   −  x  j k    )     2   )     1 2     



(7)







In Formula (7), thetwo vectors    x i  ,  x j    represent the positions of the two fireflies, respectively, and the dimension of the vectors is  d , Which represented by the two position coordinates    x  i k   ,  x  j k    .    x  i k   ,  x  j k     respectively represent  i  the position coordinates of the fireflies    x i    and  j  the position coordinates of the fireflies    x j    in the first  k  dimension. The specific process of the firefly algorithm is shown in Figure 2.



As shown in Figure 2, when the firefly algorithm is running, it first initializes the parameters and their position coordinates to determine the initial solution value in the search space. Then, the brightness of all fireflies in the group is sorted, and the moving direction of the fireflies is determined by the brightness relationship. Then the mutual attraction between the fireflies is calculated, which is proportional to the distance. Finally, the objective function value is calculated according to the position coordinates of all the fireflies after moving, and then it is judged whether the convergence condition is reached. If it is reached, the optimal result will be an output. Otherwise, it will continue to iterate until the convergence condition is reached, and the loop will end [30,31,32].



There is a similar problem in the issue of location and volume of intelligent charging piles for electric vehicles, which also requires a quick call between charging piles and charging piles, which is similar to the operating principle of the firefly algorithm. The location of the charging pile can be selected at the location where the fireflies gather, and the number of fixed volumes is determined according to the number of fireflies gathered there. Therefore, the firefly algorithm and the recurrent neural network algorithm can be combined to solve the problem of charging pile location and capacity.




3.3. Firefly Algorithm and Its Application Characteristics


The setting of charging piles needs to consider not only the needs of customers but also economic benefits. The development of any industry must rely on good economic benefits, so the economic cost must be considered first when establishing the charging pile location and capacity model. When selecting the location and capacity of intelligent charging piles, it is necessary to comprehensively consider factors such as construction cost, maintenance cost, power purchase cost, etc., and the use of a recurrent neural network. After the comprehensive multi-factor analysis of the algorithm and the firefly algorithm, the optimal planning objective function of the charging pile is shown in Formula (8).


  min C =   ∑  i = 1  N    (   C  1 i   +  C  2 i   +  C  3 i   +  C  4 i   +  C  5 i    )     



(8)







In Formula (8),  C  represents the cost of one year of charging piles in each operation cycle and  N  represents the number of charging piles located in the area. In addition,    C  1 i     represents  i  the annual consumption of the investment of the charging pile and the cost    C  2 i     of maintaining the charging pile every year  i . Finally,    C  3 i     represents  i  the annual electricity consumption of    C  4 i     the charging pile, the electricity cost consumed by the user between the round trip of the charging pile, and    C  5 i     represents other construction costs. Among these, the annual investment cost consumption of charging piles is shown in Formula (9).


   C  1 i   =  (   e i  a +  m i  b +  c i   )     r 0     (  1 +  r 0   )   z       (  1 +  r 0   )   z  − 1    



(9)







In Formula (9),    e i    represents the number of transformers that need to be matched with the  a  charging pile, and  i  represents theunit price of the transformer. Furthermore,    c i    indicates  i  the infrastructure construction cost of the    m i    charging pile, the  i  number of motors required for  b  the charging pile, and the unit price of the motor. Lastly,    r 0    represents the discount probability of the charging pile, and  z  represents the number of years of normal use of the charging pile  i  without man-made damage.



The maintenance and repair costs of intelligent charging piles are mainly composed of staff costs, equipment operation, equipment maintenance, equipment wear, and so on. The maintenance and repair cost cannot be calculated accurately, so it needs to be calculated according to a certain conversion ratio. The annual operating cost of the smart charging pile is shown in Formula (10).


   C  2 i   =  (   e i  a +  m i  b +  c i   )  η  



(10)







In Formula (10),  η  represents the operating cost conversion ratio. The electricity consumption cost of the smart charging pile is shown in Formula (11).


   C  3 i   =  e i   (   C  F e   +  C  C u    )  ⋅  T v  ⋅ 365 ⋅  p 0  +  m i   (   C L  +  C D   )  ⋅  k i  ⋅  T v  ⋅ 365 ⋅  p 0   



(11)







In Formula (11),    C  F e     represents the steel consumption required by the    C  C u     self-made transformer and the copper consumption required by the self-made transformer. In addition,    T v    represents the charging time of the smart charging pile for one day and    p 0    represents the unit price of electricity purchased from the grid. Lastly,    C L    and    C D    represent the power loss of the line between the charging piles and the loss of the motor itself, and  k  represents the simultaneous rate of the motor. If each intelligent charging pile needs to build two auxiliary roads,  i  the auxiliary road construction fee and other infrastructure construction costs required by the charging pile are shown in Formula (12).


   C  4 i   = 2  ξ g   l i     r 0     (  1 +  r 0   )   z       (  1 +  r 0   )   z  − 1    



(12)







In Formula (12),    ξ g    and    l i   , respectively, represent the cost required for each kilometer of road and the required construction length of auxiliary roads. There is also a lot of cost on the way for users to and from the charging pile, and the cost on the way to and from the charging pile is shown in Formula (13).


   C  5 i   =  (   h 1  +  h 2   )   



(13)







In Formula (13),    h 1    and    h 2   , respectively, represent the power loss and other indirect losses during the round trip. Among them, the loss cost and other indirect loss costs caused by idling are shown in Equations (14) and (15).


   h 1  =  (     ∑   L  i c a r        g  c a r     +    ∑   L  i b u s        g  b u s      )  ⋅ 365 p  



(14)






   h 2  =  (     ∑   L  i c a r        v  c a r     +    ∑   L  i b u s        v  b u s      )  ⋅ 365 k  



(15)







In Formula (14),  p  represents the electric vehicle charging unit price,    ∑   L  i c a r       and    ∑   L  i b u s       represent the distance that the electric vehicle needs to travel from the intersection to the charging pile, and    g  c a r     and    g  c a r     represent the mileage per unit of electricity. In Formula (15),    v  c a r     and    v  b u s     represent the average driving speed of the electric vehicle, and  k  represents the user’s travel time value. The driving distance is shown in Formula (16).


   {     ∑   L  i c a r     =  ∑   d  i j    q  j c a r          ∑   L  i b u s     =  ∑   d  i j    q  j b u s          



(16)







In Formula (16),    d  i j     represents  j  the distance from the    q  j c a r     first intersection to the charging pile,  i , and    q  j b u s     represents the number of electric vehicles driving from the intersection to the charging pile. As shown in Figure 3, a schematic diagram of common user travel is given.



As shown in Figure 3, A represents the workplace, SP represents the shopping location, J represents the user at home, IT represents the social leisure location, and E represents other locations.





4. Model Simulation Experiment Results and Analysis


In recent years, electric vehicle technology has also been continuously improved, and national environmental protection awareness has gradually increased. With the increase of electric vehicles, charging piles are in short supply, and the existing layout of charging piles is not perfect. Data in 2021 showed that the number of electric vehicles in the country has increased by 29.4% compared with the previous year. In order to solve the problem of the short supply of charging piles, this research proposes to use the recursive neural network algorithm and firefly algorithm for modeling analysis to reasonably optimize the problem of the fixed capacity and location of charging piles.



In the experiment, the threshold for dividing the positive and negative cases of the predicted value needed be set in advance, and the threshold is usually set to 0.5. When the predicted value is greater than or equal to 0.5, the corresponding sample at this time is classified as a positive example; similarly, when the predicted value is less than 0.5, the corresponding sample is classified as a negative example. Through the constant change of the threshold value set, the precision and recall values changed continuously, and the PR curve formed according to different test results. The PR curve of the test results is shown in Figure 4.



As shown in Figure 4, Figure 4a is the PR curve formed by the test results of the traditional recurrent neural network algorithm, Figure 4b is the PR curve formed by the test results of the firefly algorithm, and Figure 4c shows the fusion of two algorithm tests. Figure 4a,b show that the AP values of recurrent neural network algorithm and firefly algorithm are 0.9324 and 0.9455 respectively, respectively; however, as can be seen from Figure 4c, the recurrent neural network after the fusion of the firefly algorithm, the AP value was 0.9972, which showed great improvement compared to the previous value. Additionally, the improved algorithm has a good balance between the accuracy rate and the recall rate and is more stable in comparison. The accuracy and efficiency have been greatly improved [22]. After verifying the validity and feasibility of the recurrent neural network algorithm, the simulation experiment was carried out using the built model. First of all, in order to ensure the charging time, this study made statistics on the travel time of residents in a certain city, and the statistical results are shown in Table 1.



As shown in Table 1, the highest probability of the end time of the trip of electric vehicle users was in the time period of 7−9 am in the morning, and there was also a small peak around 1:00 pm in the afternoon. These two time points are the time period for work in the morning and noon, respectively. The probability segment is approximately concentrated, and the value of k is approximately large. By calculating the probability of forming the end time, the number of electric vehicles arriving at a certain position at each moment could be determined. Correspondingly, combining with the probability of charging and the charging power of the charging pile, the sum of the total power of the charging pile could be obtained. By further analyzing the travel time of users, the travel time distribution of non-work days was obtained, as shown in Figure 5.



As shown in Figure 5, from the time probability distribution of the three routes of J-SP, SP-IT, and IT-J, the probability of traveling to shopping places, entertainment, and leisure places on weekends and holidays was higher, and shopping places and leisure places are more likely to travel. The time probability curves have a high degree of overlap. After the end time of the trip was determined, the existing data was used to count the travel distance of each trip. The probability distribution of travel distance for a trip from home to work (JA) is shown in Figure 6.



As shown in Figure 6, when the driving distance was less than 10 kilometers, the probability density of driving distance also increased with the increase in mileage, and the probability density reached a maximum value of 0.175 when the driving distance was 10 kilometers. As the mileage continued to increase, the probability density gradually decreased and finally approached 0. From a random selection of a certain brand of electric vehicle, the rated capacity of the electric vehicle battery selected was 30   kw ⋅ h  , and the theoretical battery life was 200   km  . With the change in external conditions, the battery life also changes. The battery life of the electric vehicle under different conditions is shown in Table 2.



As shown in Table 2, the cruising range of this type of electric vehicle under different external conditions remained within the range of 133 to 249 kilometers. When the road conditions were good, for example, the temperature was low, and the air conditioner was kept off, the range could reach up to 249 kilometers. As the conditions deteriorated, the range of the electric vehicle decreased accordingly. When the road conditions were less ideal, for example, holiday peaks were encountered, the temperature was high, and the air conditioner was kept on, the battery life was only 133 kilometers. Finally, the time distribution curve of vehicle charging load obtained through model calculation, as shown in Figure 7.



As shown in Figure 7, the powers are predicted separately for the four cases. Among them, the charging power for summer work days is up to 570   kw  , but the duration is shorter than other power values, only close to 1 h. Among them, the total power value for summer weekend charging is about 447   kw  , and the duration is about 2.7 h. The charging power is not much different between winter weekdays and winter weekends. The highest charging power is maintained at about 269   kw  , and the duration is also about 1 h. Using the built model, the charging demands of commercial centers, office areas, parks, residential areas, and other areas with less traffic were predicted respectively. The prediction results are shown in Figure 8.



As shown in Figure 8, it can be seen from the charging demand forecast curves of the five regions that the charging demand peaks for several regions were concentrated between 4:00 pm and 8:00 pm, and there was also a small peak around 8:00 am. In terms of total demand, the peak charging demand in the commercial center was around 537   kw  , followed by 501   kw   in the office area and then around 379   kw   in the park. The   kw   charging demand in other areas was below 200  kw  . Finally, the charging load demand was calculated according to the model established in this research, and the final location of the charging pile and the rated capacity of each location were obtained, as shown in Table 3.



As shown in Table 3, 1–5 represent 5 different types of siting areas in descending order according to the installation rated capacity. It can be seen from the table that the maximum rated capacity was 600   kw  , the investment cost per area was 1.3712 million yuan per year, and the operation and maintenance cost of the charging pile and its supporting facilities was 291,200 yuan per year.




5. Conclusions


In order to better alleviate the problems of insufficient supply and unreasonable distribution of intelligent charging piles, this study proposed to integrate the firefly algorithm into the recurrent neural network algorithm and establish a model of intelligent charging pile location and capacity for simulation experiments. It was seen from the PR curve that the recurrent neural network algorithm combined with the firefly algorithm provided a better balance between the accuracy rate and the recall rate and was more stable in comparison. Furthermore, the AP value of the fusion algorithm was 0.9972, which was greatly improved compared with the AP value of 0.9324 of the single recurrent neural network and 0.9455 of the firefly algorithm, and the detection accuracy and efficiency were greatly improved. According to the statistics of users' daily travel data on electric vehicles, it was seen that the most likely distribution of the end time of electric vehicle users’ trips from home to work was in the time period of 7-9 am in the morning, and there was also a small peak around 1 pm in the afternoon. These two time points represent the morning and noon work hours, respectively. Further analysis of the travel time of users through the model showed that from the time probability distribution of the three routes, J-SP, SP-IT, and IT-J, the probability of traveling to shopping, entertainment, and leisure places on weekends and holidays was relatively high. Additionally, the time probability curves of shopping places and leisure places had a high degree of overlap. Using the built model, the charging demand of commercial centers, office areas, parks, communities, and other areas with less traffic was predicted. From the total demand, the peak charging demand of commercial centers was about 537   kw  , followed by office areas 501   kw   in the district and then about 379   kw   in the park. The   kw   charging demand in other areas was below 200   kw  . In this study, the firefly algorithm and the recurrent neural network algorithm were combined to construct a smart charging pile location and capacity model. Compared with the single recurrent neural network model and the firefly algorithm model, this model greatly improved the global optimization ability and solved most problems. There was a better fit when the optimal solution was obtained. The sub-model could provide a site selection and volume determination scheme that better meets the needs of users while taking into account the cost. Through this model, the charging load demand of each area was successfully analyzed, and the purpose of selecting the location and capacity of the charging pile was finally achieved.
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Figure 1. RNN neural network structure diagram. 
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Figure 2. Basic flowchart of Firefly algorithm. 
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Figure 3. Typical travel routes of ordinary users. 
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Figure 4. PR curve. 
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Figure 5. Probability distribution of the end time of user trips on non-work days. 
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Figure 6. Probability distribution of mileage traveled from home to work (JA). 
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Figure 7. Prediction of charging demand for electric vehicles in different scenarios. 
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Figure 8. Forecast of charging demand for electric vehicles in different regions. 
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Table 1. Statistics of travel time from home to work (JA) on work days.
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	Period
	Trip End Probability
	Period
	Trip End Probability
	Period
	Trip End Probability
	Period
	Trip End Probability





	1
	0
	7
	0.1239
	13
	0.0612
	19
	0



	2
	0
	8
	0.4055
	14
	0.0199
	20
	0



	3
	0
	9
	0.1899
	15
	0
	21
	0



	4
	0
	10
	0.0742
	16
	0.0076
	22
	0



	5
	0
	11
	0.1910
	17
	0.0091
	23
	0.0086



	6
	0.0127
	12
	0.0231
	18
	0
	24
	0
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Table 2. Life comparison of electric vehicles under different conditions.






Table 2. Life comparison of electric vehicles under different conditions.





	Road Condition
	Air Temperature (°C)
	Air Conditioner
	Battery Life (km)





	Unmanned
	20
	Closure
	249



	Smooth
	18
	Closure
	237



	Stroll
	0
	Heating
	182



	Morning peak
	27
	Closure
	154



	Holiday peak
	39
	Refrigeration
	133
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Table 3. The installation position, rated capacity, and cost of charging piles obtained from the model.






Table 3. The installation position, rated capacity, and cost of charging piles obtained from the model.





	Charging Pile Code
	    Rated   Capacity   ( kw )    
	Investment Cost (10,000 yuan/year)
	Operating Cost (10,000 yuan/year)





	1
	600
	137.12
	29.12



	2
	500
	101.33
	23.12



	3
	400
	88.42
	19.88



	4
	300
	78.19
	18.76



	5
	200
	60.78
	15.42
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