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Abstract

:

To improve the comfort and smoothness of vehicle driving and reduce the vehicle vibration caused by uneven road surface. In this paper, a new active suspension control strategy is pro-posed by combining a fuzzy neural network and a proportional-integral-derivative (PID) controller, taking body acceleration as the main optimization target and adjusting the parameters of the PID controller in real time. Meanwhile, a fuzzy neural network parameter optimization algorithm combining a particle swarm optimization algorithm and gradient descent method is proposed to realize offline optimization and online fine-tuning of fuzzy neural network parameters. Finally, the active suspension model of a 2-degree-of-freedom 1/4 vehicle is established using MATLAB/Simulink, and the proposed control scheme is verified through simulation studies. The results show that the active suspension system with a particle swarm-optimized fuzzy neural network control method improves the spring mass acceleration, dynamic deflection of suspension, and dynamic tire deformation by 30.4%, 17.8%, and 15.5%, respectively, compared with the passive suspension. In addition, there are also 14.6%, 12.1%, and 11.2% performance improvements, respectively, compared to the PID-controlled active suspension system. These results indicate that the control strategy proposed in this paper can improve the vehicle driving performance and can support the design and development of active suspension systems.
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1. Introduction


The suspension system’s qualities determine the vehicle’s smoothness and handling stability [1]. Traditional passive suspension systems have fixed parameters such as stiffness and damping, so they cannot effectively suppress vehicle vibration in the face of complex driving conditions. In order to reduce body vibration brought on by outside disturbances and give passengers a comfortable ride experience under various driving conditions, the active suspension can adjust the vehicle suspension in real time through active control force according to the road condition information [2,3,4].



For the controller design and optimization of active suspension systems, many researchers have proposed some simple and feasible control methods, such as linear quadratic regulator (LQR) control, PID control, optimal control, adaptive control, and sliding mode control [5,6,7,8]. Among them, PID control is favored by many researchers due to its relatively mature technology and wide application market. The traditional proportional-integral-derivative (PID) controller has the advantages of simple structure, good real-time performance, and low cost [9]. However, in today’s practical engineering applications, many new control strategies have good improvements compared to PID control [10]. The parameters of the traditional PID controller are difficult to set accurately and are fixed after setting, and they cannot adapt to all suspension conditions as the vehicle working conditions change in real time [11].



In order to be able to improve the control effect of the PID controller, much in-depth research has been carried out. For example, fuzzy control is used to correct the PID parameters, allowing the PID parameters to vary in real time within a specific range, improving the accuracy of the controller [12]. In the literature [13], a type of PID transverse interconnected electronically controlled air suspension system controller based on an optimization algorithm has been designed, and the optimal solution of PID controller parameters obtained. In addition, the highly parallel structure and powerful learning capability of the neural network system can also be well used to achieve online real-time adjustment of PID parameters [14,15,16]. It can be seen that, by combining different optimization strategies with PID control and real-time optimization of PID controller parameters, better control results can be achieved. However, a single optimization strategy also has certain defects; for example, fuzzy control has a strong subjectivity and uncertainty, which can be considered as a subjective means of expressing domain expert knowledge, and as the number of fuzzy rules increases, the parameters and structure of this control system will become increasingly difficult to establish. Neural network control is also not perfect, and there are many drawbacks in practical applications, such as the uncontrollability of network behavior, convergence and stability being difficult to guarantee, and multiple instances of trial and error being needed for the network.



It was found that hybrid control has better results for PID controllers compared to a single optimization strategy. Based on the 14-degree-of-freedom whole vehicle model, in [17], two control systems, the fuzzy PID controller and the neural network controller, have been used to substantially improve lateral stability and vehicle handling. In addition, in [18], the fuzzy road information is collected in real time and used to adjust the control performance of the fuzzy PID, so as to develop a new road condition-based fuzzy PID control strategy that meets the control performance requirements under different road conditions. A vibration-controlled active suspension based on an adaptive fuzzy fractional-order PID controller is proposed in [19], which was very effective in reducing driver body vibrations, thus improving the ride quality of the driver. In order to optimize the control system, an attempt was made in [20] to optimize the PID controller and Fuzzy PID controller using a particle swarm optimization (PSO) algorithm with excellent efficiency in reducing the vertical displacement of the body and obtaining a suitable control signal.



In addition to achieving active suspension control through a combination of control methods, a new control method with better performance has been proposed by combining fuzzy control theory and neural network control theory. In a sense, this design approach does not have the same heavy reliance on expert experience as fuzzy control, while retaining the adaptive performance and learning capability of neural network control. For example, the Adaptive Neuro-Fuzzy Inference System (ANFIS) is an artificial neural network integrated fuzzy logic control system whose control rules are obtained by implementing the Sugeno first-order fuzzy inference system in the form of a network. In [21], a comparison of the control of a semi-vehicle suspension system using PID, LQR, FUZZY, and ANFIS controllers was analyzed, and it was found that the ANFIS controller provided the best performance in terms of “stabilization time” and “peak overshoot”. Meanwhile, in [22], a fuzzy control and neuro-fuzzy inference system was tested; the solenoid valve was controlled by an ANFIS, and the proposed method improved the ride comfort while maintaining road safety. The latter was a fuzzy neural network composed of an RBF neural network model, whose biggest advantage is that the fuzzy inference process and the RBF function have functional equivalence and are suitable for real-time control of the system. In [23], a Takagi–Sugeno fuzzy controller was designed to control the contraction–expansion factor to satisfy the control input current of the MR damper by introducing a fuzzy neural network controller with PSO and BP learning and training algorithms, and the results showed that the system approach was effective. For the regulation of the PID controller, an effective real-time control strategy is needed. Therefore, this paper proposes an active suspension control strategy based on particle swarm optimization with fuzzy neural network PID control. The real-time control performance of the fuzzy neural network is used to achieve the rectification of the PID controller parameters for the purpose of real-time control of the suspension system. However, the fuzzy neural network has many parameters such as center, width, and weights, and it is difficult to obtain a reliable set of parameters. For this reason, the particle swarm optimization method is used to calculate a set of optimal parameters offline based on the objective function. In addition, it can avoid the problem that the neural network using gradient descent method may lead to gradient explosion, or the network not being able to converge for a long time due to too large or too small optimization weights [24]. Through MATLAB/Simulink simulation, it is shown that the FNN-PID control strategy of particle swarm optimization has a certain control effect on the active suspension system.



The rest of this paper is organized as follows. In Section 2, the mathematical model of the active suspension system for a 2-degree-of-freedom 1/4 vehicle and the road excitation model are presented, and the principles of PID control and fuzzy neural network PID control, as well as the combined optimization algorithm of particle swarm optimization algorithm and gradient descent method, are introduced. In Section 3, the simulation results of the suspension system controller design are shown. Finally, the conclusion and summary are presented in Section 4.




2. Materials and Methods


2.1. Active Suspension Simulation Model


The 2-degree-of-freedom 1/4 suspension model is shown in Figure 1, and the following assumptions are made regarding the model.



	
The elastic center of the vehicle body coincides with the center of mass;



	
The vehicle body is rigid, and the occupants move in the same way as the vehicle body;



	
There is no sliding between the tires and the road, and the wheels are always in contact with the ground;



	
The vertical vibration characteristics of the wheel are reduced by a spring that does not take into account the damping effect.






As shown in Figure 1,  M  denotes the mass on the spring and  m  denotes the mass under the spring;    x r    denotes the road disturbance excitation,    x t    denotes the vertical displacement of the mass under the spring, and    x s    denotes the vertical displacement of the mass on the spring;  c  denotes the suspension equivalent damping;    k 1    is the tire equivalent stiffness and    k 2    is the suspension stiffness; and  u  is the actuator active control force.



According to Newton’s second law, combined with the suspension system dynamics model, the 1/4 active suspension dynamics equation is established as follows:


  M    x ¨   s  +  k 2   (   x s  −  x t   )  + c  (     x ˙   s  −   x ˙  t   )  − u = 0  



(1)






  m    x ¨   t  −  k 1   (   x r  −  x t   )  −  k 2   (   x s  −  x t   )  − c  (     x ˙   s  −   x ˙  t   )  + u = 0  



(2)







Meanwhile, the state variable is selected as:    x 1  =  x s  −  x t  ,    x 2  =   x ˙  s  ,    x 3  =  x r  −  x t  ,    x 4  =   x ˙  t   . The state vector is   X =    [   x 1     x 2     x 3     x 4   ]   T   . The output variable is    y 1  =   x ˙  2  =    x ¨   s  ,    y 2  =  x 1  =  x s  −  x t  ,    y 3  =  x 3  =  x r  −  x t  .   The output vector is represented as   Y =    [   y 1     y 2     y 3   ]   T   . The input vector is   U =    [  u    x r   ]   T   .



Then, the state equation of the model is shown in (3).


   {       X ˙  = A X + B U       Y = C X + D U          



(3)







Among them,   A =  [     0   1   0    − 1       −    k 2   M      −  c M     0     c M       0   0   0    − 1          k 2   m       c M         k 1   m      −  c M       ]   ,   B =  [     0   0       1 M     0     0   1       1 M     0     ]   ,   C =  [      −    k 2   M      −  c M     0       k 2   M       1   0   0   0     0   0   1   0     ]   ,   D =  [       1 M     0     0   0     0   0     ]   .




2.2. Road Excitation Model


2.2.1. White Noise Road Excitation


The difference between different grades of road mainly lies in the difference in road roughness, which is generally expressed by the road unevenness coefficient,    G q   . According to the “Draft Method for Representation of Road Unevenness” presented by the International Organization for Standardization in ISO/TC108/SC2N67, the power spectrum density of a road can be expressed as follows [25]:


   G q   ( n )  =  G q   (   n 0   )     (   n   n 0     )    − w    



(4)







In the formula,  n  is the spatial frequency,    n 0    is the reference spatial frequency,    n 0  = 0.1    m  − 1    ,    G q   (   n 0   )    is the reference spatial frequency of the road power spectral density, and  w  is the frequency index, often taken as   w = 2  .



For the analysis of vehicle suspension system dynamics, the vehicle travel speed is also a factor to be considered [26]. Converting the spatial frequency power spectral density,    G q   ( n )   , to the temporal frequency power spectral density,    G q   ( f )   , the variable of vehicle speed can be introduced. When a vehicle travels at a certain speed on a road surface with spatial frequency  n , its equivalent time frequency can be expressed as:


  f = vn  



(5)







In the formula,  v  is the speed of the vehicle in   m ·  s  − 1     and  f  is the time frequency in    s  − 1    .



As a result, the following may be deduced about the road excitation model created using the filtered white noise method:


   x ˙   ( t )  + 2    π f   0  x  ( t )  = 2    π n   0     G q   (   n 0   )  v   W  ( t )   



(6)







In the formula,   x  ( t )    is the road displacement,   W  ( t )    is the mean value of 0 Gaussian white noise,    f 0    is the lower cutoff frequency,    n 0  = 0.1      m    − 1    , and    f 0  = 0.1    Hz   .



The basic idea of the model is to abstract the random fluctuations of the road process as white noise satisfying certain conditions, and then fit the time domain model of the random unevenness of the road by a hypothetical system with appropriate transformation. The pavement unevenness refers to the deviation of the road surface from the ideal plane. The rougher the pavement and the worse the pavement grade, the higher the geometric mean of power spectral density. In this paper, we simulate and analyze the A–D pavements, respectively, and the specific parameters are shown in Table 1.




2.2.2. Step Noise Road Excitation


The white noise pavement excitation is mainly used to simulate continuously uneven pavement, such as asphalt pavement, gravel road surface, etc. However, it is usually necessary to consider the response to an encountered shock in addition to the continuous vibration. Here, step pavement excitation is used for simulation. The specific mathematical expression is as follows:


  x  ( t )  =  {      0 ,         t <  t 1        x ,         t ≥  t 1         



(7)







From the equation, x denotes the displacement of the step and    t 1    denotes the time when the step occurs.





2.3. Controller Design Principle


2.3.1. FNN-PID Controller


The structure of the FNN-PID controller is shown in Figure 2.



In Figure 2, the input of the FNN is the deviation of Sprung Mass Acceleration, e(k), and the rate of change of deviation, de/dt; the input of the PID controller is e(k) [27] and u(k) is the control quantity. The anticipated value of the system is denoted by r(k), and the actual output value is denoted by y(k). After the fuzzy neural network algorithm has been trained, the best control parameters for the PID controller are obtained. According to the optimal control parameters, the PID controller enables real-time control of the suspension system by adjusting the magnitude of the control quantity, u(k).




2.3.2. PID Control


In the field of industrial automation control, the PID algorithm is a common control algorithm [28]. The discrete control rate of a commonly used PID algorithm is shown in Equation (8).


  u  ( k )  =  K p  e  ( k )  +  K i    ∑   i = 0  k  e  ( i )  +  K d   [  e  ( k )  − e  (  k − 1  )   ]   



(8)







In the formula, the error between the system’s input and output is denoted as e(k);    K i    ∑   i = 0  k  e  ( i )    is the cumulative sum of the error, and the error’s rate of change is   e  ( k )  − e  (  k − 1  )   .



In PID control, the proportional link is used to quickly eliminate the error between input and output; the larger the proportional coefficient,    K p   , the faster the system response. The integral link is used to lower the system’s static error; the larger the integral coefficient,    K i   , the more accurate the system response. The differential link is used to eliminate the oscillation in the control process; the larger the differential coefficient,    K d   , the more robust the system response process.



The control of the active suspension system often uses incremental PID control. According to Formulas (9) and (10), it can be seen that, when the three coefficients,    K p   ,    K i   , and    K d   , in the PID control are determined after only using the deviation measured before and after the moment to derive the control increment by the formula, the control amount corresponds to the increment of the last few errors. There is no accumulation of errors; only those related to the last three sampling values belong to the recursive algorithm.


  Δ u  ( k )  =  K p   [  e  ( k )  − e  (  k − 1  )   ]  +  K i  e  ( k )  +  K d   [  e  ( k )  − 2 e  (  k − 1  )  + e  (  k − 2  )   ]   



(9)






  u  ( k )  = u  (  k − 1  )  + Δ u  ( k )   



(10)








2.3.3. FNN Control


The structure of the FNN is displayed in Figure 3, and it is split into five layers, including input layer, fuzzification layer, fuzzy inference layer, normalization layer, and output layer.



Input layer: the vector of input is   x =  [   x 1  ,  x 2  , ⋯ ,  x n   ]   . The nodes of this layer of the network are directly connected to each component,    x i   , and the error, e(k), and the error rate of change,    e c   ( k )   , are the inputs to the general FNN. The result of the first layer is    y i 1   .


   y i 1  =  x i  , i = 1 , 2 , ⋯ , n  



(11)







Fuzzification layer: Each neuron in this layer represents 1 Gaussian subordinate function, whose role is to divide the input values into fuzzy intervals and fuzzy them [29]. The output is represented as follows:


   y  ij  2  = exp  [       (   u  ij   −  c  ij    )   2     b  ij     2     ]   



(12)







In the formula,   i = 1 , 2 , ⋯ , n ,    j  = 1 , 2 , ⋯ ,  m i   , the quantity of input vectors is n, and the number of fuzzy rules is    m i   . The Gaussian function’s center and width, respectively, are denoted by    c  ij        and   b    ij    . The output quantity is expressed as    y  ij  2   .



Fuzzy inference layer: A fuzzy rule from the fuzzy rule base is represented by each neuron. The aim is to determine each rule’s fitness, and the common calculation methods are the minimum value method and the product method. The product method is chosen here for calculation.


   y h 3  =  x 1   i 1    ·  x 2   i 2    ⋯  x m   i n     



(13)







In the formula,    i j  = 1 , 2 , ⋯ ,  m i   ,   h = 1 , 2 , ⋯ , m , m =   ∏   j = 1  n   m j   .



Normalization layer: The output of the fuzzy inference layer is normalized. The quantity of nodes in this layer is equal to the amount of nodes in the fuzzy inference layer, and the output of the normalization layer is as stated below.


   y h 4  =    y h 3      ∑   h = 1  m   y h 3     



(14)







Output layer: This layer uses the center of gravity approach to realize the clarification and defuzzification process, and the output obtained after calculation is the result of PID parameter adjustment.


   y k  =   ∑   h = 1  m   y h 4   ω s j  =   ∑   h = 1  m     y h 3      ∑   h = 1  m   y h 3     ω s j   



(15)







In the formula, in the fuzzy inference layer, there are m nodes,   k = 1 , 2 , ⋯ , r  ; the output layer’s node count is denoted by the symbol r, and    ω s j    is the jth weight corresponding to the sth output.




2.3.4. FNN Optimization Algorithm


The learning optimization strategy of FNN is usually to continuously adjust the parameters of the network by the gradient descent method to obtain the ideal control parameters. Determining the best learning parameters and avoiding local optimality can be accomplished using a particle swarm algorithm (PSO) to solve continuous and discrete optimization problems [30,31]. However, the optimization speed of PSO is not very quick, its local search performance is subpar, and it is simple to fall into a local extremum. In general, the PSO method is very slow in searching around the global optimum. To address the shortcomings of existing optimization algorithms, the gradient descent algorithm and PSO algorithm are combined to optimize the network parameters. The approximate optimal solutions of the network weight parameters are found by using the particle swarm algorithm’s global search capability, after which they are adjusted and optimized using the gradient descent approach, thus improving the training accuracy of the fuzzy neural network.



	
Gradient Descent;






The network weight learning error metric is defined as:


  E  ( k )  =  1 2  e    ( k )   2  =  1 2     [  r  ( k )  − y  ( k )   ]   2   



(16)







From the gradient descent method, the learning algorithm of the network is expressed as [32]:


  Δ  ω s j   ( k )  = − η   ∂ E  ( k )    ∂  ω s j     



(17)






   ω s j   ( k )  =  ω s j   (  k − 1  )  + Δ  ω s j   ( k )  + α  [   ω s j   (  k − 1  )  −  ω s j   (  k − 2  )   ]   



(18)




where  η  is the learning rate,  α  is the momentum factor, and   η ∈  [  0 , 1  ]  , α ∈  [  0 , 1  ]   .



The same can be obtained:


   c  ij    ( k )  =  c  ij    (  k − 1  )  + Δ  c  ij    ( k )  + α  [   c  ij    (  k − 1  )  −  c  ij    (  k − 2  )   ]   



(19)






   b  ij    ( k )  =  b  ij    (  k − 1  )  + Δ  b  ij    ( k )  + α  [   b  ij    (  k − 1  )  −  b  ij    (  k − 2  )   ]   



(20)







	2.

	
Particle swarm algorithm







The population intelligence optimization approach designated as particle swarm optimization (PSO) is frequently employed in multi-objective optimization situations [33,34]. The specific working process is as follows: Suppose a particle swarm with M particles searches for the optimal position in a space of N dimensions. Assuming that the position of the ith particle (i =1, 2,…, M) is    x i    and the velocity is    v i   , the individual extreme value,    p  ibest    , and the group extreme value,    p  gbest    , of the particle are determined according to the particle fitness value, and the particle is continuously updated according to    p  ibest     and    p  gbest    . Its own position and velocity are updated to find the global optimal solution. The particle velocity and position update formulas are expressed as:


   v  id   t + 1   =    ω v    id  t  +  c 1   r 1   (   p  ibestd  t  −  x  id  t   )  +  c 2   r 2   (   p  gbestd  t  −  x  id  t   )   



(21)






   x  id   t + 1   =  x  id  t  +  v  id   t + 1    



(22)







In the formula, ω is the inertia weight, t is the number of current iteration steps,    c 1    and    c 2    are learning factors,    r 1    and    r 2    are random numbers between 0 and 1, and   d = 1 , 2 , ⋯ , D ;   i = 1 , 2 , ⋯ , M  .




2.3.5. Hybrid Algorithm Optimization Process


The hybrid algorithm of the particle swarm algorithm and gradient descent method to optimize the fuzzy neural network PID controller is denoted as PSO-FNN-PID. The specific steps of the hybrid algorithm to optimize the fuzzy neural network are shown in Figure 4.



	
The fuzzy neural network parameters,    c  ij   ,  b  ij   ,  ω s j   , are initialized;



	
Particle swarm initialization. Parameters such as those of population size, particle dimensions, and initial inertia weight, as well as learning factor, are set first, after which a set of particle positions is generated at random and the particle’s maximum and minimum velocities are determined; between the extremes of highest and minimum velocity, each particle’s velocity is determined randomly;



	
After updating the velocity and position of the particle, the fitness value of the particle at each iteration step is calculated, and the individual optimal extremum,    p  ibest    , and the population optimal extremum,    p  gbest    , are updated;



	
If the termination condition is satisfied, the corresponding network parameters are passed to the FNN;



	
The FNN acquires the initial values of the parameters and then calculates them and updates the network parameters online by back-propagation through the gradient descent method. The final optimal solutions are output.









3. Results


Simulation of the models was performed using MATLAB/Simulink. According to the differential equations of motion and the 1/4 suspension system’s stochastic road input model, the simulation models of the 1/4 active and passive suspension systems were created in Simulink. Table 2 illustrates the fundamental parameters for the 1/4 suspension model.



For the sake of highlighting the optimization effect of the FNN-PID control strategy and to verify its effectiveness, the passive suspension, PID, and FNN-PID control active suspension were emulated and analyzed, respectively. The PID controller’s parameters were    K P  = 5  ,    K I  = 430  , and    K D  = 0.1  . The structure of the FNN was designed as 2-14-49-49-3, and the number of network parameters to be adjusted was 14 × 2 + 49 × 3 = 175. Therefore, the dimension of the particles is set to 175, and then the following other pertinent settings are made to the particle swarm algorithm: the overall population size is 150, the learning factor is c1 = c2 = 2, and the inertia weight is 0.8. The particle velocity interval for the width of the affiliation function,    b  ij    , and the center value,    c  ij    , is set to [−3, 3], and the particle velocity interval for the connection weight,    ω s j   , of the FNN is [−1, 1]. The learning rate of the FNN is   η = 0.5   and the momentum factor is   α = 0.2  .



When vehicles are driven on actual highways and dirt roads, they are often subjected to impact-type road surfaces, such as gravel and speed bumps, which affect all vehicle driving performance. In order to study the control effect of the FNN-PID-controlled active suspension under such operating conditions, a stepped road model was established to examine the vibration response properties of the suspension under such conditions. The step excitation with a step amplitude of 0.01 m was selected, as well as the suspension system’s vibration response curve, which is displayed in Figure 5, Figure 6 and Figure 7.



Figure 5 demonstrates that the vehicle suspension system with the FNN-PID controller has better Sprung Mass Acceleration (SMA) than the conventional suspension system, which can make the body more stable with good control effect and can make the vehicle amplitude stable in a short time and quickly converge to 0. Additionally, Figure 6 and Figure 7 show that the Dynamic Deflection of Suspension (DDS) and Dynamic Tire Deformation (DTD) can also reduce the amplitude under FNN-PID control and cause it to quickly converge to 0. Therefore, the active suspension controlled by FNN-PID can effectively reduce vibration and recover quickly, which greatly improves the passenger’s ride experience.



Meanwhile, Table 3 shows the root mean square of each suspension index, demonstrating that the SMA, DDS, and DTD of the active suspension system with the FNN-PID controller are improved to some extent. The SMA, DDS, and DTD are decreased by 30.7%, 23.4%, and 16.3%, respectively, when compared to passive suspension. Compared to the PID-controlled active suspension system, the three performance indicators are reduced by 14.6%, 11.3%, and 8.2% respectively. The FNN-PID controller clearly has the potential to significantly lower the suspension’s performance indices and improve the vehicle’s passenger comfort.



In addition, the issue of the time between the change in road conditions and the response achieved by the suspension system is taken into account. A set of control tests was set up with the objective of achieving a steady state of vehicle vertical displacement under step response. As shown in Figure 8, the suspension is given a step signal of 0.01 m, 0.05 m, and 0.08 m at 1 s, and a reasonable steady-state error, ∆, is set. When the step signal is 0.01 m, ∆ = 0.0002, and when the step signal is 0.05 m and 0.08 m, ∆ = 0.001. When the step signal is 0.01 m and 0.05 m, the time for the FNN-PID controller to reach steady state is approximately 2.1 s, and the overall response time is 1.1 s. The time for the PID controller to reach steady state is approximately 2.4 s, with an overall response time of 1.4 s, and the passive system reaches steady state in approximately 3.1 s, with an overall response time of 2.1 s. When the step signal is 0.08, the time for the FNN-PID controller to reach steady-state is approximately 2.6 s, and the overall response time is 1.6 s. The time for the PID controller to reach steady-state is approximately 2.7 s, the overall response time is 1.7 s, and the passive system reaches steady state in approximately 3.4 s, with an overall response time of 2.4 s. The results show that the response time of the FNN-PID controller is reduced by 21.4% compared to the PID controller and 47.6% compared to the passive suspension when the road conditions are less variable. When the road conditions vary widely, the response time of the FNN-PID controller is reduced by only 5.9% compared to the PID controller and 33.3% compared to the passive suspension.



In order to obtain each suspension performance index under normal vehicle driving, the proposed random road excitation is used for simulation analysis. It is assumed that the vehicle is driven in a straight line at 30 km/h on the Class B road, with a simulation time of 20 s. The simulation is performed under the control of the PID controller and FNN-PID controller, respectively. The SMA, DDS, and DTD were still chosen as the main indexes to evaluate the performance of suspension, and the simulation result curves are shown in Figure 9, Figure 10 and Figure 11.



From Figure 9, Figure 10 and Figure 11, it is clear that, in comparison with the passive suspension system, the SMA, DDS, and DTD of the active suspension system with the PID controller and the FNN-PID controller are reduced to a certain extent, indicating that both designed active suspension control systems are able to curb the overall vehicle vibration.



To make the analysis of the control effect of different controllers on the suspension system more intuitive, the above graphs were data processed to obtain the root mean square values of each curve, as demonstrated in Table 4.



Table 4 illustrates that, in comparison with the passive suspension, the active suspension with FNN-PID control has 30.4%, 17.8%, and 15.5% reduction in SMA, DDS, and DTD, respectively. On the other hand, the SMA, DDS, and DTD of the active suspension with FNN-PID control were reduced by 14.6%, 12.1%, and 11.2%, respectively, compared to the active suspension with PID control. From these data, it is possible to draw the conclusion that, when compared with the other two suspension systems, the FNN-PID controller is able to suppress the variation of SMA, so that the wheels can closely follow the road, ensuring good maneuverability while giving passengers a more comfortable ride.




4. Discussion


A 1/4 active suspension simulation model was established in MATLAB/Simulink, and a PSO-FNN-PID control algorithm was designed. By combining the PSO algorithm and the gradient descent method, the initial parameters of the FNN were optimized offline and then finetuned online, so as to obtain the optimal control rules and realize the real-time online adjustment of the PID control parameters. The combination of the two methods allowed the learning process to avoid falling into local minima while reaching the exact value at a later stage of learning. The simulation analysis indicated that the active suspension system with PSO-FNN-PID control had a preferable control effect compared with the passive suspension system and active suspension system with PID control, and could effectively attenuate the body vibration caused by external disturbance. Therefore, an examination of the graphs and data reveals that the PSO-optimized FNN-PID controller has significantly superior performance, and is capable of enhancing the vehicle’s road adhesion and ensuring a smooth and comfortable ride. In the future, we will continue to explore the possibility of implementing this control system in the whole vehicle system and consider the development and implementation of related hardware and software. In addition, we also hope to make some changes to the basic PID control, such as including an integral anti-saturation control strategy, in order to obtain better results.
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Figure 1. 2-degree-of-freedom 1/4 active suspension model. 
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Figure 2. FNN-PID controller structure model. 
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Figure 3. FNN structure model. 
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Figure 4. Hybrid algorithm optimization flow chart. 
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Figure 5. Step response diagram of Sprung Mass Acceleration. 
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Figure 6. Step response diagram of Dynamic Deflection of Suspension. 
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Figure 7. Step response diagram of Dynamic Tire Deformation. 
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Figure 8. Plot of vehicle vertical displacement change under step signal. (a) The step signal is 0.01 m. (b) The step signal is 0.05 m. (c) The step signal is 0.08 m. 
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Figure 9. Comparison of Sprung Mass Acceleration simulation results. 
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Figure 10. Comparison of Dynamic Deflection of Suspension simulation results. 
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Figure 11. Comparison of Dynamic Tire Deformation simulation results. 
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Table 1. Parameters for each grade of pavement.
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	Road Grade
	    Geometric   Mean   of   Power   Spectral   Density     G   q    (    n  0   )  /   10   − 6       m  3     





	A
	16



	B
	64



	C
	256



	D
	1024
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Table 2. Fundamental data of suspension system.
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	Variable
	Value





	Sprung mass M/kg
	240



	Unsprung mass m/kg
	30



	Tire stiffness K1/(N/m)
	160,000



	Spring rate K2/(N/m)
	16,000



	Suspension damping c/(N•s)/m
	980
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Table 3. Comparison of root-mean-square suspension performance under step excitation.






Table 3. Comparison of root-mean-square suspension performance under step excitation.





	Index
	Passive
	PID Controller
	FNN-PID Controller





	SMA (m/s2)
	   2.265 ×   10   − 2     
	   1.838 ×   10   − 2     
	   1.570 ×   10   − 2     



	DDS (m)
	   2.896 ×   10   − 4     
	   2.502 ×   10   − 4     
	   2.219 ×   10   − 4     



	DTD (m)
	   3.671 ×   10   − 5     
	   3.350 ×   10   − 5     
	   3.074 ×   10   − 5     
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Table 4. Root mean square comparison of suspension performance indexes under random.
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Class

	
Index

	
Passive

	
PID Controller

	
FNN-PID Controller






	
A

	
SMA (m/s2)

	
0.0490

	
0.0391

	
0.0334




	
DDS (m)

	
   6.735 ×   10   − 4     

	
   6.286 ×   10   − 4     

	
   5.525 ×   10   − 4     




	
DTD (m)

	
   7.017 ×   10   − 5     

	
   6.701 ×   10   − 5     

	
   5.890 ×   10   − 5     




	
B

	
SMA (m/s2)

	
0.0979

	
0.0782

	
0.0681




	
DDS (m)

	
   1.346 ×   10   − 3     

	
   1.254 ×   10   − 3     

	
   1.107 ×   10   − 3     




	
DTD (m)

	
   1.402 ×   10   − 4     

	
   1.336 ×   10   − 4     

	
   1.185 ×   10   − 4     




	
C

	
SMA (m/s2)

	
0.1820

	
0.1440

	
0.1257




	
DDS (m)

	
   2.515 ×   10   − 3     

	
   2.319 ×   10   − 3     

	
   2.012 ×   10   − 3     




	
DTD (m)

	
   2.576 ×   10   − 4     

	
   2.508 ×   10   − 4     

	
   2.151 ×   10   − 4     




	
D

	
SMA (m/s2)

	
0.3476

	
0.2673

	
0.2390




	
DDS (m)

	
   4.747 ×   10   − 3     

	
   4.354 ×   10   − 3     

	
   3.820 ×   10   − 3     




	
DTD (m)

	
   4.933 ×   10   − 4     

	
   4.602 ×   10   − 4     

	
   4.003 ×   10   − 4     
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