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Abstract

:

This article focuses on the trajectory tracking problem in the actuation control section of autonomous vehicles. Based on a two-degrees-of-freedom dynamics model, this paper combines adaptive preview control with a second-order sliding mode control method to develop a new control method. By designing an objective function based on lateral deviations, road boundaries, and the corresponding characteristics of the overall vehicle motion, the method adaptively adjusts the preview time to obtain the ideal yaw rate and then uses a second-order sliding mode control algorithm named Super-Twisting to calculate the steering wheel angle. Combining the low-pass filter with this controller can effectively suppress the chattering caused by the switching of the sliding mode plane while proposing a concept of smoothing based on gradient derivative, the smoothness after filtering is one-seventeenth of that before filtering, whereas the phase plane is used to prove its effectiveness and stability, it can be seen from the phase diagrams that all the state points are in the stable region. A joint simulation model of Matlab/Simulink and Carsim was built to verify the control effectiveness of the controller under the double-shift road, and the simulation results show that the designed controller has good control effect and high tracking accuracy. Meanwhile, the simulation model is also used for other simulations, firstly, simulation comparison tests were carried out with the Model Predictive Control algorithm at speeds of 36 and 54 km/h, compared to the MPC controller, the tacking accuracy of the ST controller has improved to 64.42% and 51.02% at 36 and 54 km/h; secondly, taking simulation of the designed controller against a conventional sliding mode controller based on isokinetic law of convergence, compared to the CSMC controller, the tracking accuracy of the ST controller has improved 41.78% at 54 km/h, and the smoothness of the ST controller is one-nineteenth of that of the CSMC controller; thirdly, carrying out simulations on parameter uncertainties, and replacing parameter uncertainty with Gaussian white noise, the maximum tracking error at 36 and 54 km/h did not exceed 0.3 m, and tracking remains good. Small fluctuations in the steering wheel angle do not affect the normal actuation of the actuator.
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1. Introduction


Human society has developed at a rapid pace after the three industrial revolutions, and all industries are starting to move into automation and intelligence. The ultimate goal of the autonomous car, which carries mankind’s vision of the world of tomorrow, was born. It is the quintessence of the wisdom of many fields of technology, integrating environmental awareness technology, planning and decision technology, and control and execution technology, and it is a masterpiece of interdisciplinary integration. The technology of trajectory tracking is a critical aspect of control execution technology, and it relies on the underlying vehicle control technology to provide good tracking of the planned trajectory by controlling the steering wheel angle and throttle brakes; the better the control, the higher the tracking accuracy. For the time being, there are still significant safety and control concerns for self-driving cars due to imperfections in hardware and software, and good tracking accuracy is a key step in addressing this issue. Autonomous vehicles will not only reduce the probability of traffic accidents due to driver negligence, but also reduce the dependence on the vehicle for the driver’s operation, freeing up some or even of all the driver’s hands and feet, and even reaching the fifth level of autonomous vehicle [1].



Lateral control of the vehicle can be divided into preview-type and non-preview-type motion control according to different sensors. The non-predictive transverse dynamics model uses magnetic sensors to extract the transverse position of the path at the current point in relation to the desired form. This method is known as “Absolute Positioning”, it is highly adaptable to the environment but is more costly and less variable [2,3]. The preview theory actually simulates the driver’s observation of the road and the actual operation, when the driver drives, they will perform steering, acceleration, and deceleration operations to control the forward direction and driving speed of the vehicle according to the road information at a certain distance ahead and after their own experience, through these operations to ensure that it follows the expected trajectory [4]. Therefore, the application of preview control imitates the driver driving flexibly by sensing the change in curvature of the road ahead in advance.



Much modern control and non-linear control methods have been proposed by domestic and foreign researchers for the control of non-preview and preview systems based on transverse dynamics, respectively. The main methods commonly used are PID control methods [5], optimal preview control methods [6], sliding mode control methods [7,8], model predictive control methods (MPC) [9,10,11], fuzzy control methods [12], second-order sliding mode control methods [13,14], metaheuristic optimization algorithms based on swarm intelligence [15], etc. There are also intelligent optimization algorithms. In the literature [16], a novel Hammerstein model-based MPC controller has been proposed for trajectory tracking for drones. In the literature [17], this study performs the optimum path planning and tracking using the Harris hawk optimization (HHO)-grey wolf optimization algorithm, and it allows the drone to plan an optimal path and then perform good tracking. This hybrid algorithm not only avoids minimal values but also allows for faster convergence. Second-order sliding mode control improves the robustness of the system. In the literature [18], a second-order sliding mode controller based on Super-Twisting that improves the robustness and control accuracy of the underwater vehicle motion, coping with external disturbances and system uncertainties, has been designed. In the literature [19], for the trajectory tracking problem of autonomous vehicles, an adaptive super-twisting algorithm is designed to improve the robustness of the system and suppress the chattering phenomenon generated during the sliding mode.



Current research only considers preview control or second-order sliding mode control alone. This article investigates how adaptive preview control can be combined with a second-order sliding-mode control algorithm, not only to retain the benefits of adaptive preview that takes in three factors, but also to improve robustness by exploiting the properties of Super-Twisting. Firstly, the preview control takes into account the lateral deviation, road boundary and vehicle motion steering characteristics to adapt to the preview time, after which the ideal yaw rate is obtained and the difference between the ideal yaw rate and the actual yaw rate is used as the input of the sliding mode controller. Secondly, the sliding mode controller is based on Super-Twisting, which reduces chattering and improves tracking accuracy. Then, the low-pass filter is used to further attenuate the chattering of the system input.




2. Construction of the Vehicle Dynamics Model


The vehicle dynamics model can be used to research handling stability, as well as ride smoothness. To facilitate the subsequent stability control analysis, a two-degrees-of-freedom dynamics model was developed and simplified to a bicycle model based on the following assumptions: (1) Ignore the effects of friction and damping in the steering system and assume that the left and right side tires have the same steering angle and speed at any given moment, taking the left and right wheel angles as inputs; (2) assume that the movement and steering of the vehicle is driven by the front wheels; (3) assume that the body and suspension system are rigid systems; and (4) ignore the transfer of front and rear axle loads. The model is shown in Figure 1 [20].



In Figure 1, a is the distance from the center of mass to the front axis, b is the distance from the center of mass to the rear axis, Fyf is the lateral force of the front wheel, Fyr is the lateral force of the rear wheel, vx is the longitudinal velocity, vy is the transverse velocity, ω is the angular velocity of the transverse pendulum, β is the lateral deflection of the center of mass, vf is the front wheel speed, vr is the rear wheel speed.



Assuming that the tire performance is in the linear region at small turning angles, the relationship between lateral deflection force, lateral deflection angle, and lateral deflection stiffness is as follows:


         F  y f   =  C f   α f         F  y r   =  C r   α r         



(1)




where    C f         and   C   r      are the front wheel lateral deflection stiffness and rear wheel lateral deflection stiffness respectively,        α   f    and    α r    are front wheel lateral deflection angle and rear wheel lateral deflection angle. The front wheel side deflection angle and the rear wheel side deflection angle of the vehicle are related to its motion parameters. Assuming that the velocities of the front and rear axles of the vehicle are    v x      and    v y    respectively, the lateral deflection angle of the center of mass is  β ,     β = a r c t a n       v y     v x      ≈    v y     v x     .



Assuming that the front wheels of the car rotate at a small angle, establish the equations for the vehicle’s center of mass dynamics as follows:


        m   v ˙  y  + m  v x  ω =  F  y f   +  F  y r          I z   ω ˙  = a  F  y f   − b  F  y r          



(2)




where m is the mass of the whole vehicle, Iz is the rotational inertia of the vehicle at the center of mass,       v ˙  y    is the lateral acceleration, and      ω ˙    is the angular acceleration of the transverse pendulum.



From Figure 1, the lateral deflection angles of the front and rear wheels of the car can be expressed as:


         α f  = β +   ω a    v x    − δ        α r  = β −   ω b    v x           



(3)







The model equations for the two degrees of freedom of the vehicle with respect to the transverse pendulum angle ω and the lateral declination angle β of the center of mass can be obtained by combining Equations (1)–(3):


        β ˙       ω ˙       =          C f  +  C r    m  v x          a  C f  − b  C r    m  v x    2    − 1         a  C f  − b  C r     I z           a 2   C f  +  b 2  C r    I z   v x               β     ω      −          C f    m  v x            a  C f     I z          δ  



(4)








3. Adaptive Preview Model


3.1. Optimum Curvature Single Point Preview


This article uses an expectation-based approach to determine the ideal steering wheel angle [21]; this method requires the assumption of a constant angular velocity of the transverse pendulum, as shown in the diagram, with the predicted trajectory treated as a circle of radius R with point E as the center and the angle of the center as θ [20]:



In Figure 2, XOY is inertial coordinate system; XG-YG is body coordinate system; point G is the position of the center of mass of the vehicle; point C is the predicted position after tp time; point P is the preview point on the target trajectory; Δf is the lateral deviation; xGC and yGC are the displacements in the XG and YG directions after tp time; φ is the vehicle heading angle; β is the mass lateral deviation angle; and v is the vehicle travel speed.



The angular velocity of the ideal transverse pendulum    ω d    can be obtained as:


   ω d  = 2 [  a r c t a n (    Δ f    v x   t p     ) − β  ]  t p  − 1    



(5)







Parameter    ω d    is calculated under the assumption of steady-state transverse pendulum angular velocity, so there is a slight deviation from the theoretical one. During the simulation, it was found that the magnitude of    ω d    is related to the velocity, and after extensive simulation verification, the formula for calculating    ω d    was adjusted as follows:


   ω d  =   2 + 0.04 ∗  v x    [  a r c t a n (    Δ f    v x   t p     ) − β  ]  t p  − 1    



(6)








3.2. Adaptive Preview Time


It imitates the driver’s ability to get a flexible preview distance according to different road conditions by selecting different preview times tp, generally in the range of 0.3 to 1.5 s.



L_Drv_2 is the lateral offset between the current centroid and the actual trajectory, and the cost function designed according to L_Drv_2 is as follows [20]:


   J 1  =   ∫  0 t  L _ D r v _  2 2  d x  



(7)




where L_Drv_2 is the lateral offset, t is model prediction time.



In order to ensure that the car can safely cross the road and satisfy the boundary constraints, the optimization function based on the distance between the trajectory speech boundary locations can be designed as follows:


   J 2  =   ∫  0 t  g d x  



(8)




where g is security function, the closer the vehicle position is to the boundary, the larger the g value.   g =       L _ D r v _ 2   1.75 − L _ D r v _ 2       1 −     L _ D r v _ 2   1.75 − L _ D r v _ 2        , L_Drv_2 is the lateral offset, the width of the road is set at 3.5 m.



Limited by mechanical construction, it is also necessary to consider the dynamic response time characteristics of the steering motion of the vehicle:


   J 3  =  1 8       t p  − T    2   



(9)




where T is time associated with vehicle steering response characteristics, it can be taken as 1 s or shorter when the speed is high, and can be increased when the speed is low.



Combining the three optimization functions above, the final optimization function is obtained as follows:


  J = min    ω 1   J 1  +  ω 2   J 2  +  ω 3   J 3     



(10)




where    ω 1     ,   ω   2     ,   ω   3      is weight factor, the setting of weights is related to the purpose achieved,    ω 1    is related to the accuracy of trajectory tracking;    ω 2    is related to the distance between the vehicle and the road boundary;    ω 3    is related to the response characteristics of the whole vehicle.



This study has designed a multiple criteria optimization with three selection principles to select the best preview time. The method the study used is an iterative method that through the array [0.3, 1.5] with a step size of 0.01 s, to find the smallest J at each moment (  J = m i n    ω 1   J 1  +  ω 2   J 2  +  ω 3   J 3     ). In this study, a multi-criteria optimization method is designed that takes into account all three factors, in the simulation solution, the smallest J is found from 0.3 to 1.5 by an exhaustive iteration method with a step size of 0.01 s. The range of the three weights is 0 to 1 and the sum of the three is 1, and after extensive simulations, the parameters were finally adjusted to    ω 1    = 0.2,    ω 2      = 0.05,    ω 3      = 0.75.





4. Design of a Second Order Sliding Mode Controller


By combining adaptive preview and sliding mode control algorithms, a sliding mode controller based on the adaptive preview is designed, which is able to combine the advantages of both. It reflects the driver’s operating characteristics, simulates the driver’s preview time, also reflects the boundary constraint, and also reflects the motion response characteristics of the whole vehicle, and the controller is insensitive to the perturbation of parameter changes, anti-interference ability, and robustness, in order to guarantee the stability of the steering wheel rotation, improve the tracking effect of the trajectory tracking control algorithm and enhance the accuracy of the tracking controller.



The combination of a sliding mode control method with a filter enables the control input signal to be filtered out of the chattering signal, resulting in a smooth steering wheel corner curve. The structure of the low-pass filter-based sliding mode controller control system is shown in Figure 3.



4.1. Design of Low-Pass Filters


The design of the low-pass filter is shown below:


  Q  s  =  ξ  s + ξ    



(11)







As can be seen from Figure 3:


      δ ˜  ˙    s w   + ξ   δ ˜   s w   = ξ  δ  s w    



(12)




where    δ  s w     is the steering wheel angle and the input to the low-pass filter,     δ ˜   s w     is the filtered steering wheel angle and the output of the low-pass filter.  ξ  is the cut-off frequency of the low-pass filter.




4.2. Design of the Super-Twisting Controller


For a system that is uncertain and requires consideration of the uptake of internal parameters as well as external disturbances, the system equation of state can be better expressed as:


   x ˙  =   A + Δ A   x +   B + Δ B   u  t  +   d + Δ d   f    



(13)







Equation (4) can be rewritten according to Equation (13) as:


  x =      β     ω       



(14)






  A =        A 1       A 2         A 3       A 4         



(15)






  B =        B 1         B 2         



(16)




where    A 1  =    C f  +  C r    m  v x     ,    A 2  =   a  C f  − b  C r    m  v x    − 1 ,    A 3  =   a  C f  − b  C r     I z    ,    A 4  =    a 2   C f  +  b 2  C r    I z   v x    ,    B 1  = −    C f    m  v x    ,      B 2  = −   a  C f     I z     .



The equation of the controlled system can be expressed as the following equation of the state:


    ω ˙  r  =    A 3  + Δ  A 3    β +    A 4  + Δ  A 4     ω r  +    B 2  + Δ  B 2    δ +   d + Δ d   f                                =  A 3  β +  A 4   ω r  +  B 2  δ +   Δ  A 3  β + Δ  A 4   ω r  + Δ  B 2  δ +   d + Δ d   f    



(17)







The uncertainty of the system and imposed disturbances are expressed in terms of    E ( t )   , which can be expressed as:


  E  t  = Δ  A 3  β + Δ  A 4   ω r  + Δ  B 2  δ +   d + Δ d   f  



(18)







Taking Equation (18) into Equation (17), we obtain:


    ω ˙  r  =  A 3  β +  A 4   ω r  +  B 2  δ + E  t   



(19)







The difference between the actual transverse pendulum angular velocity ωr and the ideal transverse pendulum angular velocity ωd is chosen as the tracking error of this system:


  e =  ω r  −  ω d   



(20)







The switching function is selected as follows:


  s = e + λ   ∫  0 t  e  τ  d τ     ( λ > 0 )  



(21)




where  λ  is a positive integer.



Taking Equation (20) into Equation (21) and the derivative of Equation (21), we obtain:


   s ˙  =  e ˙  + λ e =   ω ˙  r  −   ω ˙  d  + λ    ω r  −  ω d     



(22)







In the research of second-order sliding mode control, the control input directly affects the sign and amplitude of s, and in general, it is possible to find a switching logic that is related to s and s and which ensures that the state of the system converges to   s =  s ˙  = 0   in finite time. Super-Twisting is the most commonly used of the second-order sliding mode control methods, which occurs because of its advantages: (1) Its controller structure is simple and requires little information, it only needs information about the sliding mode variable s and no other information; (2) it can be applied directly if the relative order of the system with respect to s is 1; and (3) convergence is fast and the system chattering is little [22,23].



The algorithm for Super-Twisting is as follows:


         s ˙  = −  k 1  | s  |   1 2    s g n  s  +  u 1          u ˙  1  = −  k 2  s g n  s         



(23)







Theorem 1. 

Consider a class of systems satisfying Equation (23), when k1 > 0, k2 > 0, the system state can converge steadily in finite time and reach the origin point (0,0). At this time,    s ˙  = s = 0  .





Proof of Theorem 1. 

Let   D =       −    k 1   2       1 2        −  k 2     0       , because k1 > 0, k2 > 0, then matrix is the Hurwitz. For any positive definite matrix P that satisfies the Lyapunov equation:






    D T  P + P D = − Q   



(24)





Defining the Lyapunov function    V 0   Λ  =  Λ T  P Λ  ,    V 0   Λ    is a continuous positive definite function, and everywhere but {s = 0} is differentiable. Therefore, the chain rule can be used to derive it:


  Λ =        Λ 1         Λ 2        =       | s  |   1 2    s g n  s         u 1         



(25)







Derivation of Equation (25), we can get:


   Λ ˙  =         Λ ˙  1          Λ ˙  2        =        1  2 | s  |   1 2        −  k 1  | s  |   1 2    sgn  s  +  u 1          −  k 2  sgn  s        =  1     Λ 1      D Λ  



(26)







For    V 0   Λ   , we can get:


   k  1 min    P       Λ     2 2  ≤  Λ T  P Λ ≤  k  1 max    P       Λ     2 2   



(27)




where        Λ     2 2  =  Λ 1 2  +  Λ 2 2  =  s  +  u 1 2   ,      Λ 1    =  s   1 2    ≤      Λ     2  ≤    V 0   1 2       k   1 2       m i n    P     ,      V 0   1 2       k  m a x    1 2     P    ≤      Λ     2   .



Derivative for V0, we can get:


     V ˙  0  =      Λ ˙   T  P Λ +  Λ T  P     Λ ˙   =  1     Λ 1       Λ T     D T  P + P D   Λ = −  1     Λ 1       Λ T  Q Λ ≤ −  1     Λ 1       k  1 min    Q       Λ     2 2     = −        Λ     2       Λ 1       k  1 min    Q       Λ     2  = −  k  1 min    Q       Λ     2  ≤ 0   



(28)







So, when    V 0   Λ  =  Λ T  P Λ ≥ 0  ,     V ˙  0   Λ  ≤ 0  , then  Λ  can converge steadily to 0 in finite time. And system Equation (23) can converge steadily to 0 in finite time and Theorem 1 can be proved. □



From Equations (22) and (23), when the system is steady,     ω ˙  d  = 0  , we can get:


   s ˙  = −  k 1  | s  |   1 2    sgn  s  −  k 2    ∫  0 t  sgn  s  d t =   ω ˙  r  −   ω ˙  d  + λ    ω r  −  ω d    =  A 3  β +  A 4   ω r  +  B 2  δ + E  t   



(29)







Then, we can get:


  δ =    I z    a  C f        a  C f  − b  C r     I z    β +    a 2   C f  +  b 2   C r     I z   v x     ω r  + E  t  + λ e +  k 1  | s  |   1 2    sgn  s  +  k 2    ∫  0 t  sgn  s  d t    



(30)







In order to obtain the final control quantity, the equation for calculating the angle from the front wheel to the steering wheel is as follows:


   δ  s w   =  δ   i  s w      



(31)




where isw is the angular transmission ratio of the steering wheel angle and the wheel angle.



The following Table 1 shows the relevant parameters for the ST algorithm.




4.3. Phase Diagram Analysis of the Vehicle Dynamic Stability


The phase plane method is based on the time domain to analyze the dynamics within each system and illustrates the dynamic information of the system graphically by plotting the interrelationships of the states within the system.



At a speed of 36 km/h, the front wheel angles are set to 0.5 and −0.5 rad to find the front wheel angle δ and yaw rate ω at the corresponding moments, and the following phase diagram can be derived from the two-degree-of-freedom dynamics model; similarly, at a speed of 54 km/h, the front wheel angles are set to 0.5 and −0.5 to find δ and ω at the corresponding moments, and the following phase diagram can be derived (where δ and ω are represented by the State Point).



The ranges of initial values for both β and ω is [−0.5, 0.5], the step for both β and ω is 0.1. By setting different initial values, different colored lines in Figure 4 can be obtained by substituting them into the two degrees of freedom dynamics model. This means that different colored lines represent the relationship between β and ω at different initial values of β and ω. From Figure 4, the vortex line will converge to the center gradually with the change of motion. This suggests that the region of these whirlpool lines is stable, and the state points taken from the trajectory are all on the line that can converge to the center, and it can be seen that each state point corresponding to the front wheel corner is located near the equilibrium point and tends to move toward the equilibrium point, so the controller is designed to be stable.




4.4. Low-Pass Filter Validation


To test the effectiveness of the low-pass filter, a comparative test was conducted. The road adhesion coefficient was set as 0.7 and the speed was set as 54 km/h. The steering wheel angles before and after filtering are shown as Figure 5.



The smoothness of the curve is evaluated using the method of finding the derivative of the discrete points using the gradient, which uses the method of centroid differencing, the gradient reflects the rate of change of the value. The unfiltered steering wheel corner discrete point array is noted as steer0, the filtered steering wheel corner discrete point array is noted as steer1, and the smoothness evaluation function of the curve takes the form of the standard deviation of the gradient, as follows:


         F  d x   = g r a d i e n t  F            S =    1  n − 1      ∑   i = 1  N   |  x i  − μ  | 2         i = 1 , 2 , … , n     n ∈  N *       μ =  1 n     ∑   i = 1  n    x i               



(32)






  g r a d i e n t :        F  d x     1 , 1   = F   2 , 1   − F   1 , 1          F  d x     i , 1   = F   i + 1 , 1   − F   i − 1 , 1          F  d x     n , 1   = F   n , 1   − F   n − 1 , 1             i = 1 , 2 , … , n   n ∈  N *   



(33)




where F is the one-dimensional value of the steering wheel angle, gradient is the gradient function, Fdx is the gradient of the steering wheel angle, S is the standard deviation, of the gradient and defines S as smoothness, μ is the mean of the gradient.



After simulation, the smoothness of the unfiltered steering wheel angle Ssteer0 = 0.7107, and the smoothness of the unfiltered steering wheel angle Ssteer1 = 0.0418. The range of the gradient of unfiltered angles is [−13.8526, 13.2884], the average of it is 7.9913 × 10−6; the range of the gradient of filtered angles is [−0.1192, 0.1825], the average of it is 1.1592 × 10−5. As can be seen from these values, the mean values of the gradients before and after filtering are approximately equal, however, the maximum value of the gradient before filtering is 72.8131 times greater than after filtering, and the gradient reflects the rate of change of the value. This means that the value of the steering wheel angle before filtering varies quite sharply compared to after filtering, and a large value of the gradient indicates the presence of a large jitter in the curve, and this shows the smoother curve of the steering wheel corner after filtering. Also, Ssteer0 is 17.0024 times larger than Ssteer1, and this means that the gradient of the filtered angle is much less discrete than before filtering, and the gradient values of the filtered angle are closer to the average. In summary, it can be concluded that the low-pass filter works well and the filtered curve is smoother.





5. Design of the MPC Controller


The basic idea of model predictive control is to use the existing model, the current state of the system, and the future control quantity to predict the future output of the system, and to achieve the control purpose by solving the constrained optimization problem on a rolling basis, with three features: predictive model, rolling optimization and feedback correction. Model predictive control is based on time series for rolling optimization, and solves the corresponding control time domain in the prediction time domain [24,25].



5.1. MPC Output Function Derivation


The MPC algorithm uses an error model under a kinematic model with the following state space equations for the kinematic model:


         x ˙  =  v x  = v c o s φ        y ˙  =  v y  = v s i n φ        φ ˙  =   v t a n δ f  l        ⇒       x ˙       y ˙       φ ˙       =       c o s φ       s i n φ         t a n δ f  l        v  



(34)







Notate   χ =   x , y , φ   , u =   v , δ    , taking into Equation (34), and using the Taylor series expansion and ignoring higher order terms gives:


    χ ˙  r  = f    χ r  ,  u r    +   ∂ f   χ , u     ∂ χ   |    χ −  χ r    +   ∂ f   χ , u     ∂ u    |   u −  u r     



(35)







The error model can be obtained:


   X ˙  =        x ˙  −   x ˙  r         y ˙  −   y ˙  r         φ ˙  −   φ ˙  r        =      0   0    −  v r  sin  φ r       0   0     v r  cos  φ r       0   0   0            x −  x r        y −  y r        φ −  φ r        +         cos  φ r        sin  φ r          tan  δ r   l             0     0         v r    l   cos  2   δ r                  v −  v r        δ −  δ r         



(36)







Define the output equation:


  η  k  = X  k  =      I   0            X  k        u   k − 1         = C ξ  k   



(37)




where   ξ  k  =       X  k        u   k − 1          , C is a constant.



The output equation can be derived:


  Y = ψ ξ  k  + Θ Δ U  



(38)




where   Y =  [      η  (  k + 1  )        η  (  k + 2  )       ⋯      η  (  k +  N c   )       ⋯      η  (  k +  N p   )       ]  , ψ =  [      C  A 2        C  A 2    2       ⋯      C  A 2      N c         ⋯      C  A 2      N P         ]  , Θ =  [      C  B 2     0   0   ⋯   0      C  A 2   B 2      C  B 2     0   ⋮   0     ⋯   ⋯   ⋯   ⋱   ⋯      C  A 2      N c  − 1    B 2      C  A 2   N c  − 2    B 2      C  A 2   N c  − 3    B 2     ⋯    C  A 2 0   B 2       ⋯   ⋯   ⋯   ⋱   ⋯      C  A 2      N p  − 1    B 2      C  A 2   N p  − 2    B 2      C  A 2      N p  − 3    B 2     ⋯    C  A 2      N p  −  N c     B 2       ]   ,   Δ U =       Δ u  k        Δ u   k + 1         Δ u   k + 2        ⋯      Δ u   k +  N c  − 1          .




5.2. MPC Algorithm Objective Function Design


Defining the reference values of the system output quantities:


   Y r  =        η r    k + 1          η r    k + 2        ⋯       η r    k +  N c         ⋯       η r    k +  N p          =      0     0     …     0     …     0       



(39)







Subtract Equation (39) from Equation (38) gives:


  Y −  Y r  = ψ ξ  k  + Θ Δ U −  Y r   



(40)







Defining   E = ψ ξ  k  −  Y r  ,   Equation (40) becomes as follows:


  Y −  Y r  = E + Θ Δ U  



(41)







The design objective function is:


  J =    ∑  k = 1    N     X J    T  Q  X J  +  u J    T  R  u J     



(42)







Defining   I =      1   0     0   1      ,   I ⊗ I =      I   0     0   I      ,    Q Q  = I ⊗ Q ,  R R  = I ⊗ R  , taking    X J  = Y −  Y r    and    u J  = Δ U   into Equation (42) we can obtain:


  J = Δ  U T     Θ T   Q Q  +  R R    Δ U + 2 E  Q Q  Θ Δ U = 2    1 2  Δ  U T     Θ T   Q Q  +  R R    Δ U + E  Q Q  Θ Δ U    



(43)







Defining   H =  Θ T   Q Q  +  R R   ,   g =     Θ  Q Q  E    T   , Equation (43) can be transformed as follows:


  J =  1 2  Δ  U T  H Δ U + g Δ U  



(44)








5.3. MPC Algorithm Constraint Design


Constraints are designed to constrain control quantities and control increments, such as speed and front wheel angle. The constraints are designed as follows:


   U  min   =        u  min          u  min          u  min        ⋯       u  min         ⩽       u  k        u   k + 1         u   k + 2        ⋯      u   k +  N c  − 1         ⩽        u  max          u  max          u  max        ⋯       u  max         =  U  max    



(45)







The control volume constraint sum as follows:


   U  min   ⩽  U t  +  A I  Δ  U t  ⩽  U  max    



(46)







Control of incremental constraints as follows:


  Δ  U  min   ⩽ Δ U ⩽ Δ  U  max    



(47)







The objective function can be designed as:


    min   Δ U    1 2      Δ  U T  , ε    T  H   Δ  U T  , ε   +      g T     T    Δ  U T  , ε    



(48)




where  ε  is a relaxation factor to prevent no solution when calculating the optimal solution.




5.4. MPC Simulation Verification


First set the control volume and control increments:


        − 0.2       − 0.1744       ⩽ u ⩽       0.2       0.1744        



(49)






        − 0.05       − 0.1137       ⩽ Δ u ⩽       0.05       0.1137        



(50)







The other parameters in the MPC algorithm are shown in Table 2.





6. Design of the Conventional Sliding Mode Control (CSMC) Controller


This subsection shows a CSMC controller based on the isokinetic law of convergence [22]. The general form of the isokinetic law of convergence is as follows:


   s ˙  = − K s g n  s  ,     K > 0  



(51)







From Equations (22) and (51), the control input of this conventional SMC can be obtained:


   δ c  = −  1   B 2       A 3  β +  A 4   ω r  + λ    ω r  −  ω d    + K sgn  s     



(52)







Choosing a Lyapunov function candidate   V =  1 2   s 2    and differentiating V with respect to time, we have:


   V ˙  = s  s ˙  = s     ω ˙  r  −   ω ˙  d    = s    A 3  β +  A 4   ω r  +  B 2  δ −   ω ˙  d  + λ e    



(53)







Taking Equation (52) into Equation (53), when    s ˙  = 0  ,     ω ˙  d  = 0  , we have:


   V ˙  = − K s   s g n  s    0 ,   K     0  



(54)







The control system is convergent and can converge to 0 in finite time.




7. Control System Simulation Verification


7.1. Construction of a Joint Simulation Platform


The vehicle data from Carsim is sent to the model built in Simulink as an S-function, and the designed second-order sliding mode controller is added to the model, as shown in Figure 6.



This is followed by setting the input and output parameters of Carsim, the first two being the inputs and the others being the outputs, as shown in Table 3.




7.2. ST Controller Simulation without Considering the Uncertainty of the Parameters


Using the same double-shifted trajectory of Equation (55), the double-shifted path was set up in Carsim, adding all trajectory points in the form of discrete points according to their X and Y coordinates, followed by a simulation verification step. The selected working condition is a double-shift line, and the following equation is used as the double-shift line trajectory, as the ideal trajectory:


         Y  r e f    X  =    d 1   2    1 +  tanh     z 1      −    d 2   2    1 + tan    z 2            X ∈   0 , 120          



(55)




where    z 1  =   2.4   25     X − 27.19   − 1.2  ,    z 2  =   2.4   25   X − 56.46     − 1.2  ,    d 1  = 4.05  ,    d 2  = 5.7  .



The double-shifted road is shown in Figure 7.



This simulation does not take into account the uncertainly of the parameters, and for this reason E(t) is set to 0. The road surface coefficient was set to μ = 0.7, and the car was allowed to track the set double-shifted line path at longitudinal speeds of 36 and 54 km/h, respectively. Taking the lateral offset from the vehicle center of mass to the road centerline as the tracking error, the joint simulation results for different speeds are compared for each parameter as follows.



As can be seen from Figure 8, in the double-shifted line condition, the controller designed in this paper has a good control effect and the actual trajectory basically matches the ideal trajectory curve in Figure 8a—the slower the speed, the better the fit of the track. In Figure 8b, the range of tracking error at 36 km/h is [0.2082, −0.0874] and the range of tracking error at 54 km/h is [−0.1553, 0.2795]. It can be seen that the range of tracking error increases with speed. The distance from the center line of the road to the road boundary is 1.75 m, and the maximum deviation of the vehicle’s trajectory does not exceed 0.3 m. So, the designed controller tracks well. In Figure 8c, the smoothness of the steering wheel angle at 36 km/h is 0.0287, at 54 km/h is 0.0418, and the range of the gradient value of the angle at 36 km/h is [−0.0694, 0.1778], at 54 km/h is [−0.1192, 0.1825], the average of the gradient value at two speeds is 0. These data mean the dispersion of the angles is small and the values are very close to 0, and there is no violent chattering. In this figure, small fluctuations in the curve are caused by the slip mode controller’s own slip mode surface switching, and the limitations of the low-pass filter’s filtering effect. The curve is already very smooth compared to the pre-filtering curve. In Figure 8c,d, at X = 60 m and X = 80 m, the curves both show slight fluctuations due to the fact that at both locations the curvature of the road, also known as the curvature of the road, is greater and requires larger corners. In general, the overall control of the designed ST controller is good.




7.3. Comparison Tests of ST Controller and MPC Controller


If you set the working condition as a double-shifted road, the road adhesion coefficient to 0.7, the speed to 36 and 54 km/h, and take the vehicle’s center of mass to the road centerline offset as the tracking error, the joint simulation results are in Figure 9.



As seen from Figure 9, in the two different speed conditions, the trajectory of the ST controller is more closely aligned to the ideal trajectory than the MPC controller, and the ST controller provides better control results. At 36 km/h, the range of tracking error of the ST controller is [−0.0874, 0.2082], and it defines tracking accuracy as the maximum value minus the minimum value. The tracking accuracy of the ST controller is 0.2956, the range of tracking error of the MPC controller is [−0.3314, 0.4993], and the tracking accuracy of the MPC controller is 0.8307. Compared with the CSMC controller, the control precision of the ST controller is improved by 64.42%. The tracking error can directly represent the tracking impact of the controller, and it is apparent that the tracking error of the ST controller is smaller, and the effect of tracking of the ST is better. At 54 km/h, the range of tracking error of the ST controller is [−0.1553, 0.2795], the tracking accuracy of the ST controller is 0.4348, and the range of tracking error of the MPC controller is [−0.3580, 0.5297], the tracking accuracy of the MPC controller is 0.8877. Compared with the CSMC controller, the control precision of the ST controller is improved by 51.02%. It follows then that the tracking error of the ST controller is smaller, and the effect of the tracking of the ST is better.




7.4. Comparison Tests of ST Controller and CSMC Controller


If you set the working condition as a double-shifted road, the road adhesion coefficient to 0.7, the speed to 54 km/h, and take the vehicle’s center of mass to the road centerline offset as the tracking error, the joint simulation results are as follows:



As shown in Figure 10a, it is clear to see that the trajectory of the ST controller is more closely aligned with the ideal trajectory, and this can be proved in Figure 10b. The range of tracking error of the ST controller is [−0.1553, 0.2795], which defines tracking accuracy as the maximum value minus the minimum value, and the tracking accuracy of the ST controller is 0.4348; the range of tracking error of the CSMC controller is [−0.3803, 0.3614], the tracking accuracy of the CSMC controller is 0.7417. Compared with the CSMC controller, the control precision of the ST controller is improved by 41.78%. In contrast with the different range of different controllers, this proves the superiority of the ST controller in terms of control effect.



The input of the ST controller and the CSMC controller is the steering wheel angle, and the ST controller adopts a low-pass filter to keep buffeting. The steering wheel angle of the three cases is as follows.



The disadvantages of sliding mode control can be seen visually in Figure 11, i.e., it leads to high-amplitude and high-frequency chattering in the control input. Using the previously designed smoothness Equation (32), we can obtain the smoothness of the three conditions: the smoothness of steering wheel angle of the ST controller with unfiltered (STUF) is SSTUF = 0.7107, the smoothness of steering wheel angle of the CSMC controller is SCSMC = 0.7990, the smoothness of steering wheel angle of the ST controller with filtering (STF) is SSTF = 0.0418. In numerical terms, SSTUF is 17.00 times larger than SSTF, SCSMC is 19.11 times larger than SSTF, which shows the smooth curve of the angle compared to the other two. The range of the gradient of unfiltered angles of the STUF controller is [−13.8526, 13.2884], the range of the CSMC controller is [−7.8851, 11.8837], and the range of the STF controller is [−0.1192, 0.1825]. The gradient reflects the rate of change of the value, therefore, in terms of the range of the gradient, the variation range of the angles of the STUF controller is smaller than that of the CSMC controller, while that of STF controller is smaller than that of STUF controller. This indicates that the STF controller has a smoother angular profile with less undulation and less chatter than the other two. The average gradient of angles of STUF is 7.9913 × 10−6, the average of angles of CSMC is −8.1337 × 10−6, and the average of angles of STF is 1.1592 × 10−5. Numerically, the values of all three averages are close to 0, the smoothness reflects the degree of dispersion of the gradient, and consequently, the degree of dispersion of STF is the smallest of the three. This further illustrates that the filtered ST controller produces only a litter chattering compared to the other two.




7.5. Simulation with Considering the Uncertainty of the Parameters


The road setting and road conditions are the same as before. Considering the method in Book [26], in Equation (18), considering the system perturbation, take   Δ  A 3  = 0.02  ,   Δ  A 4  = 0.01  ,   Δ  B 2  = 0.001  ,     d + Δ d   f = 0.01  , as a result,   E  t  ∈   − 0.2 , 0.2    . Then this simulation uses the Band-Limited White Noise block in Matlab/Simulink to represent uncertainty, i.e., disturbances external to and internal to the system. Set sample time = 0.01, noise power = 0.2 × 0.2 × 0.01, and this setting indicates an amplitude of 0.2 and a sampling frequency of 100 Hz. The white noise of the setup is shown in Figure 12.



The comparisons of simulations with different speeds in the presence of uncertainty are shown in Figure 13.



By using Gaussian white noise as a disturbance of uncertainty, it can be seen from Figure 13a that the trajectory tracking of the ST controller is still very good at both speeds and the trajectory is relatively close to the ideal trajectory. In Figure 13b, the range of tracking error of the ST controller at 36 km/h is [−0.0877, 0.2086], at 54 km/h is [−0.1552, 0.2795], and the tracking error increases as speed increases, the tracking accuracy at 36 km/h is 0.2963, the tracking accuracy at 54 km/h is 0.4347. The maximum tracking error at both speeds is not exceeding 0.3 m, this indicates good tracking. Then, in Figure 13c,d, there is some chattering in the curve, and this is due to the inclusion of the uncertain interference of Gaussian white noise, and due to the controller’s own slip-side switching, a little bit of jitter remains despite the low-pass filter to attenuate it. These remaining chattering switches are relatively small, and the switching is not drastic, therefore, the actuators can still be executed normally. In summary, the designed ST controller is still robust to uncertainties.





8. Conclusions


	
This article designs a second-order sliding mode controller based on the ST algorithm, which combines an adaptive preview controller with the second-order sliding mode algorithm. The adaptive preview can take into account the trajectory deviation, road boundary, and overall vehicle motion response characteristics to solve for a suitable preview time and set a matching preview distance to make the controller more in line with the driver’s habits so that it can sense the road ahead in advance to make the corresponding control strategy. Finally, the Lyapunov function and phase plane analysis methods are used to prove its convergence and stability respectively;



	
In designing the ST second-order sliding mode control algorithm, the chattering is also further reduced by combining a low-pass filter with the ST algorithm. This paper also proposes a method based on the standard deviation of the gradient to calculate the smoothness of the curve, using this parameter to evaluate the chattering of the curve, the standard deviation of the gradient was used to evaluate smoothness, and the smoothness after filtering is one-seventeenth of that before filtering;



	
The ideal yaw rate can be obtained by adaptive preview control. The difference between the ideal yaw rate and the actual yaw rate is fed into the designed ST second-order sliding mode controller to solve the required steering wheel angle as the target for tracking control. To demonstrate the effectiveness of this controller, an MPC algorithm was designed for comparison experiments. Compared to the MPC controller, the tracking accuracy of the ST controller has improved to 64.42% and 51.02% at 36 and 54 km/h, respectively. At the same time, it was also compared with conventional sliding mode control and the results showed that the tracking accuracy of the ST controller has improved to 41.78%, and the smoothness of the ST controller is one-nineteenth that of the CSMC. This means the ST controller can produce inputs with weaker chattering; and



	
Simulations are carried out on parameter uncertainties in this article, where parameter uncertainties include system parameter uptake and external disturbances, and Gaussian white noise is used to replace these uncertainties. With simulation at 36 and 54 km/h, the simulation results show that despite the effect of Gaussian white noise, the trajectory of the ST controller still fits the ideal trajectory and the tracking error does not exceed 0.3 m. Although there are slight fluctuations in the steering wheel angle and transverse angular velocity, they are still within the acceptable range and the actuator still works properly.
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Figure 1. Two-degrees-of-freedom vehicle dynamics model. 
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Figure 2. Steady-state transverse pendulum angular velocity with single point preview model. 
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Figure 3. Low-pass filter-based second-order sliding mode controller architecture. 
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Figure 4. Phase plane at different speeds and front wheel angles. (a) Phase plane of 36 km/h and δ = 0.5 rad; (b) phase plane of 36 km/h and δ = −0.5 rad; (c) phase plane of 54 km/h and δ = 0.5 rad; (d) phase plane of 54 km/h and δ = −0.5 rad. 
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Figure 5. Steering wheel angle before and after filtering. (a) Unfiltered steering wheel Angle; (b) filtered steering wheel angle. 
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Figure 6. Combined Carsim-Simulink simulation model. 
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Figure 7. Double shift road diagram. 
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Figure 8. Comparison of different parameters at different speeds. (a) Comparison of trajectories at different speeds; (b) comparison of tracking error at different speeds; (c) comparison of steering angle at different speeds; (d) comparison of lateral acceleration at different speeds. 
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Figure 9. (a) Comparison of trajectories at 36 km/h; (b) comparison of the tracking error at 36 km/h; (c) comparison of trajectories at 54 km/h; (d) comparison of the tracking error at 54 km/h. 
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Figure 10. (a) Comparison of trajectories at 54 km/h; (b) comparison of the tracking error at 54 km/h. 
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Figure 11. Comparison of steering wheel angles of different algorithms at 54 km/h. 
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Figure 12. (a) Comparison of trajectories at 36 km/h; (b) comparison of tracking error at 54 km/h. 
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Figure 13. (a) Comparison of trajectories at different speeds; (b) comparison of tracking error at different speeds; (c) comparison of steering angle at different speeds; (d) comparison of lateral acceleration at different speeds. 
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Table 1. Parameters of ST controller.
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	Parameters
	Values
	Comments





	T
	0.5
	Time associated with vehicle steering response characteristics



	λ
	60
	Parameter of ST algorithm



	k1
	0.2
	Parameter of ST algorithm



	k2
	0.1
	Parameter of ST algorithm



	ξ
	6
	The cut-off frequency of a low-pass filter



	a
	1.016
	Distance from center of mass to front wheel



	b
	1.562
	Distance from center of mass to rear wheel



	Cf
	108,861
	Lateral stiffness of front wheel



	Cr
	108,861
	Lateral stiffness of rear wheel



	Iz
	1523
	Yaw inertia



	isw
	19.562
	Angular velocity ratio
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Table 2. Parameters of MPC algorithm.
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	Parameters
	Values
	Comments





	Np
	30
	Predicted step size



	Nc
	60
	Control step



	Row
	10
	Relaxation factor weight
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Table 3. Parameters for Carsim input and output.






Table 3. Parameters for Carsim input and output.





	Parameters
	Input/Output Channels
	Comments





	Lead distance to driver preview point 1
	IMP_LX_SEN_1
	m



	Steering wheel angle
	IMP_STEER_SW
	deg



	Lateral distance to target point 2
	L_Drv_2
	m



	Longitudinal speed
	Vx_SM
	km/h



	Yaw rate
	AV_Y
	deg/s



	Slip angle
	Beta
	deg



	Lateral distance to target point 2
	L_Drv_1
	s
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