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Abstract: This paper focuses on the spatiotemporal trajectory planning problem faced by autonomous
driving with a dynamic on-road situation. To solve the swing problem which is caused by the motions
of obstacles, a multi-area sampling method is proposed. The main idea is sampling endpoints in a
series of defined areas at a fixed time interval, which will generate suitable trajectories with speed
information to deal with complex maneuver tasks. Considering the driving safety and comfort,
the cost function is designed deliberately for the generated trajectories in each area to evaluate the
behaviors of the automobile. Then, the best trajectory in the whole course is found by the dynamic
programming-based approach, which is presented to optimize the problem-solving process and at
the same time reduce the computational burden which is brought about by the multi-area sampling
method. Finally, the effectiveness of the proposed trajectory planning method is demonstrated in
different overtaking scenarios of structured roads.

Keywords: autonomous driving; trajectory planning; dynamic programming

1. Introduction

Autonomous vehicles have great potential to tackle complex driving tasks, especially
in dangerous and difficult conditions. Owing to its superiority in terms of relieving traffic
congestion, enhancing vehicle and road utilization rates, and improving ride comfort
and handling stability, autonomous driving has attracted significant attention from both
academia and industry. Benefiting from the development of artificial intelligence and
computer vision, the preliminary success of autonomous vehicle has been achieved in
recent decades [1–5].

The decision-making and planning layer, as one of the most important parts of au-
tonomous driving, serves as a connecting link between environmental perception and
motion control. It generates appropriate driving behavior to cope with the changeable
transportation condition, according to the information from the perception layer [6]. As the
main factor differentiating the autonomous vehicle from the traditional one, the decision-
making and planning layer has a direct impact on driving safety and comfort.

The goal of global planning is to identify the optimal route from the starting position
to the target position under specific conditions with the support of map information. Local
planning, which creates the reference trajectory for the vehicle to follow, is of great signifi-
cance for driving safety, particularly in unknown and dynamic conditions. Consequently,
global planning is a type of prior planning that is both global and optimal. However,
it becomes vulnerable and risky when applied in changing situations. In contrast, local
planning focuses on local environmental details, enabling the vehicle to have excellent
obstacle-avoidance capabilities. In this paper, by taking into account the motion constraints
of the vehicle and obstacles, we explore local trajectory planning to enhance the driving
performance within dynamic on-road scenarios.

Owing to the high requirement in industry and challenge in academic research, a great
quantity of literature has been devoted to dealing with the trajectory planning problem with
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autonomous driving in past decades [7–15]. These methods can be mainly divided into two
categories: numerical optimization-based approaches and sampling-based approaches.

Numerical optimization-based approaches obtain the solution by means of a differ-
entiable function subject to various constraints. As a result, road conditions, static and
dynamic obstacles, and the physical limitations of the ego vehicle can be readily considered.
In [16], a practical path planner under dynamic conditions is proposed, with road informa-
tion being detected in real-time. To obtain the optimal solution, the numerical nonlinear
optimization algorithm is introduced to enhance the quality of the trajectory. Ref. [17]
describes a computationally efficient planner for autonomous on-road driving in dynamic
conditions. Firstly, a rough trajectory is generated by searching in spatiotemporal space
with the dynamic programming method. Then, a focused trajectory search is performed
to find the best solution according to the smoothness of the path. In [18], a variational
formulation is used to design the trajectory planner. The obstacle constraints are regarded
as polygons, and an objective function is deliberately designed to describe the physical
limits and comfort. However, the non-convex problems, especially in constraints, are
difficult to tackle and easily lead to a local optimum in the process of planning.

Sampling-based approaches generate a series of candidate trajectories by randomly
sampling in the state space. Then, the optimal trajectory, which can minimize a elaborately
designed cost function of safety and comfort, is selected from the candidate trajectory set.
As a typical sampling-based method, the Rapidly Exploring Random Tree (RRT) approach
can give a fast solution in multi-dimensional problems. In [19], a real-time motion planning
framework, which improves the RRT approach by closed-loop prediction, is presented
for autonomous vehicles in structured environments. Considering the half-car dynamical
model, a fast local steering algorithm is introduced in [20] for motion planning based on
the RRT∗ approach. Though the RRT approach is suitable for global and local planning,
the obtained path is not smooth enough.

Compared with the RRT approach, the state lattice method is suitable for local and
unknown environments. Ref. [21] proposes a state space sampling method, where the
vehicle model and constraints are taken into consideration, for highly constrained envi-
ronments. Considering time and velocity dimensions, ref. [22] proposes a spatiotemporal
lattice planner for autonomous vehicle to deal with the moving obstacles in dynamic
environments. The state space is redesigned to adapt to the road direction so that the com-
putational complexity can be reduced with fewer endpoints. Ref. [23] proposes a trajectory
planning framework for highway driving in structured environment based on state lattice.
It uses a search space representation to find solutions in both spatial and temporal spaces
in real-time. In [24], an efficient motion planning framework with trajectory optimization
is presented. Firstly, the cost function is designed to find the best solution based on state
lattices. Then, an iterative approach is used to optimize both the path and velocity of the
trajectory. To address the trajectory generation problem in dynamic conditions, a trajectory
planning approach is presented in [25], which considers the lateral and longitudinal move-
ment in the Frenet framework. However, the computational cost of the sampling based
method is an intractable problem with the increase in sampling points.

Based on the previously mentioned work, a spatiotemporal trajectory planning al-
gorithm for autonomous vehicles in dynamic on-road scenarios is proposed. To address
the swing problem of the planned trajectory resulting from the change in the motion of
obstacles, this paper puts forward a multi-area sampling method. The novelty of this
method lies in sampling sets of endpoints within a series of defined areas at regular time
intervals along the road. Moreover, the corresponding optimization method using dynamic
programming is introduced. This approach is capable of generating more plentiful trajec-
tories with speed information for autonomous vehicles within the planning horizon. In
terms of the accurate estimation of obstacle movement [26–28], the unnecessary maneuver
can be avoided, e.g., giving up overtaking when the obstacle vehicle in front changes
lane. In addition, the offset of the trajectory polynomial can be relieved in this way so
that the jerk-optimal trajectory is obtained. The multi-area sampling method provides rich
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candidate trajectories, but also brings about computational load. To obtain the optimal so-
lution and reduce the computational complexity, a cost function which considers safety and
comfort is designed to evaluate the trajectories in each layer, and dynamic programming is
introduced to calculate the total cost to find the best trajectory.

The remainder of this paper is organized as follows. Section 2 introduces the system
architecture of the trajectory planning method. The multi-area sampling method is de-
scribed in Section 3. In Section 4, different cases are performed to verify the effectiveness of
the planning method. Finally, the conclusion is presented in Section 5.

2. System Architecture

The objective of this system is to generate a feasible trajectory for the vehicle to track in
the dynamic environment. A general description of the trajectory planning framework for
the multi-area sampling method is outlined in Figure 1. This system is mainly composed of
trajectory generation and trajectory evaluation.

Reference line

Desired velocity

Current state

Reference line

Current state

Trajectory 

set

Candidate 

trajectories

Multi-area 

sampling

Motion 

constraints

The best 

trajectory

Cost 

evaluation

Trajectory generation Trajectory evaluationTrajectory generation Trajectory evaluation

Figure 1. Frame diagram of the trajectory planning system.

According to the information of perception and decision, the necessary conditions
including the reference line, desired velocity, and current state for trajectory generation are
obtained. The novelty of this method is that it can sample numerous endpoints at fixed
time intervals along the structured road. Considering the motion constraints of the vehicle,
the trajectories which are beyond the maximum limit of velocity and acceleration will be
eliminated from the trajectory set. Then, the feasible trajectories for autonomous vehicle
are achieved, called candidate trajectories. More detailed information about multi-area
sampling and trajectory generation is described in the next section. In order to obtain the
best trajectory for tracking, the candidate trajectories need to be evaluated and optimized
by the cost function which considers both safety and comfort. Then, the obtained trajectory
is sent to the control module as the desired trajectory to track. More detailed information
about trajectory evaluation and optimization is described in the next section.

3. Main Results

The trajectory generation strategy, which is composed of a multi-area sampling
method, spatiotemporal trajectory generation, and motion constraints, is formulated in this
section. For the on-road scenario, Cartesian coordinates will cause difficulties in dealing
with the movement trajectory of the vehicle due to the curvy road. In this paper, Frenet
coordinates are used instead of Cartesian coordinates, as shown in Figure 2. It is more
convenient for us to use the distance along the road s(t) and the lateral displacement with
the reference line l(t) to describe the vehicle’s position on the road at time t. In this way,
the curvy road is easily transformed into a straight road. The transformation relationships
between the Frenet coordinates and Cartesian coordinates are described in [29].
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Figure 2. Frenet coordinates and Cartesian coordinates.

3.1. Multi-Area Sampling Method

To generate the trajectory set, the multi-area sampling method is proposed as illus-
trated in Figure 3. Different from the traditional method which chooses some terminal
states on the road, we sample sets of endpoints in a series of defined areas at a fixed time
interval T along the road. Each area is composed of a set of endpoints, where ∆d is the
distance of adjacent points along the reference line and ∆l is the lateral offset between two
points which is perpendicular to the reference line. The distance between each area ∆s is
defined as the length of the center position of each area, and it depends on the desired
velocity vdes and the fixed time interval T:

∆s = vdes · T (1)

s

l

Area 1 Area 2 ...

t = T t = 2T ...
s

l d

Area n

t = nTt = 0

Figure 3. Multi-area sampling method.

Note that the local road is divided into n parts, and each part can generate a set of
trajectories which are obtained by connecting the endpoints between adjacent areas. For the
endpoints in each area, sampling along the direction of reference line will lead to different
velocities due to the fixed time interval and different driving distances, and sampling in
the direction perpendicular to the reference line will bring about lane change or obstacle
avoidance. For the multi-area sampling on the road, it can describe more complex motion
behaviors compared with the traditional sampling methods within the planning horizon.
With this approach, the long-range trajectory planning is solved, and more abundant
driving behaviors are provided for trajectory generation.

However, the multi-area sampling method can result in a complex computational
problem, especially with the increment in areas on the road. In order to improve the
computational efficiency and at the same time maintain the diversity of motion behaviors,
the dynamic programming method is employed in this paper to tackle this problem. This
topic is discussed in more detail in the next section.
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3.2. Spatiotemporal Trajectory Generation

Through the connection of the endpoints in different areas, the trajectory set is con-
structed. In order to obtain the jerk-optimal trajectories as referred in [30], quintic polyno-
mials are used to connect the two endpoints, where Pstart = [ps, ṗs, p̈s] is defined as the start
state, and Pend = [pe, ṗe, p̈e] is defined as the end state within the time interval T = te − ts
in one dimension, and the function is given as

p(t) = α0 + α1t + α2t2 + α3t3 + α4t4 + α5t5. (2)

It should be noticed that the offset of the polynomial increases with time t, as shown
in Figure 4. The different colors stand for the different extents of the lateral offset. Large
offset will bring about the safety risk of driving, especially in lane change maneuvers or
obstacle avoidance. Nevertheless, the long-range horizon should be considered in planning
so that the autonomous vehicle can obtain high-quality trajectories to avoid unnecessary
maneuvers on the road. In this paper, we can take advantage of the multi-area sampling
method to solve this problem by selecting a suitable time interval T and the number of
sampling areas n.

0 1 2 3 4 5 6 7 8 9

Time interval (s)

2

2.5

3

3.5

L
a
te
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l 

o
ff

se
t 

(m
)

Figure 4. Lateral offset of quintic polynomial.

Since the spatiotemporal trajectory is divided into n parts, we define the state of the
endpoint in area k as

Xk = [sk, ṡk, s̈k, lk, l̇k, l̈k, tk]

where sk is the distance along the road, lk is the distance with the reference line, tk = kT
is the time, k = 1, 2, . . . , n, and the initial state of the vehicle is X0. Then, the trajectory is
determined by the endpoint sequence {X0, X1, . . . , Xn}.

In order to obtain the jerk-optimal trajectories, quintic polynomials are used to describe
the curves. Because six parameters of the quintic polynomial are needed for calculation, six
boundary conditions are used to solve this problem, namely, the initial position, velocity,
and acceleration, and the terminal position, velocity, and acceleration. For the longitudinal
movement, ṡk is set to a free variable to generate different velocities in response to com-
plex situations so that the function can be changed into a quartic polynomial. Therefore,
the spatiotemporal trajectory χk from area k − 1 to area k is represented as

s(t) =
4

∑
i=0

aiti

l(t) =
5

∑
i=0

biti

(3)

where ai and bi can be calculated by Xk−1 and Xk. A trajectory set from one endpoint to the
next area is generated as shown in Figure 5. The whole trajectory is Θ = {χ1, χ2, . . . , χn}.
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Figure 5. Trajectory generation from one point to next area.

3.3. Motion Constraints

The proposed trajectory generation method is just sampling along the road. Ignorance
of the motion constraints will lead to invalid trajectory generation or even dangerous
situation, especially for autonomous driving in the dynamic on-road scenarios. Therefore,
the motion constraints must be considered so as to get rid of the unreasonable trajectories
from the trajectory set.

Above all, the maximal speed is considered

vmax = min{vlim1, vlim2} (4)

where vlim1 is the speed limit of the road, and vlim2 is determined by

vlim2 ≤
√

alat
|κ| (5)

where alat is the maximal lateral acceleration, and κ is the curvature value of the trajectory.
The longitudinal acceleration v̇ is limited by the vehicle’s physical constraints:

−abrake ≤ v̇ ≤ alon (6)

where abrake is the maximal deceleration, and alon is the maximal longitudinal acceleration.
In addition, the longitudinal and lateral accelerations should be limited to satisfy the circle
of friction [31] which describes the safety region of the tire force:

a2
lon + a2

lat ≤
µ2F2

z
m2 (7)

where µ is the tire–road friction coefficient, Fz is the vertical load, and m is the mass of
the vehicle.

3.4. Trajectory Evaluation

After the feasible trajectories are obtained, the procedure of evaluation and optimiza-
tion is performed to select the best trajectory for the control layer to track. In this section,
a cost function is designed to evaluate the trajectories in each area, and then the whole
trajectory is optimized to find the minimum cost solution with dynamic programming. For
the trajectory χk from area k − 1 to area k, the cost function Jk is defined as follows:

Jk(χk) = ω1 Jcom f (χk) + ω2 Jendp(Xk) (8)
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where Jcom f is a performance index which describes the driving comfort, Jendp is a term which
represents the safety of the endpoint, and ωi(i = 1, 2) is the corresponding weighted factor.

Owing to the human sensitivity to changes in acceleration, the driving comfort index
Jcom f is calculated as

Jcom f (χk) = c1

∫ tk

tk−1

...
s 2(τ)dτ + c2

∫ tk

tk−1

...
l 2

(τ)dτ (9)

where
...
s and

...
l are the longitudinal and lateral jerks, respectively, and c1 and c2 are the

weighted factors.
With regard to the safety of the endpoint Xk, the cost function Jendp is composed of

three parts: the distance with reference line in lateral direction, the distance with the desired
position in longitudinal direction, and the distance to the obstacle at time tk:

Jendp(Xk) = m1|lk|+ m2|sk − sdes|+ m3 Jobs (10)

where mi(i = 1, 2, 3) is the corresponding weighted factor. sdes = vdes · tk is the desired
position, and Jobs is expressed as follows:

Jobs =

{
e−

|sk−sobs |
λ |lk − lobs| ≤ lthre&|sk − sobs| ≤ sthre

0 otherwise
(11)

where λ is the bandwidth of the exponential function, (sobs, lobs) is the position of the obsta-
cle in the Frenet frame, and sthre and lthre are the thresholds of penalty in the longitudinal
and lateral directions.

By setting the weight coefficients, it is easily to realize that the distance factor between
the ego vehicle and obstacle in the area of the obstacle potential field holds the dominant
position in the cost function, and the comfort index works outside of that area.

3.5. Trajectory Optimization with Dynamic Programming

After evaluation, the cost of each trajectory in each area is obtained. The objective is to
find the best trajectory Θ∗ which consists of n segments {χ∗

1 , χ∗
2 , . . . , χ∗

n} to minimize the
total cost function as follows:

min Jtotal(Θ) = min
n

∑
i=1

Ji(χi) (12)

where Jtotal is the total cost from the start position X0 to the end position Xn.
Note that the trajectory optimization is converted into the multi-stage decision process,

and the dynamic programming method is introduced to solve this problem. The cost
function from area k to area n is defined as

Vk =
n

∑
i=k+1

Ji(χi) (13)

where V0 = Jtotal represents the total cost function.
For the best trajectory {χ∗

k+1, χ∗
k+2, . . . , χ∗

n} from the endpoint Xk in area k to the
terminal point Xn in area n, the cost function can be calculated by

V∗
k = min Vk = min(Jk+1(χk+1) + V∗

k+1) (14)

where V∗
k+1 is the minimum cost from Xk+1 to the end state Xn. It means that we can

calculate the best solution from area k to area n by the minimum cost in area k+ 1. Therefore,
(12) is solved according to (8) and (14) as follows:
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V∗

0 = min Jtotal(Θ) = min(J1(χ1) + V∗
1 )

V∗
1 = min(J2(χ2) + V∗

2 )

...

V∗
n−1 = min(Jn(χn) + V∗

n )

(15)

where V∗
n = Vn = 0 is the terminal cost in area n. Then, the optimal trajectory is obtained as

Θ∗ = arg min
n

∑
i=1

Ji(χi). (16)

Note that the computational complex is mainly affected by the number of sampling
areas, which bring abundant maneuvers for autonomous driving to adapt to complications.
Therefore, a suitable number of sampling areas n should be selected in the planning horizon
to trade off between the calculation efficiency and trajectory diversity.

3.6. Computational Complexity Analysis

The multi-area sampling method provides rich candidate trajectories but also brings
computational burden. In fact, the computation of trajectory planning is mainly dependent
on the calculation of the cost function for each trajectory. Therefore, the number of trajec-
tories has an important impact on the computational burden. For the traversing search
method, the number of trajectories N

′
traj which is needed for calculation is as follows:

N
′
traj = mn, (17)

where n is the number of sampling areas and m is the number of endpoints in each area.
Obviously, the amount of calculation increases exponentially as the sampling area grows.
In this work, the cost function of the trajectory in each area is calculated, and the dynamic
programming method is used to solve the optimization problem. In this way, the number
of trajectories Ntraj which is needed to calculate is

Ntraj = (n − 1) · m2 + m. (18)

Figure 6 shows the changes in the computational burden in different parameter sets.

Figure 6. Computational complexity.

The method proposed in this work can generate rich spatiotemporal trajectories, which
can provide a reasonable maneuver for obstacle avoidance. Meanwhile, the offset of the
trajectory polynomial can be relieved. The multi-area sampling provides rich candidate
trajectories but also brings computational burden. Note that the number of generated
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trajectories affects the computational complexity because the cost function Jtotal is needed
to evaluate for each trajectory. According to Equation (17), the computational complexity
is mainly affected by the number of sampling areas n and endpoints m by the traversing
search method. By contrast, the proposed method as shown in Equation (18) significantly
reduces the computational complexity with the increasing of n. The problems such as
combination explosion and calculation increasing as exponential type are avoided.

For the conventional method, the trajectory planning problem is decoupled into two
parts: path planning and velocity planning. The path planning algorithm calculates a batch
of feasible paths, and then the velocity planning algorithm calculates a reasonable speed for
the optimal path which is selected from the candidate set based on the motion information
of the obstacles. The conventional method brings convenience for the trajectory planning
in the design process, but some limitations are unavoidable. On the one hand, the search
algorithm or the optimization algorithm needs to be executed both in the path planning
and the velocity planning, and it requires a significant amount of computing resources. On
the other hand, the swing problem caused by the motion of obstacle vehicle becomes very
difficult to be treated because the lane changing behavior is only implemented in the path
planning part, which ignores the temporal feature.

The multi-area sampling method proposed in this paper is a spatiotemporal coupling
approach, which is implemented in space and time simultaneously, and the multi-area
indicates sampling at different time intervals. Consequently, the search algorithm or the
optimization is executed only once per cycle, directly obtaining the desired trajectory that
encompasses position and velocity information. Since sampling is carried out in the three-
dimensional space–time domain, the future motion of obstacles can be easily considered
during the planning process. Therefore, by taking into account the positional relationship
between the ego vehicle and obstacles at different time points within the cost function,
the swing problem is effectively alleviated.

4. Simulation Verification

To verify the efficiency of the proposed trajectory planning method, simulations with
different cases are performed in the dynamic on-road scenarios based on two-lane roads.
The parameters of the multi-area sampling method in the test are listed in Table 1, and other
practical values for simulation are presented in Table 2.

Table 1. Parameters of the multi-area sampling method.

Symbol Description Value Unit

vdes desired velocity 30 km/h
n number of sampling area 3 -
T time interval of sampling 3 s
∆l lateral offset of sampling points 0.5 m
∆d longitudinal distance of sampling points 3 m

Table 2. Parameters of the simulation.

Symbol Description Value Unit

vmax maximal velocity 50 km/h
abrake maximal deceleration 3 m/s2

alon maximal longitudinal acceleration 2 m/s2

alat maximal lateral acceleration 2 m/s2

Rego/Robs radius of rough boundary of vehicle 3 m
rego/robs radius of elaborate boundary of vehicle 1.5 m

The time interval T and the number of sampling area n are closely related to the
computational complexity and the performance of the trajectory generation. Considering
that the lateral offset is gradually increased with the time interval extension, as shown in
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Figure 4, the time interval T should not be too large. In this paper, T = 3 is selected to
alleviate the lateral offset of the quintic polynomial. Nevertheless, the planning horizon
should be extended far enough to ensure safety along the road. The number of sampling
area n can help us to extend the planning horizon. In this test, n = 3 is selected because two
points are taken into account. First, the increase in sampling area n will bring computational
burden in the planning process. Second, the sensing range of the perception system will
limit the number of sampling areas.

A kinematic model of vehicle is introduced in this section to track the planned trajec-
tory, which is formulated as follows:

ẋ(t) = v(t) · cos θ(t)

ẏ(t) = v(t) · sin θ(t)

θ̇(t) =
v(t)

L
· tan δ(t)

v̇(t) = a(t)

(19)

where (x, y) is the position coordinate of the vehicle in the Cartesian frame, and v and a
are the vehicle velocity and acceleration, respectively. θ is the orientation of the vehicle,
L is the length of the wheel base, and δ is the front wheel steering angle. In this research,
the PID controller is used to control the velocity in the longitudinal direction. In the lateral
direction, the pure pursuit controller is introduced to track the obtained trajectory.

4.1. Case 1: Obstacle Avoidance by Lane Changing Behavior

In this scenario, the obstacle with a low speed (12 km/h) is moving along the road in
front of the ego vehicle. The lane change maneuver is performed according to the planned
trajectory to overtake the obstacle. Figure 7 shows the paths of the planned trajectory and
obstacle in Cartesian coordinates, and the black curve is the reference line which represents
the center line of the road in this paper. The velocity information and acceleration of the
vehicle are shown in Figure 8. The movement of the ego vehicle is demonstrated in Figure 9,
where the blue one is the ego vehicle and the green one is the obstacle vehicle.

From the simulation results, we can see that the planned trajectory avoids the dynamic
obstacle in a smooth way, and the velocity of the vehicle is maintained at 30 km/h in the
whole process. The trajectory tracking task is easily implemented by the pure pursuit
controller in lateral control and PID controller in longitudinal control. The acceleration of
the vehicle is smooth, which means that jerk is small, and therefore comfort is guaranteed.

0 20 40 60 80

x (m)

0

5

10

15

y
 (

m
)

Planned Trajectory

Reference Line

Obstacle Trajectory

Figure 7. Paths in Cartesian coordinates in case 1.
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Figure 8. Velocity and acceleration in case 1.

Figure 9. The obstacle avoidance by lane changing behavior.

4.2. Case 2: Obstacle Avoidance by Lane Keeping Behavior

In this case, the obstacle moves along the road at a low speed (12 km/h) at the initial
stage, then it changes lane in a short time and drives on the new road. Figure 10 gives
the paths of the planned trajectory and obstacle in Cartesian coordinates. In Figure 11,
the velocity information and acceleration of the vehicle are illustrated. In Figure 12, the ego
vehicle (blue car) with the proposed method overtakes the obstacle vehicle (green car)
without a lane change maneuver. Therefore, the swing problem is mitigated.

0 20 40 60 80

x (m)

0

5

10

15

y
 (

m
)

Planned Trajectory

Reference Line

Obstacle Trajectory

Figure 10. Paths in Cartesian coordinates in case 2.
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Figure 11. Velocity and acceleration in case 2.

Figure 12. The swing problem is mitigated with the proposed method.

Compared with the overtaking behavior by the lane change maneuver in Case 1,
the ego vehicle overtakes the obstacle by lane keeping in this scenario. Note that the
velocity of the vehicle slows down during the initial stages, then the vehicle accelerates
beyond 36 km/h. Finally, the speed is reduced to the desired velocity. It means that the ego
vehicle avoids the low-speed obstacle by deceleration at the beginning, and then a brief
acceleration occurs to make up for the deviation from the desired distance. The reason is
that the motion of the obstacle is taken into account in the planning. After that, a suitable
trajectory is generated based on the multi-area sampling method. In this way, the swing
problem which caused by the change in the obstacle’s movement is solved.

4.3. Obstacle Avoidance in Complex Conditions

To further verify the effectiveness of the proposed algorithm, simulation results in
complex conditions are shown in Figures 13–16. In these figures, the blue car is our ego
vehicle, and the others are the obstacle vehicles. Figure 13 shows the lane keeping scenario
in the automatic driving. Owing to the obstacle vehicle in front driving at a high speed and
having a safe distance, the ego vehicle keeps going along the road instead of overtaking.
Figures 14 and 15 indicate that the ego vehicle drives on the crowded road. Based on the
different position and the motion state of the obstacle vehicle, the ego vehicle changes lanes
and overtakes obstacle vehicles at a high speed. Figure 16 illustrates that the ego vehicle
overtakes obstacle vehicles under the condition that an obstacle vehicle changes lane at
low speed. Considering the lane change maneuver of the obstacle in front, the ego vehicle
keeps going straight the first time and then executes a lane change maneuver to avoid the
obstacle vehicles on the crowded road.
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Figure 13. The lane keeping scenario.

Figure 14. The lane change maneuver in a complex condition.

Figure 15. Continuous lane change maneuvers in a complex condition.

Figure 16. The lane change maneuver under the condition that the obstacle changes lane at a
low speed.

5. Conclusions

This paper presents a multi-area sampling-based spatiotemporal trajectory planning
method for autonomous vehicles to deal with the on-road driving problems in dynamic
environments. Based on the multi-area sampling method, the structured road in the
planning horizon is divided into different areas. The cost function which considering safety
and comfort is designed for the trajectories in each layer. To calculate the best trajectory
and at the same time reduce the computational load, dynamic programming is introduced
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to solve these problems. The swing problem of the planned trajectory in dynamic scenario
is solved by the proposed trajectory planning framework, and the safety and comfort
are guaranteed simultaneously. The effectiveness of the proposed planning method is
demonstrated via tests in different on-road scenarios. With the mature perception and
control technologies of the autonomous driving system, the trajectory planning method
proposed in this manuscript can be effectively deployed on intelligent vehicles. However,
how to accurately predict the movement of obstacles has a significant impact on the
proposed trajectory planning method. Although some results have been made in this field,
trajectory prediction under complex conditions remains an open problem. For future work,
a high-performance prediction algorithm would be further explored.
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