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Abstract: This study analyzes the advantages and disadvantages of filtering algorithms for dynamic
weighing signals. Highway road surface has road surface unevenness and other influencing factors.
The body vibration of the vehicle driving process produces a certain amount of interference signals
collected by the load cell to form noise signals. In addition, piezoelectric sensors and amplification
circuits introduce a large amount of electrical noise. These noise signals are non-smooth, nonlinear,
and have other characteristics. We study the filtering effects of moving average (MA), wavelet
transform (WT), and variational mode decomposition (VMD) filtering algorithms on axle weight
signals and evaluate the performance of the filtering algorithms through the Root Mean Square
Error (RMSE), signal-to-noise ratio (SNR), and Normalized Correlation Coefficient (NCC). The
comprehensive analysis shows that the variational modal decomposition filtering algorithm is more
advantageous for axial weight signal processing. The design of the axle weight signal noise filtering
algorithm is of great significance for improving the accuracy of the overall dynamic weighing system
of the vehicle.

Keywords: dynamic weighing; filtering algorithm; noise signals; axle weight signal; moving average;
wavelet transform; variational modal decomposition

1. Introduction

The development of dynamic weighing technology has evolved from traditional
methods to modern algorithms. Initially, simple sensors and analog filters were used for
weight measurement and signal processing, but these methods struggled to cope with
noise and interference in complex environments. With the rise in digital signal processing
technology, digital filtering techniques replaced traditional analog filters, providing higher
accuracy and reliability for the system [1]. Subsequently, the introduction of technologies
like wavelet transform made signal analysis more flexible and efficient, enabling accurate
capture of dynamic characteristics and periodic changes in the signal [2]. In recent years,
the application of artificial intelligence technologies such as machine learning and deep
learning has brought new opportunities for dynamic weighing, allowing for the automatic
extraction of signal features and patterns by learning from large amounts of data, achieving
high-precision weight measurement, and noise suppression [3–5].

With the development of modern society, dynamic weighing technology has been
widely used in various fields. The dynamic weighing system is widely used in logistics,
transportation, medical, automobile, and industrial fields, providing an effective means of
weight monitoring for various industries [6–11]. In these applications, the signal generated
by the dynamic weighing system is often affected by various environmental factors, includ-
ing vibration, noise, and other interference factors. These interference signals may lead to
inaccurate weighing results, which affects the performance and stability of the system.

Therefore, the study of dynamic weighing signal filtering algorithms has become
an important topic in the current scientific and technological research field. By using a

World Electr. Veh. J. 2024, 15, 254. https://doi.org/10.3390/wevj15060254 https://www.mdpi.com/journal/wevj

https://doi.org/10.3390/wevj15060254
https://doi.org/10.3390/wevj15060254
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/wevj
https://www.mdpi.com
https://orcid.org/0009-0001-6140-6552
https://doi.org/10.3390/wevj15060254
https://www.mdpi.com/journal/wevj
https://www.mdpi.com/article/10.3390/wevj15060254?type=check_update&version=1


World Electr. Veh. J. 2024, 15, 254 2 of 14

reasonable signal filtering method, we can effectively improve the measurement accuracy
of the dynamic weighing system, reduce system error, and enhance the reliability and
stability of the system. The purpose of this thesis is to explore and study the filtering
algorithm for dynamic weighing signals and to provide strong support for the further
development and application of dynamic weighing technology.

There are two methods of signal filtering: software filtering and hardware filtering.
Hardware filtering is mainly filtered through a hardware circuit composed of capacitors
resistors and operational amplifiers, which is low in cost and easy to implement, but its
accuracy is not high, and its function is limited [12]. The software filter mainly uses the
existing or improved filtering algorithm to process the original signal, which has good
controllability and filtering effects. The research shows that signal noise is usually a specific
frequency band and high-frequency noise [13,14]. In recent years, the filtering methods
used in the literature related to dynamic weighing mainly include the Kalman filter (KF),
MA [15,16], adaptive filter, median filter, WT [17,18], mode decomposition [19–21], and
other filtering algorithms. Kalman filter is a recursive filtering algorithm that is widely
used to estimate the state of dynamic systems. In the field of dynamic weighing, Kalman
filters can be used to reduce the errors caused by measurement noise and environmental
interference. Research [22] proposes a new Kalman filter, called the maximum correlation
entropy Kalman filter (MCKF), which adopts the robust maximum correlation entropy
criterion (MCC) as the optimal criterion instead of MMSE. The effectiveness and robustness
of the filter are demonstrated by an example. In a study [6], the Kalman filter was used to
update the real-time weight estimation, which effectively improved the weighing accuracy
of ships. MA is a simple and practical filtering algorithm with strong signal smoothing
ability. Based on the vibration characteristics of the vehicle and scale, the mathematical
model of the WIM signal is established by moving average filtering and the B-spline least
square method in research [23], and the vibration interference of low-frequency dynamic
load is effectively eliminated. The adaptive filter adjusts the filtering parameters according
to the real-time measurement data to adapt to different environmental conditions. This
method can improve the adaptability of the system to the dynamic environment change.
Median filtering is a nonlinear filtering method that suppresses outliers by calculating the
median of the data in the window. In dynamic weighing, median filtering can effectively
remove abnormal data caused by burst interference. WT is a time-frequency analysis
method that realizes signal filtering by eliminating noise signals by threshold; it is widely
used in various fields. In this study [24], strain data collected by FBG sensors embedded
in road sections were used to evaluate the performance of discrete wavelet transform
(DWT) in de-noising FBG signals. The results show that the FBG signal can be successfully
de-noised, and the low-amplitude strain can fully emerge without losing any valuable
data. The mode decomposition method is a data-driven adaptive signal decomposition
filtering method, and its frequency band is not fixed. Empirical mode decomposition
(EMD) and its improved methods, such as ensemble empirical mode decomposition and
complementary ensemble empirical mode decomposition, are EMD-like methods. There
is also the VMD method; VMD decomposition is different from EMD and is an adaptive,
completely non-recursive mode variation and signal processing method. In a study [25],
the difference between the sum of IMFs obtained from the original signal and VMD was
used to realize the fuzzy optimization of the preset scale K value and extract the main
features of the signal. This method has the maximum output SNR and the minimum
mean square error and realizes the fuzzy optimization of K. The effectiveness of this
method in filtering pipeline leakage signals is verified by experiments. Research [26]
used acceleration sensors to acquire vehicle vibration to assist ensemble empirical mode
decomposition and improve wavelet threshold noise reduction algorithm to improve the
accuracy and accuracy of system measurement. Research [27] proposed a hyper-local
non-model predictive algorithm, which can be applicable to complex or unknown systems,
enabling rapid response and processing of input–output data, thus achieving efficient
real-time control. It demonstrates excellent performance in control and prediction but
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mainly focuses on real-time control and prediction, paying less attention to the frequency
domain characteristics of signals. Specialized filtering algorithms such as VMD would be
beneficial for addressing this aspect.

The core problem of this study is to select more appropriate signal filtering algorithms
in vehicle dynamic weighing systems to improve the accuracy and reliability of weighing
data. Reducing the noise and interference in the signal and improving the performance
of the dynamic weighing system will not only help vehicle overload monitoring but
also provide reliable data support for vehicle research, traffic management, road safety,
logistics, and transportation. For this purpose, signal analysis, filtering algorithm design,
and comparative validation are used in this study. The frequency characteristics and
noise characteristics of the vehicle dynamic weighing signal are analyzed, and suitable
filtering algorithms are designed and selected, including moving average filtering, wavelet
transform, and variational mode decomposition filtering. Finally, the performance of the
filtering algorithms is compared by filtering the actual axle weight signal.

2. Dynamic Weighing Signal Analysis

To perform the characterization of the actual axle weight signals, a dynamic weighing
system based on a PVDF piezoelectric film sensor was used in this study to collect the axle
weight information. As shown in Figure 1, the experimentally collected axle weight data
come from a common two-axle vehicle. When the axle of the vehicle passes through the
PVDF piezoelectric thin film sensor, the system can acquire the specific raw signal.
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(a) Vehicle passing signal waves. (b) Without vehicular traffic signal waves. 

Figure 1. Experimental diagram of axle load signal acquisition.

When the two-axle vehicle traveled through the dynamic load sensor, the original
piezoelectric signal collected is shown in Figure 2 (the sampling interval is 0.0002 s, which
means the sampling frequency is 5000 Hz). Figure 2a shows the original signal waveform
when a two-axle vehicle passes the sensor. There is a slight asymmetric distortion in the
waveform, and there is a wave valley at the end of the signal pulse decline, which is caused
by the sensor deformation bending and rebounding. Figure 2b shows the original signal
waveform when no vehicle passes through the sensor. It can be seen that there is a noise
signal, and the amplitude of the noise signal is between −0.002 and 0.002.
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After the Fast Fourier transform (FFT) of the acquired signal, the amplitude–frequency
diagram shown in Figure 3 is obtained, and the signal is mainly concentrated in the low-
frequency part, in the range of 0 to 250 Hz, from the low frequency to the high frequency,
the amplitude is constantly decaying, in which the amplitude is the largest in the lowest
frequency part, as shown in Figure 3a, and the subsequent decaying part belongs to the
interference signal, which is generated by the vibration of the tire suspension system and
the vehicle driving, with the frequency of fifty to several hundred Hz [23]. In Figure 3b, in
the frequency range of 250 to 2500 Hz, it can be seen that there is a portion of high-frequency
noise; the 200 to 1800 Hz high-frequency noise accounted for a relatively small amount
of high-frequency noise, and high-frequency noise is mainly concentrated in the 2000 to
2500 Hz.
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3. Dynamic Weighing Signal Filtering Algorithm Analysis
3.1. Moving Average Filtering

For a segment of discrete input signal x(n), the MA filters first determine a sliding
window of length N, average the next sampled value with the temporarily stored N − 1
values to obtain the effective value, and at the same time update the value at the forefront of
the window to that effective value and slides forward. It has good suppression of periodic
interference and good suppression of random noise. MA filters are simple to implement
and are usually the first method to try.

The most critical parameter of the MA filter is the selection of the sliding window size,
which in the time domain is the length of the convolution kernel when using a rectangular
function as the convolution kernel. The output of the MA filter is:

y(n) =
1
N

N

∑
k=1

x (n + k) (1)

where y(n) is the filter output, and N is the window length. The Fourier transform of
Equation (1) yields the frequency response as:

Y
(

ej∗2π f
)
=

1
2m + 1

{
1 + 2

m

∑
k=1

cos(k ∗ 2π f )

}
(2)

where m is half the size of the filter window (excluding the center point), i.e., N = 2m + 1.
The form of Y(n) is similar to that of the Singer function, which is characterized by

slow roll-off of the transition band and insignificant rejection of the blocking band.
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MA filtering is usually the preferred filtering algorithm to try in signal processing due
to its simplicity and efficiency. The relationship between the window length and the cutoff
frequency of MA can be expressed as:

N =
0.443 ∗ fs

fco
(3)

where fs is the sampling frequency, and fco is the cutoff frequency. In the vehicle dynamic
weighing system, the sampling rate is set to 5 kHz, and according to the signal frequency
distribution in Figure 3, the cutoff frequency is selected as 100 Hz, and N is calculated to
be 22.

3.2. Wavelet Transform Filtering

WT is mainly used for signal processing and analysis in both time and frequency
domains. Wavelets are mathematical functions of short duration that can be expanded and
translated along a given signal, enabling the analysis of signals at different scales. They are
suitable for detecting parts of a signal that appear in short duration and change rapidly.
WT filtering algorithms are widely used in one-dimensional signal processing [28,29].

Wavelets are signals with limited energy, ripples in one section, and fast decay on
both sides. WT is different from the Fourier transform based on infinite length signals for
transformation, which uses finite, decaying signals for base transform. The formula for
wavelet transform is:

→
ψ(a,b)(x) =

1√
a

ψ

(
x− b

a

)
(4)

where a is the scale parameter, controlling the stretching of the wavelet function in both
time and frequency domains; b is the translation parameter, controlling the shifting of the
wavelet function along the time axis. For the acquired load signal f (x), the WT is:

Wj(a, b) =
∫

R f (x)
→
ψ(a,b)(x)dx =

1√
|a|

∫
R f (x)

→
ψ

(
x− b

a

)
dx (5)

The discrete wavelet transform (DWT) is a discretization of the scale and translation
of the fundamental wavelet, and the one-dimensional DWT is

aj,k =
∫

f (t)ψ∗j,k(t)dt
f (t) = ∑

k
∑
j

aj,kψj,k(t)

ψj,k(t) = 2
j
2 ψ
(
2jt− k

) (6)

where j is the scale parameter, controlling the stretching of the wavelet function and
determining its frequency; k is the position parameter, determining the position of the
wavelet function along the time axis.

After a DWT, the signal S is decomposed into:

S = A1 + D (7)

where A1 is the relatively low-frequency approximation component, and D is the relatively
high-frequency detail component.

Due to the orthogonalization constraints, the component obtained after each decompo-
sition is half of the original signal length, and the decomposition is performed again for low
frequencies to obtain A2 and D2, and so on, i.e., multi-level discrete wavelet decomposition
(Figure 4). The time series signal is divided into multiple sub-sequences of low and high
frequencies, step by step, to extract multi-level time-frequency features:

S = An +
n

∑
i=1

Di (8)
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where n is the number of decomposition levels, and Di is the detail component correspond-
ing to each decomposition level.
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In the wavelet decomposition of the signal, the larger the number of layers of decom-
position achieved, the more obvious the different characteristics of the noise and signal
performance, the more conducive to the separation of the two, but the larger the number of
layers of decomposition, the larger the distortion of the reconstructed signal will be, which,
to a certain extent, leads to the deterioration of the filtering effect. According to the results
of the FFT in Figure 2, the dynamic weighing effective signal is mainly concentrated below
100 Hz, while the adopted frequency Fs is 5 kHz, according to:

0.5× Fs

2N =
fmax

2N (9)

The signal is decomposed five times using multi-level wavelet decomposition to obtain
the score band frequency of 0~39.06 Hz, 39.06~78.125 Hz, 78.125~312.5 Hz, 312.5~1250 Hz,
1250~2500 Hz; each band division is more in line with the characteristics of the signal,
which is conducive to the analysis of the low-frequency part of the signal composition.

The filtering effect is achieved by wavelet thresholding before wavelet reconstruction.
Wavelet thresholding noise reduction is divided into hard thresholding noise reduction
and soft thresholding noise reduction. Hard threshold noise reduction is to compare the
wavelet coefficients of multiple high-frequency components Di with the threshold and
keep the components unchanged if they are greater than or equal to the threshold; if they
are smaller than the threshold, the components are directly set to zero. In soft-threshold
noise reduction, each high-frequency component is compared to a threshold, and if it is
greater than or equal to the threshold, the component is subtracted from the threshold; if
it is less than the threshold, the component is directly set to zero. This strategy is used in
multi-level wavelet decomposition for each component of each layer to filter out signals in
specific frequency bands. Finally, wavelet reconstruction of the signal is performed, which
is an inverse transformation of the wavelet decomposition. For the thresholded component
combinations, the component lengths are not equal to the original signal lengths and cannot
be reconstructed directly; the signal is reconstructed by choosing a suitable orthogonal
mirror filter.

3.3. Variational Mode Decomposition Filtering

In recent years, scholars have applied the modal decomposition method to dynamic
weighing signal processing [30,31]. EMD and other modal decomposition methods de-
compose the original signal into multiple Intrinsic Mode Functions (IMF) and a residual
component. By zeroing specific frequency signals, the signal is synthesized to realize the
filtering effect of the signal. In the literature [32], the complementary ensemble empirical
mode decomposition (CEEMD) was used to separate the low-frequency interference in the
real weighing signal, and the residual component was used as the input to train the GRU
neural network, which improved the weighing accuracy. It can be seen that the modal
decomposition method has some advantages in dealing with dynamic weighing signals
where effectiveness and interference are mixed at low frequencies.
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Due to the problems of endpoint effect and frequency aliasing in empirical modal
decomposition, Dragomiretskiy et al. [33] proposed the VMD method, which is a non-
recursive signal processing method that can decompose a time series signal into a series
of frequency components with finite bandwidths by iteratively searching for the optimal
solution of the variational modes, and can adaptively update the center frequencies and
bandwidths of each component, avoiding the problems of endpoint effect and spurious
components encountered in the iterative process. It can adaptively update the center
frequency and bandwidth of each component, avoiding the endpoint effect and false
component problems encountered in the iterative process, and it can effectively deal with
nonlinear and non-smooth signals.

The VMD algorithm assumes that the original signal x(t) consists of a superposition of
K modal functions with center frequency wk, where IMF is defined as:

uk(t) = Ak(t)cos(ϕk(t)) (10)

The above equation represents the harmonic signal of the kth mode uk(t) with ampli-
tude Ak(t) and instantaneous phase ϕk(t) and constrains the IMF to be a finite-bandwidth
signal with a center frequency and the minimum sum of modal bandwidths to construct
the constrained variational model:

min
{uk},{ωk}

{
∑
k
∥ ∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt ∥

2

2

}
(11)

∑
k

uk = f (12)

In Equation (10), uk is the function of each mode, and ωk is the center frequency of
each mode;

(
δ(t) + j

πt

)
∗ uk(t) is the Hilbert-transformed resolved signal of the modes;

e(−jωkt) makes the modal function’s spectral modulation to the corresponding fundamental
band; and finally, the signal is modulated by Gaussian smoothing. Equation (11) is the
constraint that the sum of the modes is equal to the original signal.

For solving the above variational problem, in the literature [33], the constrained
problem is transformed into an unconstrained variational problem by using quadratic
penalty terms and the Lagrange multiplier method:

L({uk}, ωk, λ)
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where α is the penalty parameter, and λ is the Lagrange multiplier. The individual modes 
are then updated using the alternating multiplier method: 
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The center frequency is updated as follows: 

α∑
k
∥ ∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωkt ∥

2

2

+∥ f (t)−∑
k

uk(t) ∥
2

2

+

〈
λ(t), f (t)−∑

k
uk(t)

〉 (13)

where α is the penalty parameter, and λ is the Lagrange multiplier. The individual modes
are then updated using the alternating multiplier method:

ûn+1
k (ω) =

f̂ (ω)−∑i<k ûn+1
i (ω)−∑i>k ûn

i (ω) +
λ̂n(ω)

2

1 + 2α
(
ω−ωn

k
)2 (14)

The center frequency is updated as follows:

ωn+1
k =

∫ ∞
0 ω

∣∣∣ûn+1
k (ω)

∣∣∣2dω∫ ∞
0

∣∣∣ûn+1
k (ω)

∣∣∣2dω

(15)
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Lagrange multipliers λ are updated as follows:

λ̂n+1(ω)← λ̂n(ω) + τ

(
f̂ (ω)−∑

k
ûn+1

k (ω)

)
(16)

Each parameter is repeatedly updated until the iteration stop condition is satisfied:

∑k ∥ ûn+1
k − ûn

k ∥
2
2

∥ ûn
k ∥

2
2

< ϵ (17)

where ϵ is used as the threshold for the stopping criterion, and its value is set to 10−7 here.
The flowchart of the algorithm to summarize the VMD is shown in Figure 5:
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When using the VMD algorithm for signal decomposition, some parameters need
to be set. The decomposition result of the signal is related to the set parameters. The
main parameters that need to be set for the VMD algorithm are the penalty factor, the
balancing parameter for representing the data fidelity constraints, the time step, the number
of decomposition layers K, and the convergence tolerance, where all the parameters except
K have corresponding empirical values.

The most important of these parameters is the number of modal components, K. If
K is set smaller than the number of useful components in the signal to be decomposed, it
will result in inadequate decomposition, leading to modal aliasing. If the set K value is
larger than the number of useful components in the signal to be decomposed, it leads to
the generation of some useless spurious components. Therefore, the determination of the
K value is very important for VMD. The main method used to determine the number of
modes is as follows:
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(1) By analyzing the frequency components mainly contained in the signal data, this
method is usually used when the signal composition is simple.

(2) Attempts are made one by one through the K value from small to large; as the
K value increases, the data of each major frequency band can be distributed into
different IMF components, and the K value is analyzed and determined by combining
the decomposition results. The method is time-costly and requires much tedious,
repetitive work in the presence of multiple sensor signals.

(3) The VMD decomposition parameters are determined using auxiliary algorithms, e.g.,
according to the principle of craggy maximum, the principle of energy difference,
etc. [34], or optimization algorithms are used (e.g., genetic algorithms, etc.), which use
the signal-to-noise ratio of the decomposed reconstructed signals as the optimization
objective, to obtain the optimal K-value.

Similar to WT filtering, after completing the decomposition of the signal by VMD, the
filtered signal needs to be restored by inverse transformation, but the decomposition of
VMD is simpler compared to WT filtering, and it only needs to accumulate the decomposed
valid signals to realize the filtering of the signal.

4. Performance Experiment of Filtering Algorithm
4.1. Filtering Effect Evaluation Index

Dynamic weighing signals will lead to some information loss in the filtering process.
To compare the denoising effect of the MA filter, WT filter, and VMD filter, the indicators of
good or bad filtering effect, Root Mean Square Error (RMSE), Standard Deviation (SD), and
signal-to-noise ratio (SNR) are used to objectively evaluate the algorithm performance with
the following formulas:

RMSE =

√√√√ 1
N

N

∑
n=1

[x(n)− y(n)]2 (18)

SD =

√
∑n

i=1 (xi − x)2

N
(19)

SNR = 10log
(

∑N
n=1 y2(n)

∑N
n=1 [x(n)−y(n)]2

)
(20)

where N represents the sample size, x(n) denotes the actual noisy signal, y(n) stands for the
corresponding ideal noise-free signal to x(n), and x denotes the signal mean. Among them,
RMSE mainly focuses on the accuracy of the filtered signal compared to the original signal.
A smaller RMSE indicates better signal recovery. SD mainly focuses on the smoothness and
consistency of the signal. A smaller SD indicates less fluctuation in the filtered signal. SNR
mainly focuses on the ratio of useful information to noise in the filtered signal. A higher
SNR indicates a higher quality of the filtered signal.

In addition, by comparing the waveform characteristics of the load signal before
and after noise reduction (such as signal peaks, peak-to-peak intervals, peak width, etc.)
to determine whether the waveform characteristics before and after filtering are lost and
whether the waveform signal has been improved, to ensure the consistency of the waveform
characteristics before and after filtering.
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4.2. Experimentation

Python is an open-source, free programming language. Anyone can freely download,
install, and use it. Additionally, Python’s license is an open-source license released by
the Python Software Foundation. All three filtering algorithms are implemented using
Python 3.10. The MA filtering algorithm is relatively simple and can be directly edited in
programming software by creating files for algorithm editing. The WT filtering algorithm
is designed and edited using Python’s ‘pywt’ library. The VMD filtering algorithm is
implemented by porting the VMD library from MATLAB to Python for algorithm design.
The hardware environment consists of a laptop with a CPU i7-10750H and 8 GB of memory,
tested on the Windows 10 operating system. According to the previous analysis, the
key parameter of MA filtering is the sliding window length, and the window length is
selected as 22; for WT filtering, 5-level wavelet decomposition is performed. For the VMD
algorithm, due to the complexity of the frequency components of the load signal, it is not
possible to determine the number of decomposition modes, and it is chosen to determine
the number of modes K using a gradual increase in the number of decomposition layers,
starting from K = 2. The other parameters are chosen as follows: bandwidth limitation of
2500 Hz, noise tolerance of 0.00006, initialization of the data distribution parameters as a
normal distribution, and the control error and iteration accuracy of 1e−6. The results of its
experiments are as follows in Table 1:

Table 1. The center frequency of different K value decomposition.

K IMF_1 IMF_2 IMF_3 IMF_4 IMF_5 IMF_6 IMF_7

2 23.85 5717.77
3 32.33 141.62 2009.99
4 36.95 399.94 1157.44 1689.93
5 12.23 54.79 5421.66 7656.02 23,954.95
6 7.73 12.18 122.71 598.11 5252.21 14,500.50
7 6.84 21.62 26.56 62.56 349.75 7292.42 13,198.54

As the number of modes K increases from 2 to 7, the low-frequency bands are divided
with less and less granularity. This implies that more modes are utilized to describe the
various frequency components of the signal. Such meticulous decomposition enables VMD
to capture the signal’s local characteristics and frequency distribution more accurately.

From the center frequencies of each IMF component in the above table, it can be seen
that the low-frequency components are divided more granularly as the decomposition
reaches the 5th, 6th, and 7th layers, whereas the high-frequency components are increased
as the number of decomposition layers increases. According to the analysis of the signal
frequency components in the previous section, the axial load signal is mainly concentrated
below 100 Hz, so the number of decomposition layers K is selected as 6.

Under the decomposition of 6-layer VMD, each IMF component is shown in Figure 6. It
can be observed that IMF_5 and IMF_6 exhibit small amplitude and significant fluctuations,
indicating noise components. IMFs 1 to 4 display distinct bimodal waveform characteristics
consistent with the original axle load signal. Therefore, only IMF_1 to IMF_4 are selected
for signal reconstruction through summation.
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After selecting the appropriate parameters of the filtering algorithm, the results of the
indexes after applying MA filtering, WT filtering, and VMD filtering to the noised ideal
axial load signals are shown in Tables 2–4, respectively.

Table 2. MA filtered results.

Sensors RMSE SD SNR

I 1.47 × 10−2 1.53 × 10−2 1.84
II 1.79 × 10−2 2.08 × 10−2 2.589

Table 3. WT filtering result.

Sensors RMSE SD SNR

I 1.15 × 10−3 1.81 × 10−2 23.96
II 2.13 × 10−2 2.39 × 10−2 21.04

Table 4. VMD filtering results.

Sensors RMSE SD SNR

I 7.69 × 10−4 15.31 × 10−3 27.14
II 1.24 × 10−3 20.76 × 10−3 24.74

After each filtering algorithm processes the sampled signal, the details of the waveform
are shown in Figure 7. In the figure, SIG represents the original signal, DWT represents
the signal after filtering using the wavelet transform algorithm, VMD represents the signal
after filtering using the variational mode decomposition algorithm, and MA represents the
signal after filtering using the moving average algorithm. The comparison of the processed
signals shows that after the MA filtering process, the action signal becomes wider and
shorter, and the degree of smoothing is higher after filtering; WT filtering and VMD filtering
can better retain the waveform characteristics, and the curve of the original signal has a
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high degree of overlap. At the same time, the signal smoothness after the VMD filtering is
higher than the WT filtering.
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5. Conclusions

The main objective of this study was to develop and evaluate three filtering algorithms
(moving average, wavelet transform, and variational mode decomposition) for processing
axle weight signals in a vehicle dynamic weighing system. This was achieved by processing
the collected raw axle load signals and comparing their filtering effects.

The moving average filtering algorithm has the advantages of simplicity, easy imple-
mentation, and low computational cost. The experimental results (Table 2) show that the
RMSE values of the moving average filtering are 1.47 × 10−2 (Sensor I) and 1.79 × 10−2

(Sensor II), with SD values of 1.53 × 10−2 and 2.08 × 10−2, respectively, and SNR values of
1.84 and 2.589, respectively. The processed signals become wider and shorter, and although
they have greater smoothness, the loss of signal characteristics is significant.

Wavelet transform filtering can analyze signals at multiple scales and shows excellent
removal of high-frequency noise. The experimental results (Table 3) show that the RMSE
values of wavelet transform filtering are 1.15 × 10−3 (Sensor I) and 2.13 × 10−2 (Sensor II),
with SD values of 1.81 × 10−2 and 2.39 × 10−2, respectively, and SNR values of 23.96 and
21.04, respectively. The signals after filtering can better preserve waveform characteristics
and have a high overlap with the original signal curve.

VMD filtering efficiently suppresses noise by decomposing the signal into several
modal components. The experimental results (Table 4) show that the RMSE values of
VMD filtering are 7.69 × 10−4 (Sensor I) and 1.24 × 10−3 (Sensor II), with SD values of
15.31 × 10−3 and 20.76× 10−3, respectively, and SNR values of 27.14 and 24.74, respectively.
After filtering, the signals not only retain the waveform characteristics of the original signal
but also have greater smoothness.

From the experimental results, as shown in Table 5, the data for VMD are lower than
those for MA and WT in both RMSE and SD indices. It can be observed that the VMD
filtering algorithm achieves higher accuracy and smoothness for the signal. In terms of the
SNR index, the data for VMD are higher than those for MA and WT. Since SNR refers to
the ratio of useful signal to noise signal in the filtered signal, the signal quality after VMD
processing with higher SNR indices is better. In summary, VMD filtering performs best
in noise suppression and signal preservation, significantly enhancing the measurement
accuracy of vehicle dynamic weighing systems.
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Table 5. Signal processing algorithm performance comparison.

Metric Algorithm Sensor I (%) Sensor II (%)

RMSE VMD vs. MA ↓94.79% ↓93.07%
VMD vs. WT ↓33.13% ↓94.18%

SD VMD vs. MA ↓1.96% ↓1.56%
VMD vs. WT ↓13.76% ↓1.31%

SNR VMD vs. MA ↑1375.0% ↑855.77%
VMD vs. WT ↑13.27% ↑17.58%

In the table: ↑: indicates that the VMD algorithm has a higher indicator value than other algorithms (WT or MA).
↓: indicates that the VMD algorithm has a lower indicator value than other algorithms (WT or MA).

The results of this study indicate that applying the VMD filtering algorithm can signif-
icantly improve the performance of the vehicle dynamic weighing system. The improved
filtering algorithms can provide higher accuracy for vehicle axle weight measurement, as-
sisting transportation authorities in more accurately monitoring overloads and improving
road safety. Future research can explore how to fuse data from various sensors to improve
the accuracy and robustness of dynamic weighing systems. Multi-source data fusion can
effectively reduce the impact of individual sensor errors, providing more accurate weight
estimates. Additionally, research can focus on integrating dynamic weighing systems
with intelligent transportation systems (ITS), using weighing data for traffic flow analysis,
overload detection, and enhancing the intelligence level of traffic management. At the same
time, attention should be paid to improving the adaptability and stability of the system
under various environmental conditions to ensure reliable operation in complex situations.
Dynamic weighing technology can also be used in advanced adaptive vehicle suspension
and traction control systems. Both of these systems affect vehicle comfort and safety.

However, VMD makes it difficult to set the optimal parameters without prior knowl-
edge of the signal. Due to the different weights and speeds of driving vehicles, the frequency
composition of the collected piezoelectric signals varies, and the number of decomposition
layers for each signal and the IMF components to be synthesized are different. The method
of trying each decomposition layer one by one is time-consuming in practical use. To solve
the difficulty in setting parameters for the VMD filtering algorithm and fully exploit the
superiority and availability of the VMD algorithm in signal processing, it is necessary to
consider using auxiliary algorithms to determine VMD algorithm parameters in the future.
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