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Abstract: Vehicle classification technology is one of the foundations in the field of automatic driving.
With the development of deep learning technology, visual transformer structures based on attention
mechanisms can represent global information quickly and effectively. However, due to direct image
segmentation, local feature details and information will be lost. To solve this problem, we propose an
improved vision transformer vehicle classification network (IND-ViT). Specifically, we first design a
CNN-In D branch module to extract local features before image segmentation to make up for the loss
of detail information in the vision transformer. Then, in order to solve the problem of misdetection
caused by the large similarity of some vehicles, we propose a sparse attention module, which can
screen out the discernible regions in the image and further improve the detailed feature representation
ability of the model. Finally, this paper uses the contrast loss function to further increase the intra-class
consistency and inter-class difference of classification features and improve the accuracy of vehicle
classification recognition. Experimental results show that the accuracy of the proposed model on
the datasets of vehicle classification BIT-Vehicles, CIFAR-10, Oxford Flower-102, and Caltech-101 is
higher than that of the original vision transformer model. Respectively, it increased by 1.3%, 1.21%,
7.54%, and 3.60%; at the same time, it also met a certain real-time requirement to achieve a balance of
accuracy and real time.

Keywords: vehicle classification; vision transformer; local detail features; sparse attention module;
contrast loss

1. Introduction

Vehicle classification technology [1] is an important part of the driverless perception
system, which is able to identify different types of vehicles, thereby helping vehicles make
correct decisions and plan the road. Vehicle classification refers to the differentiation
and identification of different types of vehicles, which can be divided into cars, trucks,
motorcycles, etc. The development of vehicle classification technology has had a positive
impact on the fields of transportation [2], automatic driving [3], target tracking [4], and
artificial intelligence blockchain [5], and promoted the development of transportation and
intelligent driving.

Early vehicle classification mainly used traditional machine learning algorithms, such
as support vector machines [6], decision trees [7], etc., based on hand-designed feature
representations, which were effective in some simple scenarios but had limitations in pro-
cessing complex image data and long running time, which could not meet the real-time
perception capabilities of autonomous driving. With the continuous development of mod-
ern convolutional neural networks [8] and artificial intelligence [9], vehicle classification
technology has made great breakthroughs. The vehicle classification model based on deep
learning [10,11] can automatically learn the high-level feature representation in the im-
age, and the hierarchical structure makes it have excellent feature extraction ability, which
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greatly improves the accuracy and robustness of vehicle classification. Through deep neural
networks in deep learning, different features and tables can be learned from a large num-
ber of vehicle image data, which can identify and distinguish different types of vehicles,
making vehicle classification more accurate and efficient. It has become the mainstream
way of vehicle classification, providing the necessary perception capabilities for the field of
autonomous driving. Although convolutional neural networks have excellent local feature
capture performance in feature extraction of vehicle images, due to the scale sensitivity
of convolutional operations, CNNs may not capture enough information and lack global
feature representation ability, resulting in poor vehicle classification performance.

In recent years, the attention mechanism-based transformer structure [12] has been
applied to the field of natural language processing (NLP) and has achieved great success
and advantages in this field, which has inspired researchers to introduce the self-attention
mechanism into computer vision tasks. The model uses the attention mechanism to focus
attention on the region of interest when processing vehicle images, thereby improving the
accuracy of vehicle classification. Dosovitskiy et al. [13] proposed a vision transformer (ViT)
image classification model, proving that a transformer can be applied to the field of com-
puter vision and has achieved success. ViT divides input images into small image blocks
for processing, and each image block is regarded as an input sequence, passes through a
series of transformer coding layers for feature representation learning, and then performs
a multi-head self-attention operation on the feature sequence. The expressive ability and
feature learning ability of the model are increased. Although the visual transformer has
achieved good performance in computer vision tasks, it is also widely used for tasks such
as image classification and object detection. However, directly segmenting images also
brings some disadvantages and challenges, such as the ability to extract edge and local
feature information is weakened, the image information is lost, and the context information
is limited.

Although the accuracy of the vehicle classification network based on the vison trans-
former is improved compared with that of the convolutional neural network. However,
due to the fact that the vision transformer processes the image by dividing the image into
small pieces of fixed size, the sensitivity of the model to local details will be insufficient,
some local feature information will be lost, and the detailed feature information in the
vehicle image cannot be better extracted. At the same time, there are problems such as a
large amount of computation and parameters, which will have a corresponding impact
on the real-time nature of autonomous vehicles. In addition, a vision transformer may
perform well on specific datasets, but its generalization ability may be limited in the face
of new, unseen data distributions, which is especially important in practical applications
such as autonomous driving. The hierarchical structure of a convolutional neural network
can be more conducive to the complete extraction of local detail feature information from
images. The most direct way to change this situation is to apply the convolutional neural
network to the vision transformer model to capture the missing detail feature information
of the vision transformer model so as to improve the accuracy of vehicle classification and
enhance the environmental perception ability of autonomous vehicles.

Based on the above research, we propose an improved vision transformer vehicle
classification model structure, IND-VIT, which uses a convolutional neural network to
extract the detailed feature information of vehicle images, increase the feature expression
ability of the model, and improve the accuracy of vehicle classification. The architecture
proposed in this paper has the following contributions:

1. We propose an improved vision transformer vehicle classification network, IND-ViT,
which designs a local information feature extraction module to make up for the local
detail features lost by the vision transformer’s direct image segmentation operation
and improve the model’s perception ability.

2. Aiming at the problem of misdetection caused by the large similarity of some vehicles,
we proposed a sparse attention module based on the attention mechanism, which
comprehensively utilized the attention weight information of all coding layers to
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capture the discernable region in the image and further improved the fine-grained
feature representation ability of the model.

3. We refer to the contrast loss function to further increase the intra-class consistency and
inter-class difference of network learning features. Contrast loss makes the similarity
of classification features corresponding to different labels minimum and the similarity
of classification features corresponding to the same labels maximum.

4. Through extensive testing experiments on datasets such as BIT-Vehicles, CIFAR-10,
Oxford Flower-102, and Caltech-101, the results show that, compared with the original
ViT network, the accuracy of the improved method in this paper is increased by 1.3%,
1.21%, 7.54%, and 3.60%, respectively, which is superior to other mainstream methods.

2. Related Works
2.1. Vehicle Classification Based on Convolutional Neural Network

With the rapid development of artificial intelligence, convolutional neural networks
(CNNs) have always been considered the basic models of computer vision, providing
powerful feature extraction and learning capabilities for vehicle classification technology,
and CNNs can automatically learn representations about objects from vehicle images.
Researchers have developed many advanced vehicle classification models by combining
CNNs with vehicle classification technology, which has advanced the development of the
field of intelligent transportation. Maungmai et al. [14] proposed a convolutional neural
network-based vehicle classifier to improve the accuracy of vehicle classification by classi-
fying the color detail information of vehicle images. Yu et al. [15] proposed a deep learning
model that combines fast R-CNN vehicle detection, CNN feature extraction, and joint
Bayesian network classification to achieve fine-grained vehicle classification in complex
traffic scenarios. Ma et al. [16] proposed a channel maximum pooling (CMP) scheme to
optimize feature extraction by inserting a new layer between the fully connected layer
and the convolutional layer, reduce the number of parameters, and improve the classifica-
tion accuracy and CNN generalization ability in fine-grained vehicle classification tasks.
Jo et al. [17] proposed a transfer learning-based vehicle classification method to achieve
effective classification of vehicle models on limited-scale datasets. Neupane et al. [18] pro-
posed a simplified CNN-based model for classifying vehicles in low-resolution surveillance
images, with the potential to achieve high accuracy with low complexity in low-quality
images, providing a new idea for the application of standard low-cost cameras to en-
hance the application of intelligent transportation systems. Hasanvand et al. [19] proposed
an SVM vehicle classification algorithm, which uses the unified collected car images for
corresponding noise processing and provides four classifiers (support vector machine,
k-nearest neighbor, perceptron neural network, and Bayesian decision theory) for vehicle
classification through background removal and feature extraction so as to improve the
accuracy of vehicle type recognition and effectively assist traffic violation identification
and management. At present, the road condition monitoring technology of camera sen-
sors provides favorable information for vehicle classification and control systems. To this
end, Zhao et al. [20] created a large-scale road surface image dataset and trained a CNN
classification model, enhanced the robustness of the algorithm through the improved
Dempster–Shafer evidence theory, and deployed the developed model on the embedded
hardware platform. Although convolutional neural networks have excellent local feature
capture performance in feature extraction, due to the scale sensitivity of convolution opera-
tions, CNNs may not capture enough information and lack global feature representation
capabilities, resulting in poor vehicle classification performance.

2.2. Vehicle Classification Based on Attention Mechanism

The vehicle classification model based on the attention mechanism [12] can effectively
capture the contextual information in the image, which is helpful to improve the under-
standing of the relationship between the target and its surroundings in the intelligent
transportation system. Models can focus attention on areas of interest when processing
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vehicle images, improving the accuracy of vehicle classification. Zhao et al. [21] proposed
a vehicle classification model combined with a visual attention mechanism, which uses
the visual attention module to enhance the key parts of the vehicle image and suppress
the unimportant parts to form a focused image, thereby improving the accuracy of vehicle
classification. PVT [22] designed a progressive attenuation pyramid structure and a spatial
reduction attention mechanism, which reduced the length of the input sequence through
the hierarchical attenuation of image resolution and reduced the computational cost of
the model. The attention mechanism-based vision transformer classification model [13]
has demonstrated excellent performance in a variety of image classification tasks, and its
advantage lies in its ability to handle long-distance dependencies and capture complex
interactions between different regions in the image. However, directly segmenting the
image also brings some disadvantages and challenges, and the ability to extract edge and
local feature information is weakened. To solve this problem, Zhu et al. [23] used a more
complex image chunking strategy to deform convolution to improve the capture of local
information of the image, but at the expense of computation. Chen et al. [24] proposed
the Visformer model, which is a friendly transformer architecture with convolutional op-
erators that achieves high recognition performance through step-by-step operation and
stage design but is difficult to cope with object classification and recognition in complex
environments. The ConViT model recently proposed by Stephane d’Ascoli et al. [25] has
achieved good improvement results by improving the self-attention layer to enable the
Vit model to obtain global information more fully. Liu et al. [26] proposed a Swin trans-
former model that uses sliding windows to model global information, which reduces the
sequence length and increases efficiency but lacks the ability to extract local information.
The conformer [27] model designs parallel CNN and transformer branches and uses a
bridging module to achieve feature fusion, which will lead to the degradation of the image
resolution of the upstream task due to the lack of position encoding of the image. The
Levit model proposed by Graham et al. [28] uses cascading multiple small convolutions
to obtain the local features of the image before the image is partitioned and at the same
time increases the convolution step size for downsampling, which effectively reduces the
number of parameters of the model, but the classification accuracy is not very high. Due
to the limitations of visual transformer technology in multi-scale feature extraction and
understanding of undisciplined traffic environments, Deshmukh et al. [29] proposed a
vehicle detection framework STVD based on Swin transformers in irregular traffic environ-
ments, which uses Swin transformers and bidirectional feature pyramid networks (BIFPNs)
to enhance multi-scale feature extraction capabilities. Using the fully connected vehicle
detection head (FCVDH) to optimize vehicle size matching, STVD achieves high detection
accuracy on multiple real-world traffic datasets. There are also researchers who include
ViT in the HSI classification. Roy et al. [30] proposed a novel transformer architecture
called morph-former, which enhances the feature interaction in hyperspectral image (HSI)
classification by combining spectral and spatial morphological convolution operations
and self-attention mechanisms, providing corresponding theoretical support for the field
of vehicle classification. Based on the above research, we propose an improved vision
transformer model for vehicle classification, which is different from the above literature.

3. Improved Vehicle Classification Model of Vision Transformer (IND-ViT)

Figure 1 shows the vehicle classification and recognition network framework based
on the improved vision transformer proposed in this paper. Firstly, the input vehicle
images are double-branched; one branch uses the convolutional neural network CNN-In D
structure to extract local features to make up for the loss of detail information in the image
block operation, and the other branch divides the image into N image blocks of p × p size,
and then the image blocks are linearly mapped into serialized embedding vectors, and
learnable classification vectors and position coding information are added. Secondly, the
embedding vector is input into multiple stacked coding modules for feature extraction,
and before the last layer of coding modules, the sparse attention module is used to find
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the distinguishing pixel blocks, the discognizable regions, and their corresponding hidden
features in the image. Then, the information extracted by the encoder and the local detail
features extracted by CNN-In D were fused with feature information, and a global average
pooling layer (GAP) was input for dimensionality reduction, and then the Softmax function
was used to identify and classify the image. Finally, the class information of the vehicle is
obtained, and the improved model is shown in Figure 1.
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3.1. Local Detail Feature Extraction Module: Inception D

The local detail feature extraction branch we designed consists of 6 CNN-In D mod-
ules, each of which consists of an Inception D module, a normalization layer (GN), and
a nonlinear activation function (GELU). When designing the local detail feature extrac-
tion module, this paper draws on the ideas of Inception V1 and Inception V3 [31], uses
convolution checks of different sizes to extract features from input feature maps, and then
splices all operation results to make the network more adaptable and the feature informa-
tion of each layer more abundant. Since the number of layers of the recognition model
designed is relatively small, the Inception D module designed in this paper first uses 1 × 1
convolution check channels to compress the number of parameters of the model and then
further reduces the number of parameters of the model through asymmetric convolution.
The Inception D module used in the construction of the convolutional neural network
recognition model in this paper is shown in Figure 2.

It can be seen from Figure 2 that the Inception D module consists of four parts. The first
part is the convolution layer; the convolution kernel size is 1 × 1. By using the convolution
kernel size of 1 × 1, the number of channels can be reduced or increased without changing
the image size, so as to reduce the computational complexity of the model. The second part
is the asymmetric convolution kernel 1 × 3, 3 × 1, which can capture local features and
provide a large receptive field. The third part is the asymmetric convolution kernel 1 × 5,
5 × 1, which further expands the receptive field and captures a larger range of features. The
middle two lines will do 1 × 1 convolution on the input first to reduce the number of input
channels and reduce the complexity of the model. The fourth part starts with the average
pooling layer; the size of the pooling kernel is 3 × 3, and then the convolution layer; the
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size of the convolution kernel is 1 × 1. By using the maximum pooling operation of 3 × 3,
the image size can be reduced in the spatial dimension, and the output of the above four
parts can be spliced in the channel dimension. The final output of the Inception D module
is formed and fed into the next layer. By stacking multiple Inception modules in the model,
you can build a deeper network architecture and improve the expressiveness of the model.
We have demonstrated through numerous experiments that the best results are achieved
when six Inception D modules are used, which not only increases the depth of the network
but also reduces the risk of overfitting the model. In this way, the convolutional neural
network can combine various feature information of low-level features and high-level
features so that the high-level feature map contains both detailed information such as
location and high-level information such as semantics, which enhances the ability of the
network to express features and improves the recognition accuracy of the network.
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3.2. Image Partitioning and Location Coding

The input received by the vision transformer model is serialized data, so the image
needs to be divided into image blocks and mapped linearly to serialized vectors. When the
input image size is H × W × C and the image block size is p, the vision transformer model
will divide the image into p × p non-overlapping N pixel blocks, as shown in Figure 3.
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After the image partition is completed, it is necessary to convert the 2D image block
into a 1D sequence vector, first flattening the image block into a set of vectors, and then
mapping it to the dimension size of D by linear transformation. Since the embedded vector
does not contain position information, a special learnable position code needs to be added.
In addition, the learnable classification vector is added as the final output feature for image
classification. The embedded sequence data z0 is shown in Equation (1), where E is the
projection matrix, Epos is the position encoding, and xclass is the classification vector.

z0 =
[
xclass; x1

pE; x2
pE; · · · ; xN

p E
]
+ Epos, E ∈ Rp2C × D, Epos ∈ R(N+1) × D (1)

3.3. Encoder

The encoder of the vision transformer is stacked with L coding modules with the same
structure. The coding module structure is shown in Figure 4. The coding module includes
multi-head self-attention (MSA) and multi-layer perceptron (MLP). The multi-head self-
attention module consists of Nh single-head self-attention (SA) units. For a single-headed
self-attention unit, the first input is zp ∈ R(N+1) × D, and the input is transformed linearly
to obtain query matrix Q, key matrix K, and value matrix V. The linear transformation is
shown in Equations (2)–(4):

Q = zpWQ, WQ ∈ RD × dK (2)

K = zpWK, WK ∈ RD × dK (3)

V = zpWV , WV ∈ RD × dK (4)

where dK = D
Nh

, after Q, K, and V are obtained, attention weight matrix A is calculated
as follows:

A = softmax
(

Q·KT
√

dK

)
, A ∈ R(N+1) × (N+1) (5)
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The element Aij in matrix A represents the correlation between the ith feature and the
jth feature, the larger the value, the stronger the correlation, and

√
dK is the scaling factor.

The output z′ of the single-head self-attention unit is obtained by multiplying the attention
weight A matrix by the value matrix V:

z′ = A·V, z′ ∈ R(N+1) × dK (6)

Different single-headed self-attention units learn the relevant features in the indepen-
dent feature subspace, and finally the multi-headed self-attention module splices the output
results of the single-headed self-attention unit and then gets the output of the module
through linear transformation. This output is resistorally linked with zp and used as input
to the next multilayer perceptron module after layer normalization (LN).

MSA
(
zp
)
= concat

i∈Nh

(
SA
(

zi
p

))
Wout + bout (7)

where Wout ∈ RD × D is the weight and bout ∈ R(N+1) × D is the bias.
The multi-layer perceptron module uses two fully connected layers; the first fully con-

nected layer uses the ReLU activation function, and the second does not use the activation
function. The calculation formula is as follows:

MLP(X) = ReLU(X·W1 + b1)·W2 + b2 (8)

If zp−1 is the input of the p-th coding module, the output of the coding module is
as follows:

z′p = LN
(

MSA
(
zp−1

)
+ zp−1

)
(9)

zp = LN
(

MLP
(

z′p
)
+ z′p

)
(10)

3.4. Sparse Attention Module

The key problem of vehicle image classification is whether the identification area in
the image can be accurately located. We selected several vehicle model photos from the
BIT-Vehicles dataset as examples to illustrate the nuances and recognizable areas between
them. Take the sedan and SUV in Figure 5 as an example. The differences between the
two types of vehicles are relatively subtle, mainly concentrated in the front part, while
the difference between the SUV and the microbus is mainly the length of the body. In
convolutional neural networks, discernable regions in images are mainly located through
regional recommendation networks or weakly supervised segmentation masks, while in
the vision transformer model, the multi-head self-attention mechanism can independently
learn the weights of different image blocks. In order to make full use of this weight
information to locate the discernable region, a sparse attention module (SAM) is proposed
in this paper, as shown in Figure 6.
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If the vision transformer network contains L coding modules, the sparse attention
module uses the weights learned at the first L − 1 coding layer to screen the hidden features
zL−1 =

[
z1

L−1; z2
L−1; · · · ; zN

L−1
]

input at the last coding layer. The weights learned by the
first L − 1 coding layer are shown in Equations (11) and (12).

Al =
[
A1

l , A2
l , · · ·ANh

l

]
, l ∈ 1, 2, · · · , L − 1 (11)

Ai
l =

[
aclass

l ; a1
l ; a2

l ; · · · ; aN
l

]
, l ∈ 1, 2, · · · , Nh, ai

l ∈ R1 × (N+1) (12)

Due to the abstraction of high-level features, the attention map may not necessarily
represent the importance of the corresponding input image block, so we use the attention
map information of all previous coding modules and combine the compression excitation
module to independently learn the weight of each attention map. The module first averages
the attention map into a descriptor, then models the correlation between the attention maps
using two fully connected layers, and finally obtains the weight value α for each attention
map. After the weight value is normalized and weighted with the attention diagram, the
final attention weight Aattn is obtained, as shown in Equation (13). The entire process is
shown in Figure 6.

Aattn =
L−1

∑
i=1

αiAi (13)

Aattn contains all the attention weight information of lower-layer features and higher-
layer features and is more suitable for screening discernable regions than single-layer
attention weight AL−1. We use the weight Aclass

attn =
[
a1

f inal ; a2
f inal ; · · · ; aNh

f inal

]
corresponding

to the classification vector in Aattn to screen out the hidden feature corresponding to the
largest weight among Nh self-attention heads. Finally, these hidden features are combined
with the classification vector as the input of the last layer coding module.

zattn
L−1 =

[
zclass

L−1 ; zα1
L−1; zα2

L−1; · · · ; z
αNh
L−1

]
(14)

The sparse attention module replaces all sequence vectors with feature vectors corre-
sponding to the identification region, splicing them with classification vectors, and then
inputs them into the last coding module, which not only retains the global classification
feature information but also forces the last coding layer to pay attention to the subtle
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differences between different categories. At the same time, give up a lot of low degree of
differentiation of regional information, such as background and the superclass common
characteristics, so as to improve the expression ability of detailed features of the network.

3.5. Loss Function

Like a vision transformer, we use the first vector of the network output, the component
vector, for image classification. The loss function of the network includes cross-entropy loss
Lcross and contrast loss Lcon, as shown in Equation (15):

L = Lcross
(
y, y′)+ Lcon(z) (15)

Cross-entropy loss is used to measure the similarity between the real label y and the
network prediction label y′, defined as Equation (16):

Lcross
(
y, y′) = −

C

∑
i=1

yilog
(
y′i
)

(16)

In order to further increase the intra-class similarity and inter-class difference of
network extraction features, we add contrast loss Lcon. The comparison loss makes the
similarity of classification features corresponding to different labels minimum, and the
similarity of classification features corresponding to the same labels maximum. In order to
balance positive and negative samples and prevent loss from being dominated by simple
negative samples (different class features with small similarity), we introduce the threshold
tcon, and only when the similarity of sample features of different classes is greater than tcon
can it be included in the loss. When the batch size of input data is N, the comparison loss is
defined as shown in Equation (17):

Lcon =
1

N2

 ∑
j:yi=yj

(
1 −

zi·zj

∥zi∥
∥∥zj
∥∥
)
+ ∑

j:yi ̸=yj

max

(
zizj

∥zi∥
∥∥zj
∥∥ − tcon, 0

) (17)

4. Experimental Results and Analysis
4.1. Datasets and Evaluation Indicators

In order to verify the effectiveness of the IND-ViT network, we conducted an experi-
mental evaluation based on the BIT-Vehicles dataset, which is a screenshot of surveillance
video from real traffic produced by Beijing Institute of Technology. It includes six types
of vehicles, including trucks, cars, SUVs, minivans, buses, and minibuses, with a total of
9850 images. At the same time, experiments are also carried out on public data sets CIFAR-
10, Oxford Flower-102, and Caltech-101 to further verify the rationality of the network. The
CIFAR-10 dataset includes 10 different types of images: planes, cars, birds, cats, deer, dogs,
frogs, horses, boats, and trucks, and the dataset contains 60,000 images with a color image
size of 32 × 32. Oxford Flower-102 is an image dataset of 102 flower categories common in
the UK, each containing 40 to 258 images, each with large scale, pose, and light variations,
for a total of 8189 images. Caltech-101 consists of 101 object pictures, each category labeled
with a single object, and each category contains approximately 40 to 800 images, varying in
size, for a total of 8677 images. The above datasets were randomly divided into a training
set, verification set, and test set according to the ratio of 6:2:2. The data expansion strategy
in this experiment uses only random clipping and random horizontal flipping.

In order to quantitatively evaluate the performance of the classification algorithm,
we use such evaluation indicators as precision, recall, and accuracy, which are defined
as follows:

Precision =
TP

TP + FP
(18)

Recall =
TP

TP + FN
(19)
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Accuracy =
TP + TN

TP + FP + TN + FN
(20)

where TP is the number of positive samples correctly predicted as positive class; FP is
the number of negative samples incorrectly predicted as positive; TN is the number of
negative samples correctly predicted as a negative class; FN is the number of positive
samples incorrectly predicted to be negative classes.

4.2. Experimental Environment

The training and reasoning of this method were carried out on a Ubuntu18.04 server
equipped with I7–10700 CPU and GeForce RTX 3060 GPU. The development language
was Python3.8, and the relevant code was developed and written using the PyTorch deep
learning framework. In the experiment, the image size of the public data set was 32 × 32,
the number of images for each input model training was set to 32, and the number of
iterations was 150 rounds.

4.3. Training Parameters

The optimizer trained by the experimental model in this paper is AdamW [32], the
learning rate is 0.0001, the weight decay rate is 0.01, and the number of iterations is 100.
In order to accelerate the convergence speed of the model, this paper adopts the learning
rate cosine decay period to dynamically adjust the learning rate and sets 20 iterations as
one cycle.

4.4. Comparative Experiment

In order to verify the effect of the improved IND-ViT model in this paper, we not
only tested the improved IND-ViT model but also tested the traditional CNN network
model, the original transformer model, and the transformer fusion convolution model.
ResNet-50 [33], ViT [13], Visex-Tiny [24], Levit-256 [28], ResT-lite [34], and the improved
IND-ViT model are respectively adopted as classification network models of BIT-Vehicles
data sets. The performance of other methods is experimentally obtained by copying their
official code. The bold numbers in Table 1 represent the data for the best-performing
method in that row.

Table 1. Performance comparison for vehicle classification on the BIT-Vehicles test set.

Accuracy ResNet-50 [33] ViT [13] Visformer-Tiny [24] Levit-256 [28] CSWin-T [34] IND-ViT

Track 96.30% 95.80% 96.20% 96.00% 97.00% 97.60%
Sedan 98.50% 98.40% 98.50% 98.90% 98.20% 99.20%
SUV 84.60% 84.30% 84.70% 85.60% 85.80% 87.20%

Minivan 99.80% 99.90% 99.95% 99.85% 99.90% 99.99%
Bus 99.80% 99.90% 99.90% 99.99% 99.95% 99.99%

Microbus 96.60% 96.20% 97.00% 96.40% 96.80% 98.30%
Average accuracy 95.93% 95.75% 96.05% 96.12% 96.28% 97.05%

As can be seen from Table 1, the traditional CNN network is difficult to carry out global
representation capabilities, and the transformer model will ignore local feature details.
As a result, the attention mechanism-based transformer model has a small difference in
classification accuracy of various vehicles compared with the traditional CNN model.
Although other methods based on transformer architecture fusion convolution can better
improve the classification accuracy of ViT, the classification accuracy is not good compared
with the traditional CNN network. Compared with the original ViT model, the accuracy of
the improved model in individual vehicle classification and overall classification has been
significantly improved, among which track has been improved by 1.8%, sedan by 1.2%,
SUV by 2.9%, microbus by 2.1%, and the average accuracy has been improved by 1.3%.
We also test the recognition time of a single image by testing the network to determine
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whether the network can meet the real-time requirements, and the recognition time of a
single image under different network models is shown in Table 2.

Table 2. Single image recognition time.

Network Model Time/ms

ResNet-50 [33] 8.6372
ViT [13] 9.5764

Visformer-tiny [24] 10.6314
Levit-256 [28] 12.0295
CSWin-T [34] 11.1245

IND-ViT 10.8236

As can be seen from Table 2, the recognition time of the ResNet model based on CNN
feature extraction is the shortest and fastest, followed by the ViT model based on trans-
former feature extraction. Compared with other improved ViT networks, the recognition
speed of the proposed method is higher and can meet the real-time requirements. This
paper uses confusion matrix to evaluate the model. The confusion matrix of the original
ViT network model is shown in Figure 7.
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It can be clearly seen from Figure 7 that the prediction accuracy of ViT in the original
network is the highest for minivan and bus, followed by sedan, microbus, and track. In
the original network, the recall rate of SUV is the lowest, and the main error is divided
into sedan and microbus; the missed detection rate is 9% and 5%, respectively, followed
by the wrong track being divided into minivan, the missed detection rate is 6%. Due to
the similar appearance of SUVs and cars, it is easy for the network to confuse the two in
classification, and the output prediction score is also very similar, which is easy to produce
accidental errors. However, the lack of local feature details in the ViT model will lead to
wrong classification. Therefore, the improved IND-ViT network in this paper adds a local
feature information extraction layer and introduces a sparse attention module so that the
network can obtain sufficient image details and discernible regions. The confusion matrix
of the improved IND-ViT network is shown in Figure 8.

As can be seen from Figure 8, compared with the original network, the improved
network using the proposed method has a 2% increase in the classification accuracy of
microbus, a 4% decrease in the missed detection rate of truck classified as minivan, and a
4% increase in the classification accuracy rate of SUV, among which the missed detection
rate of SUV classified as minivan and a 3% decrease in the detection rate of sedan. It shows
that the improved network has a better classification effect in vehicle classification.
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In order to further verify the effectiveness of the network proposed in this paper,
we also conducted experiments on CIFAR-10, Oxford Flower-102, and Caltech-101. It is
not difficult to find from Table 3 that the tests on the data set CIFAR-10, The classification
accuracy of the proposed IND-ViT model is 1.21% higher than that of the original ViT model,
reaching the highest 99.63%. For the Oxford Flower-102 data set, although the transformer
model fusion convolution method in other literature can improve the accuracy of ViT,
the classification accuracy still cannot reach the result of the traditional CNN model. The
classification accuracy of the IIN-ViT model proposed in this paper is 7.54% higher than that
of the original ViT model, 4.62% higher than ResNet-18, 1.68% higher than ResNet-50, and
has better advantages than the traditional CNN structure. On the Caltech-101 dataset, the
classification accuracy of the IND-ViT model is about 8% higher than that of the traditional
CNN model, which is significantly better than other transformer architecture models. This
paper further proves the accuracy of our proposed improved vision transformer vehicle
classification model, IND-ViT, which makes full use of local detail features and high-level
global features to enrich the network model with rich feature information and improve the
classification accuracy of the model.

Table 3. Comparison of model performance on the CIFAR-10, Oxford Flower-102, and Caltech-
101 datasets.

Models CIFAR-10 OxfordFlowers-102 Caltech-101

ResNet-18 [33] 0.9328 0.7559 0.6401
ResNet-50 [33] 0.9435 0.7953 0.6419

ViT [13] 0.9842 0.7267 0.6859
Visformer-tiny [24] 0.9644 0.7216 0.5304

Levit-256 [28] 0.9651 0.7185 0.4619
CSWin-T [34] 0.9788 0.7678 0.5950

IND-ViT 0.9963 0.8021 0.7219

4.5. Qualitative Analysis

In order to qualitatively evaluate the recognition performance of the IND-ViT model
and the effectiveness of each module, we used Grad-CAM [35] to calculate the attention
heat maps of different models on images with multiple flowers for IND-ViT, ResNet-18,
and ViT and carried out visual analysis of the heat maps, the results of which were shown
in Figure 9. According to Figure 9, compared with ViT and ResNet-18, the IND-ViT model
can identify the discernible region of the vehicle more accurately, which can prove the
validity of our sparse attention module. In addition, ResNet-18 can accurately identify the
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flower in the center of the image but not other flowers. While the VIT model can feel where
all the flowers are, it cannot get more precise details. Compared with the results identified
by the ResNet-18 and ViT models, the IND-ViT model can not only sense the location of all
flowers but also obtain key local details of flowers. Therefore, IND-ViT can obtain a global
representation of features through the self-attention module of the transformer branch, as
well as local details from the convolutional module of the CNN branch, thus effectively
merging local information and global information. This further proves the effectiveness of
our local detail feature extraction module and sparse attention module.
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4.6. Ablation Experiment

We carried out corresponding ablation experiments to analyze the effects of different
modules on vehicle image recognition and evaluated the effects of the local detail feature
extraction module, sparse attention module, and contrast loss, respectively.

In order to verify the validity and rationality of each algorithm module, ablation
experiments were conducted on the local feature extraction module (CNN-In D) and
sparse attention module (SAM). Ablation experiments were carried out in BIT-Vehicles,
CIFAR-10, Oxford Floral-102, and Caltech-101 validation sets. The average accuracy of
image classification was used as a measure of algorithm performance, and the algorithm
was evaluated based on the pre-trained network architecture. The evaluation results are
shown in Table 4, and the optimal value in each experiment is shown in bold. The column
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Exp. represents the experiment number, and CNN-In D represents whether to use the
local feature information extraction module proposed in Section 3.1. The column SAM
represents whether to use the sparse attention module proposed in Section 3.4 to improve
the image identification region recognition ability; Exp.1 is the original ViT model.

Table 4. Contribution of each module to the network.

Exp CNN-In D SAM BIT-Vehicles CIFAR-10 OxfordFlowers-102 Caltech-101

1 -- -- 0.9428 0.9512 0.7358 0.6475
2

√
-- 0.9639 0.9684 0.7537 0.6518

3 --
√

0.9785 0.9626 0.7451 0.6630
4

√ √
0.9842 0.9961 0.7742 0.6854

Local Detail Feature Extraction Module (CNN-In D): Table 4 shows the comparison of
the average accuracy of different data sets when different modules are added. As can be
seen from Table 4, the local feature extraction module proposed in Section 3.1 (CNN-In D)
was added to the baseline model in the Exp.2 experiment, which significantly improved the
performance of the model. The accuracy of the three data sets is improved by 2.11%, 1.72%,
1.79%, and 0.43%, respectively. This shows that the addition of the local detail feature
extraction module makes up for the local detail features lost by the vision transformer in
the direct partitioning operation of the image, which greatly improves the performance of
the classification network.

Sparse Attention Module (SAM): As shown in Table 4, the sparse attention module
(SAM) proposed in Section 3.4 of Exp.1 is added to Exp.3 to improve the recognition of
similar images by the network. Through the sparse attention module, significant image
blocks are selected as the input of the final coding layer. Compared with the original
vision transformer model, the accuracy of our model on the four datasets is improved by
3.57%, 1.14%, 0.93%, and 1.55%, respectively, and the most significant is on the vehicle
image classification dataset, which proves the effectiveness of the sparse attention module
in vehicle classification. In addition, the Exp.4 experiment also adds a sparse attention
module (SAM) to Exp.2. The recognition accuracy of the model can be improved from
96.39%, 96.84%, 75.37%, and 65.18% to 98.42%, 99.21%, 77.42%, and 68.54%, respectively.
We believe that through the method of sparse attention, the model will sample the most
discriminating image blocks as input so as to explicitly discard some of the most useless
image blocks and force the network to learn the important parts, make full use of this
weight information to realize the localization of the recognizable region, and improve the
image classification ability.

Contrast Loss Function: Table 5 shows the recognition performance of the vision
transformer and the model in this paper with and without a comparison loss function.
The experiments were completed in the BIT-Vehicles, CIFAR-10, Oxford Flowers-102, and
Caltech-101 validation sets, and the average accuracy of image classification was used
as the metric of the algorithm performance, and the algorithm was evaluated based on
the pre-trained network architecture. As shown in Table 5, the addition of contrast loss
makes the vision transformer improve the recognition accuracy of the four data sets by
0.85%, 0.52%, 1.47%, and 0.31%, respectively, and the recognition accuracy of the model
in this paper improves by 0.95%, 0.54%, 2.03%, and 1.90%, respectively. This proves
that the comparison loss function is added in this paper, so that the similarity of the
classification features corresponding to different labels is minimized and the similarity of
the classification features of the same label is the largest, which improves the classification
recognition accuracy and verifies the rationality of the loss function proposed by us.
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Table 5. Ablation study of the contrast loss function.

Method Contrast Loss BIT-Vehicles CIFAR-10 OxfordFlowers-102 Caltech-101

ViT × 0.9535 0.9842 0.7267 0.6859
ViT

√
0.9620 0.9894 0.7414 0.6890

IND-ViT × 0.9645 0.9908 0.7834 0.7066
IND-ViT

√
0.9740 0.9962 0.8037 0.7256

5. Conclusions

In order to solve the problem that the image segmentation operation in a vision trans-
former can easily lead to the loss of local details, this paper proposes a vehicle classification
and recognition network structure based on an improved vision transformer. We designed
CNN-In D, a local detail information extraction module, to make up for the local features
lost by vision transformer networks and improve the perception capability of the networks.
At the same time, a sparse attention module is proposed, which comprehensively uses the
attention weight information of all coding layers to capture the discernible region in the
image, and further improves the recognition ability of the model for similar vehicles. In
addition, the contrast loss function is used to further increase the intra-class consistency and
inter-class difference of network learning features. A large number of experiments show
that both qualitative and quantitative visualization results demonstrate the effectiveness
and interpretability of the proposed method. Compared with other recognition methods,
the proposed method has higher recognition accuracy.

6. Discussion and Outlook

The vehicle classification algorithm (IND-ViT) based on the improved vision trans-
former proposed in this paper has achieved significant performance improvement in the
vehicle classification task. Although the local detail feature extraction module (CNN-In D
module) has shown results in extracting local features, there is still room for optimization.
Future research can be devoted to the development of diverse feature extraction strategies
to capture local details in images more comprehensively. In addition, although the sparse
attention module enhances the model’s ability to identify key regions, the further improve-
ment of the attention mechanism is also worth exploring. In the future, we can study the
method of adaptively adjusting the attention weight to improve the flexibility of the model
to respond to the characteristics of different types of vehicles. The contrastive loss function
introduced in this paper plays a key role in enhancing feature discrimination, and future
research can explore the combination of other types of loss functions, such as triplet loss or
center loss, to improve the generalization ability and robustness of the model. At present,
this method is mainly aimed at vehicle classification tasks. Looking ahead, the research can
be extended to the transferability of the model between different domains and tasks, such
as adapting the vehicle classification model to other object classification tasks or enhancing
the adaptability of the model in different environments. In the context of autonomous
driving systems, deep learning models may be threatened by adversarial attacks. Therefore,
future work can focus on improving the robustness of the model to such attacks and using
techniques such as adversarial training and stochastic smoothing to enhance the resistance
of the model. Finally, considering the multimodal data that may be involved in vehicle
classification tasks, future research can explore cross-modal learning strategies to achieve
more comprehensive vehicle recognition so as to promote the development of intelligent
networked vehicle systems.
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