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Abstract: The estimation of an increase in sea level with sufficient warning time is important in
low-lying regions, especially in the east coast of Peninsular Malaysia (ECPM). This study primarily
aims to investigate the validity and effectiveness of the support vector machine (SVM) and genetic
programming (GP) models for predicting the monthly mean sea level variations and comparing their
prediction accuracies in terms of the model performances. The input dataset was obtained from
Kerteh, Tioman Island, and Tanjung Sedili in Malaysia from January 2007 to December 2017 to predict
the sea levels for five different time periods (1, 5, 10, 20, and 40 years). Further, the SVM and GP models
are subjected to preprocessing to obtain optimal performance. The tuning parameters are generalized
for the optimal input designs (SVM2 and GP2), and the results denote that SVM2 outperforms GP
with R of 0.81 and 0.86 during the training and testing periods, respectively, at the study locations.
However, GP can provide values of 0.71 and 0.79 for training and testing, respectively, at the study
locations. The results show precise predictions of the monthly mean sea level, denoting the promising
potential of the used models for performing sea level data analysis.

Keywords: sea level prediction; monthly mean sea level prediction; east coast of Peninsular Malaysia;
support vector machine; genetic programming

1. Introduction

An increase in sea level will considerably impact the low-lying coastal regions and increase the
risk of floods [1–4]. In Malaysia, the low-lying coastal regions host very large cities and are densely
populated. Therefore, the future increase in sea level should be comprehensively analyzed to protect
the low-lying residential regions and coastal areas [5–9].

Various methods have been introduced for predicting the sea level increase [10,11]. These methods
have been developed based on the simple linear production process. Therefore, these methods failed
to capture the nonlinearity and complexity associated with the systems [12–15].

The selection of the appropriate model input considerably influences the model accuracy.
The accuracy of the current models used to predict the increase in sea level differs in terms of the
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prediction horizons (1, 5, 10, 20, and 40 years). Various parameters (rainfall, sea surface temperature,
etc.) should be incorporated into these models to improve their performances and successfully reduce
the magnitude of uncertainty and prediction error. However, most of these meteorological data are
often unavailable [16].

The artificial intelligence techniques have recently gained considerable attention from researchers
and have been implemented to overcome the limitations associated with the current models.
These techniques have become some of the favorable computational methods for predicting the
increase in sea level because they can achieve fast computation using only a few parameters as the
input [17–20]. Support vector machines (SVMs) have recently attracted the interest of many researchers
for different prediction scenarios [21,22]. Asefa et al. [23] successfully used the SVM for the prediction
of the Sevier River Basin (South-Central Utah, USA) at hourly and seasonal intervals. Lu and Zhang
(2006) [24] denoted that the SVM outperformed the ANN) during the prediction of annual runoff.
Li et al. (2008) [11] combined the SVM with chaos analysis to predict the runoff. The SVM model uses
a sigmoid kernel function that enables the model to solve a quadratic programming problem with linear
constraints instead of solving a nonconvex and unconstrained minimization problem similar to that in
standard ANN training [24]. Pochwat and Daniel (2018) [25] analyzed the application feasibility of
ANNs for the preliminary estimation of the duration of critical rainfalls. The results obtained using the
ANN can be applied in the simplified method used for directly estimating the reliable rainfall duration.

Genetic programming (GP) is a type of evolutionary computational (EC) method, which is a subset of
machine learning used to discover solutions to problems that humans have failed to directly solve [26].

Further, the EC techniques can solve difficult problems associated with several different domains,
particularly human-competitive machine intelligence [27]. Koza, the father of GP [28], successfully
proved the liability of symbolic regression with GP. Optimization is an important subject exhibiting
several important applications, and various optimization algorithms have been successfully used
for a wide range of applications [29,30]. The most frequently used optimization algorithms include
modern metaheuristics, which have introduced a new branch of optimization that can be referred to as
metaheuristic optimization.

In GP, a metaheuristic is a condition in which an algorithm is designed for inductive automatic
programming and is very suitable for performing the symbolic regression and machine learning tasks.
Previous studies have proved that GP can be used as a time series prediction method in various fields.
Ghorbani et al. (2010) [31] used GP for forecasting the sea water level at Hillarys Boat Harbor in
Western Australia and showed that GP can simulate nonlinear forecasting. The standalone results
were then compared with those of the ANN standalone. Consequently, the former was found to
perform marginally better for majority of the results. Yan et al. (2019) [32] proposed a hybrid optimized
algorithm involving particle swarm optimization (PSO) and genetic algorithm (GA) combined with
a BP neural network that can predict the water quality in time series and exhibited a good performance
in the Beihai Lake in Beijing. Their study results denoted that the model based on PSO and GA that
optimized the BP neural network can predict the water quality parameters with a reasonable accuracy,
suggesting that this model is valuable for estimating the quality of lake water. Jonathan and Hatim
(2016) [33] focused on modeling the rainfall–runoff relation in a mid-size catchment. As a standalone
application, GP was able to outperform the published ANN results obtained using the same dataset,
resulting in an average absolute relative error of 17.118 and a Nash–Sutcliffe (E) of 0.937.

The shoreline at the east coast of Peninsular Malaysia (ECPM) is susceptible to direct impacts
from severe storms, especially during the northeast monsoon periods. Furthermore, ECPM has
a well-established oil refinery offshore structure, a power plant near the shore, and a well-known island
with a tourism population. Thus, the increase in sea level rise should be studied to minimize its impact
toward these resources at the ECPM.

This study implemented two models—SVM and GP—with six different input design parameters.
The input design parameters exhibiting a high correlation coefficient were selected for the monthly
mean sea level prediction in this study and at two other study locations. Both the model performances
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were subsequently compared to evaluate their robustness. The highest correlation function kernel and
selection of the most optimal input design were executed in different prediction horizons (i.e., 1, 5, 10,
20, and 40 years) [31–33] using the two proposed methods.

2. Materials and Methods

2.1. Dataset

Malaysia, which is located in Southeast Asia, comprises the following two noncontiguous regions;
Peninsular Malaysia and East Malaysia. Malaysia’s shoreline spans a length of more than 4800 km,
and a large portion of this comprises sandy coasts (Figure 1).
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Figure 1. Study locations in the east coast of Peninsular Malaysia.

The data applied in this study, including the daily minimum and maximum values, sum, average,
mean variance, and mean standard deviation (Table 1), were derived based on the longitude and
latitude of the three regions in ECPM: Kerteh (longitude: 103.4430◦ E; latitude: 4.5◦ N), Tanjung Sedili
(longitude: 104.1106◦ E; latitude: 1.9281◦ N), and Tioman Island (longitude: 104.1698◦ E; latitude:
2.7902◦ N). Subsequently, a total of 396 (11 years × 12 months × 3 regions) historical data related to the
monthly mean sea level events were collected. The analyses were conducted according to the Pareto
principle (also known as the 80/20 rule) [34] by considering 80% of the obtained data as training data
(from January 1, 2007 to December 31, 2015). The remaining 20% was used as testing data (from January
1, 2016 to December 31, 2017) for the SVM and GP models [35–38]. The historical monthly mean sea
level (MMSL) was obtained from the Department of Survey and Mapping Malaysia (DSMM) [39],
whereas the historical monthly rainfall data were obtained at a temporal resolution of 3 h with a spatial
resolution of a 0.25◦ latitude–longitude grid from the Tropical Rainfall Measuring Mission (TRMM)
satellite [40]. The mean cloud cover was obtained from the Malaysia Meteorological Department.
The monthly sea surface temperature (SST) at a spatial grid resolution of 1.0◦ in latitude–longitude and
a temporal resolution of one day [41] were obtained from the website of the National Weather Service,
Climate Prediction Centre of National Oceanic and Atmospheric Administration.
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Table 1. Arrangement of the statistical data obtained from the study locations between January 1, 2007 and December 31, 2017.

Statistics/Study
Location

Kerteh Tioman Island Tanjung Sedili

Rainfall
Amount
(mm)

Mean Cloud
Cover (Okta)

Mean Sea
Level
(mm)

SST (◦C)
Rainfall
Amount
(mm)

Mean Cloud
Cover (Okta)

Mean Sea
Level
(mm)

SST (◦C)
Rainfall
Amount
(mm)

Mean Cloud
Cover (Okta)

Mean Sea
Level
(mm)

SST (◦C)

Maximum 1645.20 7.40 7411.00 31.00 880.40 7.40 7398 31.0 574.20 7.40 7415 31.0
Minimum 2.00 6.38 6836.00 26.40 2.00 6.60 6839 26.9 10.00 6.60 6872 27.0
Sum 73,322.47 2770.40 2,806,123.00 11,494.27 27,816.70 923.49 935,843 3,835.20 12,798.98 923.55 934,635 3844.93
Average 185.16 7.00 7086.17 29.03 210.73 6.99 7,089.7 29.05 96.96 7.00 7080.57 29.13
Mean Standard
deviation 192.23 0.109 132.80 0.89 162.80 0.08 129.16 0.85 119.80 0.09 133.55 0.79
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2.2. Support Vector Machine

The SVM is an extensively used learning method in both the pattern recognition (classification)
and regression problems. Figure 2 denotes the SVM architecture. Further, three different
kernels—normalized polynomial kernel, radial basis kernel, and Pearson universal kernel (PUK)—were
introduced to train the SVM model for conducting the first assessment and investigate the ability of
the SVM model to mimic and learn the preprocessed data.
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Normalized polynomial kernel (NP):

k(xi, x j) = (γxT
i ·x j + r)

d
,γ > 0 (1)

Radial basis kernel (RBF):

k(xi, x j) = exp (−‖xi − x j‖
2),γ > 0 (2)

Pearson universal kernel (PUK):

k(xi, x j) =1/[1 + (2
√∣∣∣x− y

∣∣∣2 √
2(

1
ω )
− 1/σ)2]ω (3)

The data samples in the NP, Gaussian RBF, and PUK kernels were probably transformed from
a high-dimensional space into an infinite-dimensional space, where the data belonging to two categories
can be differentiated using a linear hyperplane, because the prediction of the increase in sea level
is a nonlinear time series criteria prediction. Hence, the kernel functions were considered for the
high-dimensional space Equations (1)–(3) to separate the nonlinear data samples from the linear
ones. a suitable kernel function is essential in developing the model to minimize the overfitting or
underfitting condition that occurs during the training or testing periods.

K(x, xi) =
m∑

j=1

g j(x)g j(xi) (4)

K(xi, xj) is the kernel function. The kernel value is equal to the internal value of two vectors xi and
xj in the characteristic spaces φ(xi) and φ(xj), i.e., K(xi, xj) = φ(xi) × φ(xj).

Hence, the three kernels were investigated based on the model performance presented in Table 1.
The results denoted that the PUK functions were applicable to this work. Thus, the following
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assessments only focused on the usage of the PUK function for further predicting the MMSL in different
prediction horizons because of the robustness of its kernel function.

The SVM generalization performance (estimation accuracy) is renowned to depend on a good
setting of the metaparameters C and ε [42–44]. C determines the tradeoff between the model complexity
(flatness) and degree, whereas ε controls the width of the ε-insensitive zone used to fit the training
data. The problem of selecting optimal values for these parameters is further complicated because
the SVM model complexity is dependent on the input parameters (e.g., the nonlinearity of the data
samples). The metaparameters C and ε were tuned to obtain the most optimal results.

V-fold cross-validation was selected to obtain an almost unbiased estimate of the algorithm performance
but with a high variance because, in principle, it can be conducted for as long as one can afford to do so
(indicating that it is a trial-and-error method to achieve optimal performances). The models exhibiting
outstanding performances were observed when the V-fold was between 7 and 20 [45–47].

2.3. Genetic Programming

The GP structure comprised the computer programs represented as expression tress, which are
hierarchical, and can dynamically change the size and shape during the evolution process. Figure 3
depicts a typical program that represents ( x1

x2
+ x3)2.
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GP is a programming model that mimics the biological evolution observed while handling
a complex engineering problem. GP is similar to GA in most aspects; they only differ in the structure of
searching for a solution. GP employs a “parse tree”, whereas GA employs bite strips [44]. GP contains
two components: (i) a parse tree, which is a functional set of basic operators, including {+, −, x,/, ˆ, log,
alog, sin, asin, exp, . . . }, imitating the role of ribonucleic acid, and (ii) the actual components of the
functions and their parameters (referred to as the terminal set), which are obtained in accordance with
the role of proteins or chromosomes in biological systems. The mathematical form of such a relation
can be given as follows

Ht+δ∆t =

∫
(Ht, Ht−∆t,......Ht−ω∆t) (5)

where H denotes the height of the mean sea level with respect to a reference point (m) and δ = 0,1,2, 3
. . . , in which ω describes the time step (∆t) used for predicting the mean sea level.

The evaluation of a GP model is important for denoting its problem solving performance.
The fitness function is an explicit evaluation of the GP model. Fitness denotes the evaluation results.
The programs for producing the next generation in GP depend on the fitness used to determine
the solution [48]. a common fitness measurement is the raw fitness that is known to be stated in
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the terminology of the problem it explicates as a performance measure [49]. Koza introduced
three additional alternative fitness measurements [28]: standardized fitness, adjusted fitness,
and normalized fitness. The improved lower numerical value of fitness can be usually presented
using standardized fitness, whereas the remaining two are mainly applied for the fitness-proportional
selection. The fitness-proportional selection will be investigated in this study.

The fitness function can be presented using a single objective method and a multiobjective method.
a single fitness value can be obtained as the output from a single objective fitness function output.
With regard to the multiobjective fitness function, multiple weighted values are joined to generate
a single fitness value that represents the output [50–53]. Many studies have recently recommended the
usage of the dynamic fitness functions and hierarchically defined fitness functions in GP search [52,54].
The main advantage obtained by proposing the dynamic fitness functions is the simplicity associated
with finding an effective fitness function when the problem is mathematically formulated. Therefore,
a dynamic fitness function will be used in this study.

The population size and termination criterion are the main parameters that control the GP model.
The present algorithm considered a population size of 500, and the number of generations was 300.
The proposed values were recommended by other researchers [54,55]. The probability of finding the
global optimum increases with a high number of populations and generations by hundreds or more,
which could lead to overfitting and underfitting that could influence the prediction accuracy. Hence,
after a few trial-and-error attempts, the recommended values were made to function appropriately in
this study. Finally, GP was used to compare the accuracy improvement (AI) when compared with that
of the SVM (Figure 4).
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Figure 4. Flow chart of the prediction methodology of historical monthly mean sea level (MMSL) using
the support vector machine (SVM) and genetic programming (GP) algorithms.
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2.4. Data Normalization and Model Performance

The normalization methods commonly applied include the maximum–minimum, value, and peak
methods. The maximum–minimum normalization method will be used herein; the calculations can be
given as follows

X̂i
j =

Xi
j −Xi

jmin

Xi
jmax −Xi

jmin

(6)

where X̂i
j is the value after normalization, Xi

j is the value before normalization, Xi
jmax is the maximum

mean sea level, and Xi
jmin is the minimum mean sea level.

Each model was established for different horizons of 1, 5, 10, 20, and 40 years ahead of the sea
level prediction such that a comparison of the SVM and GP models can be conducted. Therefore,
three different model input parameters were designed to evaluate the improvement in performance
prediction because of the various meteorological parameters that were involved. The first parameter
is the observation data of the SST and the mean sea level (MSL) data used as the input for SVM1
and GP1 Equation (7). The second parameter is the observed meteorological data of the mean cloud
cover (MCC) and rainfall with the SST and MSL data considered to be the input to SVM2 and GP2
Equation (8). In actual situations, the rain gauges may not function because of extreme weather
conditions. In these conditions, the SVM3 and GP3 models that use only the MCC, SST, and MSL
observations as the input data are alternatives Equation (9). a total of six SVM- and GP-based model
algorithms were constructed for different horizons (i.e., 1, 5, 10, 20, and 40 years) before sea level
prediction in three different scenarios. The model performances of both the model algorithms were
then compared. Tables 1 and 2 show the results for both, respectively. The comparison between the
SVM and GP was further introduced in terms of accuracy improvements and average error percentage
to assess the effect of the selected input presented in the results section.

Table 2. Major influencer of variables for three different kernels in the SVM.

Type of Kernel Functions Tuning or Affecting Parameters

Normalized polynomial kernel (NP) d(exponent), C, and ε

Radial basis kernel (RBF) γ, C, and ε

Pearson universal kernel (PUK) ω, σ, C, and ε

The input designs of the SVM1 and GP1 models can be expressed in the general form as follows

MSLpredicted = (SST + MSL)obs (7)

The input designs of the SVM2 and GP2 models can be expressed in the general form as follows

MSLpredicted = (MSL + SST + Rainfall + MCC)obs (8)

Meanwhile, the input designs of the SVM3 and GP3 models can be expressed in the general form
as follows

MSLpredicted = (MSL + SST + MCC)obs (9)

Several criteria can be used to validate the proposed model in this study, which can be given
as follows

(i) The root mean square errors (RMSEs) of the observed and predicted values were compared.
The mean absolute error (MAE) is always small or equal to the RMSE. The variance of the
individual errors in a sample will increase as long as the difference between the two values
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increases. Furthermore, all the errors in the sample have the same magnitude if the RMSE is
equal to the MAE.

RMSE =

√∑n
i=1 (MSLp −MSLo)

2

N
(10)

(ii) The correlation coefficient (R) was applied to evaluate the relation between variables.

R =

∑n
i=1 (MSLo −MSLo)(MSLp −MSLp)√∑n

i=1 (MSLo −MSLo)
2 ∑n

i=1 (MSLp −MSLp)
2

(11)

(iii) The scatter index (SI) was calculated by dividing the RMSE with the mean of the observations.

SI =
RMSE

x
(12)

(iv) The MAE measures the accuracy of continuous variables.

MAE =
1
n

N∑
i=1

|MSLp −MSLo| (13)

(v) The mean absolute percentage error (MAPE) is the mean or average of the absolute percentage
errors associated with forecasts.

MAPE = 100×

 MAE

MSLp

 (14)

(vi) AI will be used to measure the significance of the proposed SVM2 over GP2 and can be expressed
as follows

AI =
SVM2−GP2

GP2
× 100 (15)

(vii) The error percentage is used to determine the prediction precision and can be expressed as follows

EP =
MSLp −MSLo

MSLo
× 100% (16)

where MSLo and MSLp denote the observed and predicted MMSL in the ith month, respectively;
n is the number of data; and MSLo and MSLp are the mean values of the sea levels and
simulation, respectively.

3. Results

This study aimed to examine the capability of the SVM and GP models in different prediction
horizons of 1, 5, 10, 20, and 40 years for MMSL forecasting of the sea level in Kerteh, the Tioman Island,
and Tanjung Sedili at the EPCM. The results of the study using the SVM in various kernel functions
(i.e., NP, RBF, and PUK) and in the GP-based model, namely the ramped half–half (RHH) model with
fitness-proportional selection and rank selection, were obtained for comparing the capabilities of the
two models.

SVM and GP among different input designs (i.e., SVM1, SVM2, and SVM3 and GP1, GP2, and GP3)
were executed to determine the correlation between the input and output of the models by examining
the prediction accuracy in terms of the statistical model performance. The input designs of the SVM
(SVM1, SVM2, and SVM3) and GP (GP1, GP2, and GP3) were then optimized using different kernel
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functions of NP, RBF, PUK, and RHH with rank or fitness selection to find the most optimal tuning or
affecting parameters for further predicting the horizons.

3.1. Model Performances of the SVM Model

As summarized in Table 3 for Kerteh, for the SVM1 input design based on the combination of
the MSL and the SST, the RBF kernel showed an average performance with correlation coefficients of
0.510 and 0.443 for training and testing, respectively. The NP and PUK kernels in SVM1 were not able
to perform. In addition, the input designs of SVM3 at Kerteh showed that among the three different
kernels, a slight decrease in accuracy was observed in terms of R and RMSE when compared with
that observed in the NP and PUK kernels in SVM2. However, R managed to become greater than
0.7 during training. Meanwhile, PUK performed slightly better than NP during testing. However,
the RBF performance for the SVM3 input design plummeted when compared with that of SVM2.
The model performance was unable to reach a moderate accuracy of R = 0.5 during the testing stage.
Furthermore, the SVM2 input design at Kerteh depicted a significant increase in model performance in
terms of R, RMSE, SI, MAE, and MAPE. The comparison between the NP and the RBF for the SVM2
input design showed that the NP outperformed the RBF. However, the PUK kernel performed better
than the NP kernel.

Figure 5a–c present the scatterplots of the actual versus predicted sea levels. The PUK model was
capable of precisely mimicking the actual data during the training and testing stages for a 10-year
horizon when compared with the remaining different kernels. Hence, the implementation of the PUK
function for the proposed SVM models can improve the accuracy. Furthermore, it can be introduced as
a perfect substitute model for predicting increases in sea level that are usually nonlinear at several
locations along the shoreline. Figure 6 depicts the results in which the PUK fairly accurately performed
at three different locations.

The results of the PUK with the SVM2 input design at Kerteh was outperformed other kernel
functions. Thus, the Tioman Island and Tanjung Sedili were generalized using the PUK with the SVM2
input design. Figure 6 presents the model performances of the R, RMSE, SI, MAE, and MAPE at
Kerteh, the Tioman Island, and Tanjung Sedili. The best R performance was 0.820 and 0.857 for the
training and testing periods, respectively, at the Tioman Island, whereas the optimal PUK model was
observed to be that with minimum RMSE values of 72.83 and 70.34 mm during the training and testing
periods, respectively.

In accordance with Figure 6, the PUK was optimal with R of 0.815 and 0.825 for training and
testing, respectively, at Tanjung Sedili. The optimal PUK model was clearly the one showing minimum
RMSE values of 77.1 and 73.43 mm during the training and testing periods, respectively (Figure 6).

In addition, the model performances of SI for the Tioman Island were 0.61 and 0.58 during the
training and testing periods, respectively, whereas those for Tanjung Sedili were 0.64 and 0.611 during
the training and testing periods, respectively.

Figure 6 illustrates that the MAE at the Tioman Island is 43.08 and 67.41 mm during the training
and testing periods, respectively, and that the MAPE is 24.2% and 23.8% during the training and testing
periods, respectively. The MAE at Tanjung Sedili decreased to 52.08 and 80.76 mm during the training
and testing periods, respectively. Meanwhile, the MAPE at Tanjung Sedili was 24.9% and 23.5% during
the training and testing periods, respectively.
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Table 3. Summary of the SVM model performance with different kernel types and input designs at Kerteh.

Input Design SVM1 SVM2 SVM3

Kernel Type/ Model Performance
NP RBF PUK NP RBF PUK NP RBF PUK

Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test Train Test

R 0.341 0 0.510 0.443 0.523 0.228 0.751 0.724 0.635 0.647 0.863 0.861 0.778 0.697 0.512 0.462 0.766 0.708

RMSE (mm) 144.00 140.40 124.79 140.16 117.63 157.12 86.89 74.81 118.24 134.40 69.17 83.06 110.6 103.14 124.63 139.41 88.65 106.15

SI 1.20 1.17 1.03 1.16 0.98 1.3 0.72 0.62 0.98 1.12 0.57 0.69 0.92 0.85 1.03 1.16 0.73 0.88

MAE (mm) 112.72 133.14 124.79 140.16 117.63 157.12 95.1 98.7 95.3 99.9 46.5 68.1 84.9 88.0 99.8 102.4 62.3 83.9

MAPE (%) 68.2 85.1 48.9 52.3 46.7 76.1 32.2 35.3 45.7 46.9 25.6 25.2 36.8 43.7 49.9 51.8 37.5 41.7
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3.2. Optimal Kernel Functions with the Input Design of SVM2 for the Cross-Validation Process

The results for majority of the optimal tuning or affecting parameter settings were obtained in the
best kernel function, the PUK with the SVM2 input design for the cross-validation techniques (Table 4).
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The dataset was divided into two subsets; one subset was assigned to train the models, whereas the
other was used to evaluate the performance of the best models.

Table 4. Cross-validation of the Pearson universal kernel (PUK) at the study locations.

Study
Locations Kerteh Tioman Island Tanjung Sedili

Cross-Validation No. of Support Vector Capacity
Model
Performances Train Test Train Test Train Test

R 0.771 0.757 0.772 0.796 0.699 0.786 10 118 1.0
R 0.777 0.766 0.779 0.805 0.706 0.795 9 118 1.0
R 0.771 0.757 0.772 0.796 0.699 0.786 8 118 1.0
R 0.764 0.749 0.765 0.787 0.692 0.777 7 118 1.0
R 0.757 0.740 0.758 0.778 0.685 0.768 6 118 1.0
R 0.750 0.731 0.751 0.769 0.678 0.759 5 118 1.0
R 0.743 0.722 0.745 0.760500 0.672 0.750 4 118 1.0
R 0.737 0.713 0.738 0.751 0.665 0.741 3 118 1.0
R 0.730 0.704 0.731 0.742 0.658 0.732 2 118 1.0

3.3. Model Performances of GP

The model performances were executed using the input design of GP1 Equation (7).
The combination of the MSL and SST could not achieve the best performance in terms of RHH
and rank selection because of the lack of accuracy obtained during the testing stage. However,
RHH and fitness selection attained a model performance similar to that of GP3. However, both GP1
and GP3 only worked for an alternative purpose, and the optimal model performance from the input
design of GP2 was still more convincing.

The input design of GP2 with RHH and fitness selection outperformed the results when compared
with the results of half–half and rank selection that exhibited inconsistency of performance during the
testing stage with R = 0.45. However, the training results provided a convincible value of R = 0.78
in Figure 6. RHH and fitness selection had the best model performance run in GP2 because of these
unstable model selections. Moreover, the optimal RHH with the fitness-proportional selection model
had a minimum RMSE value of 89.20 mm during the testing period.

The input design of GP3 for the RHH and fitness functions obtained persuasive model performance
results because the combination of the input design of GP3 did not have rainfall input; however,
the training and testing stages yielded correlation coefficients of 0.756 and 0.57, respectively, which are
considered as above-average and acceptable outcomes if no rainfall data are used as input parameters.
The advantage of this combination of GP3 may benefit the impromptu prediction required for coastal
management because the model performance did not show a value lower than R = 0.5. Hence,
this combination can be an alternative method for predicting the SL.

Table 5 presents the summary of the model performances of the GP with different selections and
input designs executed at Kerteh. The model performance was evaluated in terms of R, RMSE, SI,
MAE, and MAPE. Throughout the model among the three input designs, the best model performance
was obtained from GP2 with RHH and fitness-proportional selection. Hence, the performances of GP2
with RHH and fitness-proportional selection were executed at the Tioman Island and Tanjung Sedili.

In case of the Tioman Island, the input design of GP2 with RHH and fitness-proportional selection
showed R values of 0.712 and 0.728 for the training and testing periods, respectively (Figure 7).
Meanwhile, at Tanjung Sedili, the R values were 0.793 and 0.739 for the training and testing
periods, respectively.

The input design at Kerteh was outperformed by the RHH and the fitness-proportional selection
with GP2. Thus, the Tioman Island and Tanjung Sedili were generalized with the RHH and the
fitness-proportional selection with GP2.

Figure 8 shows that the RMSE at the Tioman Island was 90.46 and 84.88 mm during the training
and testing periods, respectively, whereas that at Tanjung Sedili was 86.52 and 79.32 mm during the
training and testing periods, respectively.
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The model performance of SI for the Tioman Island yielded 1.25 and 1.01 for the training and
testing periods, respectively, whereas that at Tanjung Sedili yielded 1.29 and 1.05 for the training and
testing periods, respectively.

Figure 8 also illustrates that the MAE at the Tioman Island was 101.3 and 97.4 mm for the training
and testing periods, respectively, and that the MAPE was 28.2% and 25.4% for the training and testing
periods, respectively. The MAE at Tanjung Sedili was 101.5 and 111.2 mm, respectively, and the MAPE
was 25.2% and 26.1% for the training and testing periods, respectively.

Table 5. Summary of the GP model performances with different kernel types and input designs
at Kerteh.

Input Design GP1 GP2 GP3

Selections/Model
Performance

RHH and Fitness
Proportionate
Selection

RHH and Rank
Selection

RHH and Fitness
Proportionate
Selection

RHH and Rank
Selection

RHH and Fitness
Proportionate
Selection

RHH and Rank
Selection

Train Test Train Test Train Test Train Test Train Test Train Test

R 0.769 0.571 0.682 0.215 0.78 0.748 0.78 0.45 0.756 0.57 0.73 0.40

RMSE (mm) 88.62 117.16 87.39 185.68 86.69 89.2 88.63 120.32 90.94 124.41 86.58 120.27

SI 1.2 0.67 0.75 0.325 1.3 1.02 1.3 0.52 1.08 0.67 0.93 0.49

MAE (mm) 125.6 135.9 120.3 159.7 103.2 106.5 121.3 144.7 115.5 138.2 128.9 140.2

MAPE (%) 35.9 43.5 38.2 85.2 22.9 25.0 23.0 59.7 29.2 49.6 33.6 53.7
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3.4. Optimal Selection Function with the Input Design of GP2 in the Crossover Process

The crossover operation frequency can be determined by the crossover rate in GP [44]. It is
advisable to search for a promising region at the beginning of optimization. The convergence speed
decreases with low crossover frequencies. The mutation operation is restrained by the mutation rate.
a high population diversity introduced by a high mutation rate may lead to instability. a typical
choice of setting the initial GP control parameters would involve the generation run (termination
criterion) being fixed at 300 runs to obtain the optimal results and the population being fixed at 500 [42].
These control parameters were managed to match the input data design, and the capability of the
model was good (Table 6).

Table 6. Crossover processing for the RHH and fitness-proportional selection at the study locations.

Study Locations Kerteh Tioman Island Tanjung Sedili
Crossover GenerationModel

Performances Train Test Train Test Train Test

R; Last Change 0.758;375 0.452;375 0.689;192 0.578;192 0.735;371 0.73;371 0.2 300
R; Last Change 0.708;377 0.55;377 0.697;394 0.524;394 0.719;270 0.487;270 0.4 300
R; Last Change 0.762;369 0.748;369 0.702;265 0.591;265 0.722;87 0.776;87 0.6 300
R; Last Change 0.682;341 0.498;341 0.722;345 0.718;345 0.71;251 0.703;251 0.8 300

3.5. Comparison of the Average Error Percentages in SVM2 and GP2 at the Study Locations

Figure 9 illustrates a comparison of the SVM2 and GP2 average error percentages of both models
at Kerteh, the Tioman Island, and Tanjung Sedili. Figure 8 demonstrates the fluctuation trendline for
both the error percentages obtained from SVM2 and GP2 starting from January 2007 to December 2017.

The highest average percentage error for SVM2 was 1.61% in 2007 and occurred at the Tioman
Island. However, the highest average percentage error for GP2 was 1.32% in 2013 and 2016, which could
be observed at Tanjung Sedili and the Tioman Island, respectively. The average error percentages of
both the models were not higher than 5%.
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Figure 9 presents the lowest average percentage error belonging to the SVM2 model of 0.61%–0.64%
in 2008, 2014, and 2016, which occurred at the Tioman Island and Kerteh. The lowest average percentage
error for the GP2 was 0.72–0.81% in 2009, 2011, and 2012 and occurred at Kerteh.

Figure 9 also illustrates that both the model performances did not show an average percentage
error of more than 5%. Thus, these models can be used as the prediction models for the MSL.

The comparison of SVM2 and GP2 with the most optimal kernel functions was evaluated using
the AI equation (Figure 8).

3.6. Comparison of the Accuracy Improvement (AI) in SVM2 and GP2 at the Study Locations

Figure 10 represents the accuracy improvement percentages of SVM2 and GP2 at Kerteh with
values of 10.64% and 15.1% during the training and testing stages, respectively. Similar results were
obtained at the Tioman Island, denoting that the AI during the training and testing periods did not
show a drastic decrease. Hence, both the algorithms with input designs of SVM2 and GP2 were
consistent and steady. Furthermore, no sudden substantial drop or rise in percentage can be observed
because an increase in accuracy improvement that is within only 5% could be observed during the
testing stage. This model input design is suitable for the long-term prediction of SL toward the end of
this study because the correlation coefficients for both the models are capable of reaching ideal values
with values of 0.75 and above in SVM2 and 0.73 and above in the GP2 model during training and
testing, respectively.

In accordance with Figure 11, the predicted MSL from five different prediction horizons with
an SVM2 input design at the study locations are presented with the upper and lower bounds of the
predicted MSL. Figure 11 depicts that the highest predicted MSL in the upper bound could be observed
at a prediction horizon of 5 years at Tanjung Sedili with a value of 7396 mm. The second highest
predicted MSL in the upper bound occurred at prediction horizons of 10 and 20 years at the Tioman
Island with a value of 7396 mm. The lowest value in the upper bound of the predicted MSL was
observed at Kerteh as 7350 mm at a predicted horizon of 40 years. However, the lowest value of
the predicted MSL in the lower bound for all the study locations was between 6836 and 6852 mm.
The minimum increase in the predicted MSL was 2.0 mm/year, whereas the maximum increase was
79.0 mm/year.
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observed at a prediction horizon of 5 years at Tanjung Sedili with a value of 7396 mm. The second 
highest predicted MSL in the upper bound occurred at prediction horizons of 10 and 20 years at the 
Tioman Island with a value of 7396 mm. The lowest value in the upper bound of the predicted MSL 
was observed at Kerteh as 7350 mm at a predicted horizon of 40 years. However, the lowest value of 
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Island, and (c) Tanjung Sedili.

As illustrated in Figure 12, the predicted MSL in five different prediction horizons with GP2 at
the study locations are presented with the upper and lower bounds of the predicted MSL. Figure 12
shows that the highest predicted MSL in the upper bound occurred at a prediction horizon of 1 year at
Tanjung Sedili and was 7950 mm. The second highest predicted upper bound of the MSL occurred at
a prediction horizon of 40 years at Kerteh and was 7805 mm. The lowest value in the upper bound of
the predicted MSL was found at a prediction horizon of 5 years at the Tioman Island and was 7616 mm.
However, the lowest value of the predicted MSL in the lower bound for all the study locations was
between 6835 mm and 6840 mm. The minimum increase in the predicted MSL was 2.0 mm/year,
whereas the maximum increase in the predicted MSL was 131.0 mm/year.
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4. Conclusions

The capabilities of the SVM and GP models for MMSL prediction were examined herein based
on the tide gauge data obtained from 2007 to 2017. SVM methods were compared with their
functions, including the NP, RBF, and PUK kernels, to optimize the SVM model. The GP functions,
namely RHH with rank selection and fitness-proportional selection, were also compared to assess the
prediction accuracy of the GP model. The results indicated that the PUK in SVM2 and RHH with
the fitness-proportional selection of the GP2 methods constitutes suitable techniques for analyzing
the MMSL prediction and exhibited an effectively higher performance when compared with that
exhibited by the remaining SVM and GP techniques. Different prediction horizons (i.e., 1, 5, 10, 20,
and 40 years) were developed using SVM and GP to predict the MMSL. The overall results of the
MMSL for SVM2 and GP2 at prediction horizons of 1 and 5 years showed an average maximum
increment of 75 mm/year, whereas a prediction horizon of 10 years or more showed a decreasing sea
level with a minimum average sea level of 10 mm/year at Kerteh, Tioman Island, and Tanjung Sedili.
The outcome of MMSL at different prediction horizons implied that both the SVM2 and GP2 models
exhibited stable performances. Therefore, both the proposed models are appropriate for predicting
MMSL without bias or eliminating the hidden information in the time series. The results obtained
from this study provide reliable prediction values with respect to the future increase in sea level at
the identified coastal areas. Therefore, effective and economic planning pertaining to the safety and
economics of the communities living along the coastal areas of Malaysia can be conducted by various
state and federal authorities. Furthermore, the observations of this study could be a promising base for
conducting further investigation on the proficiency of the SVM and GP models for sea level prediction
in different time horizons. However, this study also exhibits limitations such as data availability.
Therefore, conducting future research to perform further analysis on the sensitivity between each
input variable with the associated output and identify the weight matrix could be a potential future
research direction. Future studies may also focus on improving the proposed model by introducing
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other complex parameters as the model input, which has not been investigated in this study because of
the limitation of the available data.

The modeling implementation process required a relatively long time to achieve the performance
objective during training even though the proposed SVM and GP models showed an outstanding
performance in case of MMSL prediction. In addition, the maximum relative error was still slightly
high. Therefore, integrating the proposed methods (SVM and GP) with an advanced nature-inspired
optimization algorithm that could accelerate the searching process for the global optimal solution is
recommended to accelerate the training process. Furthermore, a model with an effective preprocessing
method that could detect the inherent pattern of the raw data before feed, regardless of being an SVM or
GP model, must be adapted to improve the overall prediction accuracy and reduce the maximum error.
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