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Abstract: The Pampas region is characterized by a high complexity in its productive system planning
and faces the challenge of satisfying future food demands, as well as reducing the environmental
impact of the activity. Climate change affects crops and farmers should use species capable of adapting
to the changed climate. Among these species, faba bean (Vicia faba L.) cv. ‘Alameda’ has shown good
adaptation to weather variability and, as a winter legume, it can help maintain the sustainability of
agricultural systems in the area. The main purpose of this research was to select the models which
describe the production characteristics of the ‘Alameda’ bean by using the least number of variables.
Experimental and agrometeorological data from the cultivation of the ‘Alameda’ in Azul, Buenos Aires
province, Argentina were used to generate mathematical models. Several modelling methodologies
have been applied to study the production characteristics of the faba bean. The prediction of the
models generated was analyzed by randomly disturbing the experimental data and analyzing the
magnitude of the errors produced. The models obtained will be useful for predicting the biomass
production of the faba bean cv. ‘Alameda’ grown in the agroclimatic conditions of Azul, Buenos Aires
province, Argentina.
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1. Introduction

Faba bean (Vicia faba L.) is an important crop that can help maintain the sustainability of agricultural
systems. It is expected that the world population will increase by 2050 (FAO, www.fao.org) [1],
and consequently, the demand for food with an increase of the concern on environment and food
security. Under this pressing scenario for agriculture, the widely acknowledged beneficial role of
legumes in cropping systems, increasing biological nitrogen fixation, reducing energy costs, improving soil
physical conditions and biodiversity, is more needed than ever. In addition, legumes are important feed
crops with a relevant role as forage producing high-quality meat and milk [2].

The availability of various forage species is essential for sustainability in agricultural-livestock
systems based on cultivated species. An issue of essential importance for countries such as Argentina,
which have a large area of their territory dedicated to agricultural activity. Currently, the role of
legumes is being revalued throughout the world since they constitute the botanical family, which has
maintained the production and fertility of agrarian systems from ancient times producing biologically
fixed nitrogen [3].
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Faba bean (Vicia faba L.) is the third most important crop within the cold season legumes. It is
cultivated in more than 55 countries. It grows under different farming systems and it has different
uses such as dry grains, green pods, animal feed, and green fertilizer. The cultivated area in the world
is about 2.4 million hectares, with 4.4 million tons produced. The nitrogen supplied by symbiotic
fixation in legumes nodules is considered essential for economically and environmentally sustainable
production [4].

It is a crop that can be attractive for farmers in Argentina since it achieves high yields in rainfed
conditions [5]. This is a characteristic that should be taken into account, since with the concern of
climate change, it is necessary to produce adaptive species to new climate scenarios. In addition,
a rotation which includes the bean in cereal crops, improves the physicochemical and biological state
of the soil [6].

The ’Alameda’ faba bean has a base temperature, which allows it to grow in periods when the
vapour pressure deficit is low, giving it high efficiency in the use of water during these periods. It has
a good capacity for fixing atmospheric nitrogen, estimated at 100–120 kg N ha−1. Currently, it is only
cultivated in the northern hemisphere where it is sown during the spring in cold climates and in
autumn/winter in temperate and subtropical climates, either in irrigated areas or in fresh dry land in
pure cultivation and also mixed with a grass (oats, triticale). The dry matter production of the faba bean
is related to its ability to intercept the incident photosynthetically active radiation (PAR) [7]. In legumes,
phenology is mainly regulated by the genetic response to temperature and photoperiod, and the bean
is considered a quantitative long day plant, as defined in [8], since it is a species whose flowering
begins more quickly in long days, but is not inhibited (qualitative) in short days, only delayed [4].

The importance of the cultivation activity makes an advance in understanding the process,
which improves the profitability and availability of the crops of great interest. Mathematical models
can play an important role here by studying the relative importance of different factors that can affect
the quantity and quality of the bean harvest. The benefit obtained by the results of these types of
studies goes further if we take into account the fact that the improvement in the cultivation process
entails a greater use of the available resources. Therefore, increasing the sustainability of the economic
activity by reducing its environmental impact.

The rest of the paper is organized as follows. Section 2 presents the justification for the selection of
variables used in the study. Likewise, the mathematical models to be used are introduced. In Section 3,
these models are used to study the data obtained in Paris. In addition, a study of the stability of the
different models is carried out. Section 4 presents a discussion of the results, while Section 5 constitutes
the conclusions of the study.

2. Materials and Methods

2.1. Previous Models

Models are powerful tools to test hypotheses, synthesize knowledge, describe and understand
complex systems, and compare different scenarios. Models may be used in decision support systems,
greenhouse climate control, and prediction and planning of production. Consequently, the interest in
modelling of biomass production and yield of crops is still increasing as indicated by the increasing
proportion of publications—listed in the CAB Abstract Database—dealing with the models [9].

Some descriptive models have been developed for Vicia faba, for example, the emergency response
to temperature [10] and the dynamics of crop growth and nutrient uptake, as well as their correlation
with the grain yield [11]. Mechanistic models that understand the growth and development of the
broad bean include the FAGS model [12], CROPGRO-fababean model [13] included in the software
as DSSAT [14], and structural models such as the Alameda model [15]. Explanatory models such as
radiation interception are a simple way to approach the biomass production of a crop and is used for
the radiation method [16], in which the growth of a crop depends on its ability to capture light and its
conversion efficiency of light intercepted in the biomass. In this method, the dry matter production
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of a crop can be expressed as the product of three terms: The incident photosynthetically active
radiation (PAR) per unit surface area (MJ m−2), the proportion of photosynthetically active radiation
intercepted by the culture (PAR interception efficiency), and the production of dry matter per unit
of PAR intercepted (PAR use efficiency, RUE, g MJ−1) [16]. While the PAR interception efficiency is a
function of the leaf area index (LAI) and canopy extinction coefficient [17] for a particular cultivar,
RUE may vary with temperature, as well as nutrient and water availability [18]. It can also vary with
different planting dates due to exposure to different temperatures and photoperiods [7].

Although mechanistic models are robust, they present the difficulty in which they must be
calibrated locally. Other widely used models, such as radiation interception, have the difficulty of
obtaining parameters such as K and IAF of the crop. The radiation method, despite being a simple
model, has difficult-to-obtain parameters such as RUE, LAI, or k [19].

The aim of the present study was to generate predictive models of biomass (dry matter)
production of the Vicia faba Alameda based on readily available agrometeorological variables and
at the meteorological stations in the center of the Buenos Aires province. Predictive models will be
very useful for the agronomic sector, in order to know the potential productivity of the Alameda bean
grown in the agroclimatic environment of the center of Buenos Aires province.

Therefore, it would be beneficial to have a model which relates biomass production with easily
available agrometeorological variables in any meteorological station, such as radiation and temperature
(thermal sum or degrees day), in addition to the photoperiod.

2.2. Mathematical Modelling

Mathematical models allow us to study and predict the behaviour of systems and, in general,
the processes of the world around us. In the study and modelling of systems, it is common to find
relationships between variables whose behaviour is important for the study of a given phenomenon.
Therefore, determining the relationship or Equation (1) from the set of experimental data given by
Equation (2):

z = u(x1, x2, . . . ., xn), (1){
zi, x1

i , x2
i , x3

i . . . ., xn
i

}
i=1,2,....,p

, (2)

Modelling a relationship from the experimental data can be done in several ways. On the one hand,
you can generate either linear or non-linear mathematical equations. On the other hand, the application
of methods that allow us to analyze and predict the relationship without obtaining a mathematical
equation, which we usually call numerical methodologies.

One possibility when modelling a system is to use linear regression [20], in which the relationship
between the variables is given by a multilinear expression as follows:

z = α + βx1 + γx2 + µx3 + . . . . . . . + σxn, (3)

Multilinear regression models allow a simple interpretation of Equation (1), although they may
not be the most suitable for modelling complex phenomena as those involved in agriculture [21] by
its simplicity. While linear models may be useful in a sub-region of the system variable definition
domain. In addition, assuming that such a relationship is valid for the entire domain is often a too
strong condition. However, despite these limitations, the use of these types of models is very frequent
and they are particularly useful as a minimum reference model.

A generalization of the approach shown above is constituted by non-linear regression models
where the expression given by Equation (3) includes non-linear terms. These models are frequently
used in research fields such as biology, social sciences, medicine, ecology, engineering sciences, finance,
etc. The main problem with non-linear regression models is that it is necessary to assume an analytical
expression for the relationship between the variables, and in a large number of cases this information
cannot be obtained.
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The regression models introduced above have a common basis. By defining an error function
calculated from the experimental data and the corresponding estimates, which is generally the
least-squares criterion [22], an expression that depends on the parameters defined in the models is
formed. Considering the optimization problem with respect to these parameters, the model that
minimizes the error is obtained. The parameters are calculated by means of algorithms, which fulfil
convergence properties and can obtain in a reasonable time the parameters of the model: Quasi-Newton
method, Levenberg-Marquardt, and improvement methods, etc. [23–26].

Numerical methodologies are important due to their application in science and engineering
processes where it is not possible to represent relationships by mathematical equations. Some numerical
methodologies developed by the authors have been successfully applied in the modelling of different
problems [27–30]. These methodologies are based on the generation of a geometrical model of finite
elements. In the same way, the methodology developed in [31] is based on Galerkin’s formulation of
the finite element method, to obtain representations of the relationship shown in Equation (1). Recently,
a numerical methodology called the octahedric regression has been developed [32]. The octahedric
regression can be considered as a hybrid method, which includes characteristics from the finite
element method, radial basis function, and nearest neighbours. This is the methodology applied in the
numerical methods.

The basis is the generation of geometric models of finite elements in a hyperoctahedra, and from
which the relationship (1) between the dependent variable and the independent or explanatory variables
is calculated. Each geometric model of finite elements, is defined by a number called complexity (C)
and that coincides with the number of hyperoctahedra that fit on one edge of the hypercubic domain
[0, 1]n. In this methodology, the model is obtained at the nodes, and the value of the model can be
estimated at any point from interpolation functions, using the following equation:

ẑ(xo) =
1

2n
·
∑n

i=1
∑
λ=±1

∑P
k=1

yS
k · Φ

(
‖xk − xo + λ · h

2 · ei‖, h
)

Φ
(
‖xk − xo + λ · h

2 · ei‖, h
) , (4)

where h is related to the complexity as h = 1
C and Φ(r,ω) = e−

r
ω is the radial basis.

Following Equation (4), the proposed algorithm (Algorithm 1) can be condensed in the next schema:

Algorithm 1. Algorithm for the octahedric regression model.

1: for i in Integers{1 .. P}
2. Real estimation[i] = 0
3. for k in Integers{1 .. n}
4. Real estim_plus = 0, estim_minus = 0
5. Real dist_plus = 0, dist_minus = 0
6. for j in Integers{1 .. P}
7. dist_plus = dist_plus + Φ

(
‖x j − xi +

h
2 · ek‖, h

)
8. dist_minus = dist_minplus + Φ

(
‖x j − xi −

h
2 · ek‖, h

)
9. estim_plus = estim_plus + y[j] × Φ

(
‖x j − xi +

h
2 · ek‖, h

)
10. estim_minus = estim_min + y[j] × Φ

(
‖x j − xi −

h
2 · ek‖, h

)
11. estim_plus = estim_plus/dist_plus
12. estim_minus = estim_minus/dist_minus
13. estimation[i] = estimation[i] + (estim_plus + estim_minus)/(2 × n);
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3. Results

3.1. Experimental Data

The study was carried out over a period of four agricultural seasons (2009-2012) in the experimental
field of the Faculty of Agronomy at the National University of the center of Buenos Aires province,
in Azul, Argentina (36◦45′ S; 59◦50′ W, altitude: 132 m) (Figure 1).
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Figure 1. Location of the study area.

The soil, classified as Typical Argiudol [33], was fertilized with P and K before sowing to avoid
any limitation of these nutrients.

Soil-water availability was maintained close to the field capacity for all treatments using drip
irrigation when required. The water to be applied in each irrigation was calculated as the product of
reference evapotranspiration (estimated with the Penman-Monteith equation) and the corresponding
crop coefficient for the faba bean [34], less the amount of precipitation in the period considered.

Crops were maintained free of pests, diseases, and weeds. Agrometeorological information was
recorded daily by an automatic weather station located close to the experimental field (CRAGM, 2020).
The photoperiod was calculated as the sum of day length and civil twilight, those periods when the sun
is between 0 and 6◦ below the horizon, to account for the photoperiod response during twilight [35].
Computations were made according to [34].

The faba bean cultivar used was Alameda. The treatments consisted of different sowing dates
from mid-July to mid-November. Twelve sowing dates were obtained in the four growing seasons:
Five sowing dates in 2009 and 2010 and one sowing date in 2011 and 2012. The treatments were
assigned to the experimental plots in a randomized complete-block design, with three replications,
and 45 m2 per experimental unit. The plant population density was 35 plants m2 in rows 0.35 m apart
and oriented North-South.

The 12 sowing dates provided a wide range of agrometeorological conditions to examine the dry
matter production of the Alameda bean.

In this research, linear, numerical, and non-linear models have been analyzed in order to generate
models that relate dry matter to the agrometeorological variables thermal sum, photosynthetically
active radiation (PAR), and photoperiod, as seen in Table 1:
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Table 1. Model variables.

Variable Description

z Dry matter
x1 Thermal sum
x2 PAR
x3 Photoperiod

The daily incident PAR was estimated as 50% of the measured daily global radiation [36]. Each plot
was sampled every 15 days by harvesting plants from 0.5 m2. The harvested material was dried to a
constant weight at 65 ◦C to determine the above ground dry matter.

The thermal sum or degree days were obtained considering a base temperature of 0 ◦C [10],
according to Equation (5):

TT =
∑n

i=1(T − Tb), (5)

where TT is the thermal time (or thermal sum or degrees-day) accumulated in the n days (◦Cd), T is
the average daily temperature (◦C), and Tb is the base temperature (◦C).

The experimental data consists of 86 values for each variable and its statistical summary can be
seen in the Table 2 below:

Table 2. Statistical summary of experimental data.

Dry Matter Thermal Sum PAR Photoperiod

Minimum 79.0 129.35 60.45 10.849
Maximum 13,624.0 2049.7 1275.3 14.498
Average 4582.1 952.22 659.28 13.511
Median 3543.0 908.20 633.92 13.796

The validity of the prediction has been studied by analyzing the errors produced in each model and
by analyzing the variability in the prediction of the model when the experimental data are randomly
disturbed. Defining the error ei = (zi − ẑi), with {zi}i being the experimental data and {ẑi}i the values
obtained in the model prediction, the following measures were used to analyze the error:

(a) Mean absolute error (MAE):

In statistics, this is a measure of errors between paired observations expressing the same phenomenon:

MAE =

∑
i|ei|

n
, (6)

(b) Mean absolute percentage error:

The mean absolute percentage error, (MAPE), is also known as the mean absolute percentage
deviation (MAPD):

MAPE =

∑
i

∣∣∣∣ zi−ẑi
zi

∣∣∣∣
n

, (7)

Multiplying by 100% makes it a percentage error.
Finally, in all the methodologies, the predictive stability of the models has been analyzed. To do

this, the experimental data of the explanatory or independent variables have been randomly disturbed
ten times at 5%, 7%, 10%, 13%, 15%, and 20%, the values predicted by the model are obtained,
calculating the errors and comparing their means. The 0% perturbation indicates the errors, which are
generated in the model with the undisturbed experimental data.

The results obtained for the different models are discussed below.
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3.2. Linear Models

To select the linear models, in this research, the backward stepwise method has been used.
The backward stepwise regression is a stepwise regression approach, which begins with a full
(saturated) model and at each step gradually eliminates one variable from the regression model to
find a reduced model that best explains the data. The method is known as the backward elimination
regression and is applied by the example in [37,38].

The dry matter of the Alameda bean is considered as a dependent variable depending on the
explanatory variables: Thermal sum, photosynthetic active radiation (PAR), and the photoperiod.
In addition, whether there is collinearity between the explanatory variables has been analyzed.
Using the SPSS program, [39], calculating the statistic FIV, a large FIV indicates collinearity. In addition,
the condition index has been calculated. A value greater than 20 confirms problems of collinearity.
The results obtained for the models indicate a collinearity problem. The linear regression model is
the following:

z = −4023.549 + 4.308·x1 + 6.299·x2 + 26.649·x3, (8)

The adjustment is good, with a determination coefficient of R2 = 0.9389, large FIV values,
and condition number greater than 20 (33,293). Figure 2 shows the results of the regression model,
defined in Equation (8), versus the dry matter model.
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On the other side, the analyzed errors are high, for example, in the first linear model, MAE = 782.744
and MAPE = 141.34%.

3.3. Numerical Models

Numerical models have been generated from the methodology developed in [23], which allows
obtaining models of representation in Equation (1). The models generated for complexities 10, 20, 30,
40, and 50 present a good fit since they all explain more than 96% of the experimental data (Figure 3).
To select the best predictive model, the values of R2 are analyzed and represented in Figure 3.
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data for complexity 30; (d) estimated vs. experimental data for complexity 40; (e) estimated vs.
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To select a good model, the fit must be considered, as well as the errors. According to the results
in Figure 3, the best models in relation to fit are the complexity models 30 or 40. Therefore, the MAE
(orange color) and MAPE (blue color) errors for each of the generated models are shown in Figure 4.
If we analyze the errors (Figure 4), MAE takes the value 369.078 and 304.383, respectively and the
relative errors (MAPE) are of the order 13% and 9.65%.
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3.4. Non-Linear Model

The generation of non-linear models is a methodology implemented computationally in software,
which is usually included in statistics such as SPSS. In this research, the authors have used the software
Gretl [40] to obtain a non-linear model adjusted by least squares. The authors have calculated the
parameters of the non-linear model by means of a variant of the Levenberg-Marquardt algorithm,
which is carried out by fitting the least squares and using analytical derivatives.

It has been possible to generate a non-linear model that relates dry matter to photosynthetic
radiation (PAR). This model has the importance of considering only one explanatory variable. Therefore,
it considers a simpler model requiring only one element of weather and climate as a variable:
Solar or global radiation that can be easily transformed into DRR, not being necessary to use other
agrometeorological elements, which are sometimes not available. The mathematical equation obtained is:

z = −11, 600.1·e
−237,465

x2 + 18.2509·x2, (9)

where z represents the total dry matter. This non-linear model has an adjustment of R2 = 0.9662.
Figure 5 shows the estimated vs. experimental data for the non-linear regression model.

The properties of the parameters defining the model are shown in Table 3, where *** corresponds
to a significance for the parameter greater than 0.01.
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Figure 5. Estimated vs. experimental data for the non-linear regression model.

Table 3. Parameters of α·e
−β
x2 + γ·x2.

α β γ

Estimation −11,600.1 18.2509 237.465
Std. Deviation 1330.75 0.8808 24.7655

T Statistic −8.717 20.72 9.589
p-Value 2.41 × 10−13 (***) 1.50 × 10−34 (***) 4.25 × 10−15 (***)

Considering the intervals given by the standard deviations for the different parameters, it is
possible to generate two new models, acting as lower and upper models, which are represented
in Figure 6.Sustainability 2020, 12, x FOR PEER REVIEW 11 of 18 
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The quality parameters for the non-linear regression model are: MAE equals 531.58, MAPE is
37.26%, and R2 is 0.9663.

3.5. Stability of the Models

MAE and MAPE values are not the only indicators to select a model. Usually, it is even more
important to consider the behaviour of the models with respect to small variations in the independent
variables, which is called stability. In this section, a comparative study of the stability of each generated
model is presented.

Figure 7 shows the results of the linear regression model when randomly disturbing the
experimental data of the explanatory or independent variables. According to these results, we can affirm
that this is not a good predictive model since the errors generated when disturbing the explanatory
variables are large. Therefore, although it provides a good fit, it is not stable. On the one hand,
the model itself generates a very high MAE, as in the case of disturbances, reaching variations in dry
matter of more than 800. The relative error, MAPE, is over 139%. Therefore, although linear adjustment
is good, it is not a good model since the errors when disturbing the data are very large.Sustainability 2020, 12, x FOR PEER REVIEW 12 of 18 
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Figure 7. MAE and MAPE values for the perturbed linear regression model.

In the case of FEM-based models, to analyze the predictive stability of the two selected models,
random perturbations such as those carried out in the linear model are performed. These results are
shown for complexities 30 and 40 in Figure 8. From the results presented in Figure 8, it can be deduced
that although both models are good predictive models, complexity model 30 is a more stable model in
its prediction for perturbations in the experimental data of up to 13%.

Figure 9 shows the corresponding results for the non-linear regression model. According to
the results presented, we can affirm that the non-linear model is a model which presents a good
predictive stability when performing perturbations up to 20%. In addition, it is a model including
only one explanatory variable, which reduces the collection of necessary agrometeorological data not
usually available.
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Figure 8. MAE and MAPE values for the FEM-based model: (a) Complexity 30; (b) complexity 40.
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3.6. Model Validation

When generating models, their usefulness is of vital importance beyond the correct prediction of
the values used to generate the model itself. Models in which there is good behaviour for the data
where the model itself is calculated, but the same is not true for other points, are called overfitted
models. Overfitting is one of the main problems, which can arise when using modelling or machine
learning techniques. This is the reason it is crucial to identify it, in order to rule out models that may
present it.

One way of checking the existence of overfitting is the validation of the model, in which estimates
are calculated on experimental points different from those included in the model and from which the
experimental value of the variable determined is known.

In this case, the number of points available to build the model is less than in other examples.
However, one should not give up trying to study a system of interest since the quality and significance
of the model does not depend only on the number of data, but also on its quality and the characteristics
of the model used.
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To assess the behaviour of the models used, a data set of a size equivalent to 10% of those
available for generating the model and corresponding to 2019 will be used. As an additional feature,
the validation data are distributed over the entire domain of the dependent variable “dry matter”.

The results for the different models can be seen in Figure 10, which shows the estimated vs. the
experimental values for the multilinear regression, the complexity finite element models 30 and 40,
and the non-linear regression model.Sustainability 2020, 12, x FOR PEER REVIEW 14 of 18 
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Figure 10. Estimated data vs. experimental validation data: (a) Multilinear regression; (b) finite
elements (complexities 30 and 40); (c) non-linear regression.

The behaviour of the best models are shown in Figure 11, representing the absolute and relative
errors as a function of the experimental values.
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Figure 11. Errors on validation data for non-linear regression and finite elements models (complexities 30
and 40): (a) Absolute error; (b) relative error.
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4. Discussion

The value for the quality parameters for the different models are shown in Table 4:

Table 4. Parameters of α·e
−β
x2 + γ·x2.

Model R2 MAE MAPE (%)

Linear regression 0.9389 782.74 141.34
Finite element (complexities 30) 0.9858 369.08 13
Finite element (complexities 40) 0.990 304.38 9.65

Non-linear regression 0.9663 531.58 37.26

Of the predictive models which analyze dry matter, it should be noted that all show a good fit,
calculated from the R2. However, finite element models and non-linear regression have the best values
when MAE and MAPE are also considered. It should also be noted that most of the contribution to the
MAE and MAPE values, in the case of the non-linear regression, is given by the lower values of the
dependent variable.

When analyzing the stability of the models against random disturbances in the experimental data,
there are important differences between the linear model, the numerical finite element model, and the
non-linear model. Figure 12 shows the errors in absolute value for the numerical finite element and the
non-linear models if we disturb up to 20% of the data, which have a very similar behaviour.
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The mean of the relative errors, MAPE, is shown in Figure 13, where the non-linear model,
against random disturbances of up to 20%, is the one with the least variation.

The last criterion when selecting a model is the result of the validation process. In general,
the finite element models present a better behaviour, although in general, the result of the non-linear
regression is only slightly lower, especially for the higher values of the dependent variable.

As in other investigations in faba bean [5–7], it is shown that the production of dry matter is
regulated by its ability to capture solar radiation, as well as the effect that temperature (thermal sums)
and the photoperiod have on the development of this legume.

Although other mechanistic models obtain good results of biomass production [13], the finite
element model constitutes a valuable tool to predict the biomass for the agroclimatic conditions of
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Azul, center of Buenos Aires province, Argentina, without the need for calibration nor obtaining
ecophysiological parameters [7] for the northern hemisphere.
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5. Conclusions

The level of potential productivity of the haba cv. Alameda is determined by its genetic
characteristics and adaptation to the environment. It depends on the energy available in the environment
(solar), associated with other climate variables such as temperatures and photoperiods. From the three
types of models generated, the linear model is not a good model, since it is not a good predictive
model when carrying out perturbations in the explanatory variables. It also has higher MAE and
MAPE values. The numerical model is a model which has a good fit and the variations produced in
the errors when disturbing the data are not large. It could be used to analyze the biomass production
in case of having agrometeorological stations that record radiation and temperature data. If we want
to determine the evolution of dry matter with the least number of explanatory variables, the non-linear
model would be the most convenient. The equation proposed explains the experimental data well
and is a very stable model against disturbances in the explanatory variables. The production of
biomass begins with the photosynthetic process or bioconversion of energy from the sun. Therefore,
this model would be very useful to predict the potential productivity of the Alameda bean grown in
the agroclimatic environment of the center of Buenos Aires province.
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