
sustainability

Article

Environmental Policy Stringency, Technical Progress
and Pollution Haven Hypothesis

Elkhan Richard Sadik-Zada 1,2,3,4,5,* and Mattia Ferrari 3,6

1 Institute of Development Research and Development Policy, Ruhr-University, 44801 Bochum, Germany
2 Centrum für Umwelt, Ressourcen, Energie (CURE), Faculty of Management and Economics,

Ruhr-University, 44801 Bochum, Germany
3 Centre for Studies on European Economy (AIM), Azerbaijan State University of Economics (UNEC),

Baku 1001, Azerbaijan; mattia.ferrari@rub.de
4 Center for Economic Development and Social Change (CED), 80128 Napoli, Italy
5 Energy Transitions at Cambridge (Visiting), University of Cambridge, Cambridge CB2 1TN, UK
6 European Institute for Innovation–Technology e.V., 73525 Schwäbisch Gmünd, Germany
* Correspondence: Elkhan.R.Sadik-Zada@ruhr-uni-bochum.de; Tel.: +49-(0)-234-32-25153

Received: 17 March 2020; Accepted: 1 May 2020; Published: 9 May 2020
����������
�������

Abstract: The present inquiry provides a common ground for the analysis of two strands of literature,
the environmental Kuznets curve (EKC) and the pollution haven hypothesis (PHH). To this end,
the study sets out a simple variational model, which identifies the structural composition of the
economy and the level of economic development as the primary determinants of the magnitude
of the domestic environmental degradation. The juxtaposition of the mentioned literature strands
undermines the optimistic view that economic growth, in the long run, leads to the reduction of
atmospheric pollution. To assess the empirical validity of the pollution haven conjecture, the study
employs the OECD Environmental Policy Stringency Index and the refined data on carbon emissions
embodied in imports for the dataset of 26 OECD countries in the time interval between 1995 and
2011. By employing pooled mean group (PMG) estimators, the study, for the first time, accounts for a
number of issues mentioned in the literature as factors that confine the inferential power of existing
empirical studies on the EKC. The strong and robust confirmation of the pollution haven conjecture
indicates that at least in the context of global common pool resources, a purely national perspective of
the EKC is not satisfactory.

Keywords: environmental policy stringency; carbon leakage; pollution havens; intensity-of-use
hypothesis; development economics; environmental Kuznets curve; calculus of variations; pooled
mean group estimator

1. Introduction

OECD countries are occupying the top positions with regards to climate change awareness. More
than 90% of the population in the OECD countries are aware of climate change and more than 60% of
them deem climate change a serious threat for the sustainable livelihood and international security [1].
An investigation of the European Investment Bank (EIB) shows that 91% of Europeans consider climate
change as an existential risk. 72% of the Europeans support the idea of the extension of carbon tax
on consumption in order to reduce environmental degradation. A total of 44% of Europeans support
stricter pollution controls on industry and especially on the energy sector [2,3]. Despite their relatively
low Climate Change Performance Index, which condenses the climate protection performance of
57 countries, the OECD members Australia, Canada and the US belong to the countries with strong
awareness of the risks related to climate change, and have relatively stringent environmental regulations
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in the global comparison. In 2012, Australia introduced an emission trading system (ETS). In 2018,
Canada kicked off a nation-wide ETS. Nine northern US states and California price carbon, whereby
only California has a carbon pricing system that covers a substantial share of emissions and has an
appropriate carbon price (15 USD per metric ton CO2). The northern states massively underprice carbon
emissions. Nevertheless, the overwhelming majority of Americans support the revenue-neutral carbon
tax, i.e., if the collected taxes are used directly to protect and upgrade the natural environment [4].

The awareness on climate change risks and the importance of environmental regulations is steadily
increasing in developing countries too [5]. In countries such as Ecuador, Bangladesh, Trinidad and
Tobago, and Venezuela, for instance, the level of awareness of climate change risks, with 99%, 98%,
97% and 98%, respectively, is even higher than in some advanced countries [1]. Faure and Partain [5]
point out that less developed countries have greater challenges in terms of financial leeway and
institutional capacities for the formulation of efficient environmental policies and implementation of
the corresponding regulations. The huge gap in the Environmental Performance Index (EPI) between
advanced and developing countries shows that rising environmental awareness in the Global South is
still not enough for bridging this gap [6].

In tendency, developing countries still have laxer environmental regulations, especially in terms of
carbon emissions, which are manifested in the geography of the pricing or taxing emissions. Worldwide,
there are only 40 countries that have already introduced or have concrete plans for taxing emissions
that emanate from combusting fossil fuels like coal, oil and natural gas. Most of them are high-income
countries. None of the low-income countries impose a carbon tax. Developing nations that consider a
carbon tax, including China, Mexico, South Africa, Turkey, Indonesia, Kazakhstan and Brazil, are all
emerging high to middle-income economies [7].

The differences in the content and stringency of environmental policies in combination with trade
liberalization could trigger the relocation of pollution-intensive industries or the divisions of value
chains from industrialized economies to the jurisdictions with lax or no environmental regulations.
Even with carbon taxing in the respective developing countries, the tax burden in the developing areas,
imposed on the same multinational enterprise for the same amount of emissions, is in the developing
areas much than in the advanced and emerging economies [3]. This kind of internationalization of the
value chains of the pollution-intensive industrial production, dubbed “pollution haven hypothesis”
(PHH) or “carbon leakage”, has been first proposed by Copeland and Taylor [8].

The central problem in the context of the global climate change is not only the relocation of the
“dirty” industries to the countries with lax or no environmental regulations, but rather the net increase
of emissions due to lax environmental regulations in the new locations. If so, then outsourcing of
the production from the developed to the developing countries has a positive net carbon footprint.
One example: the recycling of old batteries in the US is a stringently regulated area because of the health
risks related to the lead contained in batteries. Mexico has no regulation of these processes and thus has
morphed, at least with regards to the recycling of old batteries, into a pollution haven for the US [9].

In 2015, the contemporary “workshop of the global manufacturing”, People’s Republic of China
initiated eight pioneer ETS projects in Beijing, Shanghai, Guangdong, Hunei, Tianjin, Chongging
and Shenzgen. In 2020 China plans to introduce a countrywide ETS system. Could the planned
implementation of a China-wide ETS trigger a new wave of relocation of dirty industries from China
to other jurisdictions with surplus labor and substantial natural resources, such as Sub-Saharan
Africa, Central Asia and South-East Asia? Or would the nation-wide ETS in China rather stimulate
carbon-saving innovations? Thus, the upcoming implementation of ETSs in a number of developing
and transitioning economies, the increasing environmental stringency in the OECD countries,
especially Germany, and the EU’s planned carbon border tax all contribute to the topicality of
the analysis of the responsiveness of carbon-intensive manufacturing to the increasing tightness of
environmental regulations.

The paper at hand reappraises the pollution haven hypothesis (PHH) with a refined dataset for
26 OECD member countries and advanced cointegration methods, which have not been employed
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for the analysis of the PHH yet. To this end, the study analyzes the nexus between the stringency
of environmental policies in the OECD member countries and carbon leakage. The study also
accounts for the possibly of the mitigating power of the Porter effect. The Porter effect, also known as
Porter hypothesis (PoH), has been suggested by Porter and van der Linde [10]. According to PoH,
strict environmental regulation fosters alternative business models, for instance the implementation
of resource-efficient production processes based on circular economy and the development of
climate mitigating technological advances [11,12]. Under the burden of environmental regulation,
the companies develop new production techniques that lead to first-mover advantages and learning
by doing effects. Despite its prominence, the empirical validation of the PoH has been confined to the
companies striving cost leadership, which have relatively small product portfolios [13].

Despite a large and rigorous corpus of theoretical literature on the PHH, the empirical cross-country
literature on the PHH and PoH is rather inconclusive [14–16]. In addition, there is a host of incongruences
related to the employed indicators of environmental policy stringency and technological adjustment.
Further, with the exception of Jobert et al. [16], there is no known empirical analysis of the PHH that
accounts for the time series character of the analyzed data.

The paper contributes to the literature on the PHH in three ways. First, it suggests a tractable
analytical model of environmental degradation in the framework of the calculus of variations. The model
disentangles the forces determining the magnitude of environmental degradation. Second, the study
employs for the first time the Environmental Policy Stringency Index (EPSI), the recycling rate and
imported carbon emissions of the OECD for the test of the pollution haven conjecture. The mentioned
variables are more precise and yield more reliable estimation results. Previous literature mostly
employed rather fuzzy indicators of the PHH, such as gross greenhouse gases (GHGs) or total CO2

emissions. The third contribution of this inquiry is related to the employed estimation methodology.
This is the first study that accounts at the same time for issues such as panel heterogeneity and
mixed stationarity in the assessment of the PHH by employing pooled mean group (PMG) estimators
proposed by Pesaran et al. [17].

The paper proceeds as follows. Section 2 analyzes the relevant literature. In Section 3 we
descriptively illustrate two scenarios, whereby the national reduction of the GHGs is driven by the
relocation of the carbon-intensive manufacturing overseas. Section 4 sets out a variational analytical
model that identifies, on the theoretical level, the sectoral composition of the economy and the level of
economic development as the primary factors that determine the level of pollution in the individual
economies. Section 5 is dedicated to the underlying estimation methodology. Section 6 delves into
data issues. In Section 7, we present the estimation results, and Section 8 concludes.

2. Structural Change and Environmental Degradation

The discussion on economic activities and pollution dynamics dates back to the early 1970s as the
economists of the “Club of Rome” in the Limits to Growth reawakened the old views of the classics,
David Ricardo and Thomas Malthus, that in the face of the finiteness of the natural resources and
environmental endowments, growth of the economies cannot be sustained in the long term [18]. They
urged instead for zero-growth steady state economies [19]. This lead to the surge of the theoretical
elaborations on optimal growth, abatement policies and trade openness [20–22]. These studies were in
line with the recommendations of the “Club of Rome”. Nevertheless, there were also critical voices.
The most influential of them was Malenbaum [23,24], who strengthened the World Steel Association’s
Intensity-of-Use (IoU) hypothesis. The IoU hypothesis has been predicated on the analysis of the
relationship between metal-intensity and per capita income [25]. He detected an inverted U-shaped
relationship between metal-intensity and the average income.

Although Malenbaum [24] points to the improvement of the efficiency of intermediate inputs
and structural change, expressed in the tertiarization of the economy, as the cause of the declining
material intensity of the GDP, he considers the structural component of the mentioned phenomenon
as the primary driver of the declining material intensity. Although Malenbaum [23,24] addressed
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the increasing efficiency of intermediate input use, he ignored the role of innovation in finding the
substitutes. Substitutes like plastics contributed substantially to the reduction of the metal-intensity of
modern manufacturing [26]. Hence, the underlying idea behind the IoU hypothesis is deeply rooted
in the structuralist paradigm of economic modernization [27–34]. De Bruyn [35] defines structural
transformation in the ecological context as “quantitative and qualitative changes in the composition of
economic activities that result in different environmental pressures”.

At the pre-capitalist stage of economic development, the economy is based on subsistence, i.e., not
mechanized agriculture, primitive handicraft, petty trading and domestic service [36]. At this stage,
only labor force is the essential production factor. Capital at this stage consists only of the primitive
means of production and has a negligible contribution to the value creation, i.e., gross domestic
product [37]. The material and energy requirements in the pre-capitalist milieu are low. The initial
capital accumulation and burgeoning capitalism hallmark a take-off in terms of economic growth.

The take-off leads to the growth of the material- and energy-intensive activities, such as construction,
mining and manufacturing. After the demand for the manufactured goods, houses, factories, transport
infrastructure and power generation stations has been satiated, the demand for services starts to
increase [25]. This is in line with the predictions of Engel [38] and Pasinetti [39,40]. The tertiary
sector is less material- and energy-intensive than manufacturing, mining and construction. Advancing
tertiarization leads to the decreasing material and energy use per unit of GDP [41]. Hence, the material
and energy intensity of the economy starts to decline.

The seminal contribution of Grossmann and Krueger [42,43] led to the re-awakening and
proliferation of Malenbaum’s ideas [24]. Their work has been inspired by the foundation of the
North American Free Trade Agreement (NAFTA) and its related environmental risks for Mexico.
The authors re-detected an inverted U-shaped relationship between the level of the average income
and environmental degradation. This gave an impetus for the burgeoning of studies delving into the
role of environmental regulations and trade liberalization as the concomitants of the growing level of
the average income. Because of its analogy to the Kuznets curve hypothesis suggested by Kuznets
Simon [44], Panayoutou [45] dubbed this relationship the environmental Kuznets curve (EKC).

The idea behind EKC is in line with the explanation of the IoU hypothesis, which foregrounds the
change of the sectoral structure as the primary explanation of the EKC. In the following, the intensity
of the environmental degradation is delineated graphically in Figure 1. The phases of economic
development have been separated by the dashed vertical lines. In the pre-capitalist economy, there is
an intact environment because of the relatively low intensity of the anthropogenic impact on natural
amenities. The economy evolves at a low level of subsistence income. After capitalistic “take off“ and
the emergence of the manufacturing, mining and market-oriented agriculture, the economy starts to
grow at a greater pace. Hence, the slope of the environmental degradation curve becomes steeper in
the industrialization phase. Manufacturing is the leading sector that fuels growth in all the sectors by
growing itself [46–48].

Economic growth in the industrializing societies correspond with the increasing environmental
degradation. A higher level of income and the resulting tertiarization lead to a greater environmental
awareness, and pushes cleaner production techniques [49,50]. Services, in contrast to mining and
manufacturing, have a much smaller emission factor [51]. This leads to the leveling off and gradual
decline of environmental degradation [49]. As depicted in Figure 1, at the last stage the level of
degradation starts to decrease. Besides of tertiarization, the rise of the knowledge economy also
contributes to a greater material-efficiency of the economy.

A group of influential environmental and resource economists, such as Kenneth Arrow, Bert Bolin,
Robert Constanza, Partha Dasgupta, Carl Folke, C.S. Holling, Bengt-Owe Jansson, Simon Levin,
Karl-Göran Möler, Chares Perrigs and David Pimentel intervened decisively in the debate on the
EKC hypothesis with their joint paper in Arrow et al. [52] in Science, and expressed their skepticism
concerning the growth optimism in the context of the EKC hypothesis. The authors agreed with the
underlying logic behind the cleaning effect of economic growth:
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“One explanation of this finding is that poor countries cannot afford to emphasize amenities over
material well-being. Consequently, in the earlier stages of economic development, increased pollution
is regarded as acceptable side effect of economic growth. However, when a country has attained a
sufficiently high standard of living, people give greater attention to environmental amenities. This
leads to environmental legislation, new institutions for the protection of environment, and so forth.”
([52], p. 106).

Notwithstanding basic agreement with the EKC hypothesis, the authors also mention a number
of reasons for caution in interpreting the nonlinear income–environment nexus. The central cause
for the skepticism, especially concerning global atmospheric pollution with stock pollutants such as
carbon dioxide, is related to the global implications of the emissions. If reduction in the pollutant in
one country leads to the transfers of pollutants to other countries, then the net GHG footprint is not
necessarily negative. This was the reflection of the awareness about the role of international trade as the
catalyst of the pollution haven formation in jurisdictions with lax or no environmental regulations [8].Sustainability 2019, 11, x FOR PEER REVIEW 5 of 23 
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According to Malenbaum [24], developing countries at the industrialization stage have, similarly
to the advanced economies, rapidly increasing emission dynamics. Nevertheless, assuming that South
Korea in the early stages of its industrialization in the 1970s repeated the emission intensity of Great
Britain in the 1860s is not correct. Due to a substantial progress in knowledge and available technologies,
the South Korean steel industry in the 1970s was much cleaner than that of advanced capitalist countries
at the end of the nineteenth century. Further, Malenbaum [24] refers also to the contemporary differences
in the state of the technology between advanced and developing nations at many instances. Richard
Auty [26], in his reference, writes that Malenbaum [24] states that although material usage intensity
patterns of the developing countries will be lower than those of rich countries at comparable levels
of per capita GDP, they will be unable to fully adopt the best of modern technologies that are mostly
available in the technologically advanced economies with stringent environmental policies.

Besides the stringency of environmental regulations and the technology gap, there is also a third
essential barrier for the deployment of advanced carbon-saving technologies from the Global North
to the Global South. This is the underdevelopment of the intellectual property rights (IPRS) regime,
which is regulated by the World Trade Organization Agreement on Trade related Aspects of the IPRs
(TRIPS) [53]. Enforcement of IPRs protection does not generate higher transfer of environmental
technologies due to the poor governance, the small size of the economies and the low level of the
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corresponding scale effects [54,55]. Maskus and Reichman [56] indicate the need for a balanced
approach to the issue of the attraction of the foreign direct investments(FDI) and carbon-mitigating
technology transfers in the context of the Global South. Littleton [53], by contrast, takes the view that
in the face of a greater responsibility of the developed countries, this balance has to be tilted towards
technology transfer from the Global North to the Global South. In our opinion, the financial and
institutional assistance for the transfers of the carbon-saving technologies has to be implemented in
the framework of international development cooperation. A larger deployment of climate-friendly
technologies in the least developed countries could substantially reduce the negative environmental
externalities on the global scale stemming from the relocation of polluting industries.

3. Juxtaposing the Environmental Kuznets Curve and Pollution Haven Hypotheses

In this subsection, by juxtaposing the EKC hypothesis with the PHH, we show graphically
that an inverted U-shaped income–environment relationship could be the result of the relocation of
carbon-intensive production divisions overseas, i.e., the establishment of pollution havens. Broadening
of the perspective from the national EKC to the international or global pollution framework is necessary
in the context of the global climate change, whereby atmosphere serves as a global common good as
sink for global GHGs.

We illustrate two scenarios whereby the international mobility of the manufacturing value
chains imply that in the context of global environment, the observed national EKCs are just artifacts.
Furthermore, the national EKCs can incur not only an emission-neutral but also an emission-augmenting
effect. The scenarios are illustrated in Figure 2.Sustainability 2019, 11, x FOR PEER REVIEW 7 of 23 

 

 

Figure 2. Carbon leakage with (a) zero and (b) negative net greenhouse gas (GHG) footprint. 

Nevertheless, the assumption of the general technology gap between the heavy industries 
of developing and developed countries is not straightforward, especially if the countries of 
interest are not practicing import substitution policies. This holds even more for World Trade 
Organization (WTO) member states. Most pollution-intensive industries are heavy industries, 
such as metallurgy, the petroleum industry and cement production. To survive in the global 
competition, these industries are competing with each other for technological leadership that 
leads to cost advantage. Labor-technology substitution possibilities are rather limited in these 
capital-intensive industries. Especially the metallurgy and petroleum industries of the Global 
South are the “islands of modernity” in the terms of Sir Arthur Lewis [36]. They are comparable 
to the analogous sectors in the Global North. The only systematic difference with regards to 
technology that could favor the competitiveness of the developing countries is related to the lax 
regulations and taxation of polluting activities in the less-developed countries.  

4. A Model of Environmental Degradation 

We suppose that at 𝑡  there is a fixed amount, 𝐸 , which is the stock of the natural 
environment. In the context of the proposed model, we could think of the natural environment as a 
measure of total natural environment or a specific aspect of it, e.g., the available soil, water or air 
resources. Johnson et al. [57] confine the natural environment to the part of the total environment that 
has not been affected by human culture, that is, without anthropogenic intervention. 𝐸(𝑡) is the 
measure of environmental degradation in period 𝑡, whereby environmental degradation in contrast 
to natural or environmental change is a disturbance that sources from the human intervention into 
the natural environment ([57], p. 584).  

In the framework of this investigation we focus on carbon dioxide emissions. Hence, 
environmental degradation in the framework of this model is related to the extraction of fuel and 
nonfuel mineral endowments, their refinement and combustion. It is assumed that the exploitation 
of fossil riches contributes to the gross economic value added of the country. This utility has a 
monetary value. For the sake of simplicity, we normalize the contribution of one unit of the 
environmental quality to the value added to 𝑞(𝑡). T is the time juncture at which the use of the 
environmental assets stops due to the depletion or increasing costs related to the degradation of 

Figure 2. Carbon leakage with (a) zero and (b) negative net greenhouse gas (GHG) footprint.

The first scenario is a zero-sum relocation, whereby the migration of the dirty industries to the
less-developed countries has a zero net effect on carbon emissions. The emissions in one country are
now emitted in another country using the same production and abatement technologies (Figure 2a).
Under these conditions, the inverted U-shaped income–environment relationship comes to its own
via carbon leakage. Hence, this kind of carbon leakage leads to the realization of the spurious
environmental upgrading effect and has no effect on the gross carbon intensity for the production of
the same amount of goods. Figure 2b depicts a situation whereby the industries are relocating to the
jurisdictions, where the output of the same quantity of output requires more carbon emissions than
production at home.

Because of the identity of the emission factors under scenario (a), the angles α and β of the triangle
AaXaCa are equal. This implies that the carbon leakage equals the reduction of carbon emissions at
home. Under scenario (b), the angle β of the triangle AbXbCb is greater than the angle α, i.e., one unit
reduction of emissions at home leads to a more than one unit increase of emissions abroad. Hence,
this is a scenario with a net positive carbon footprint. The scenario (b) holds if the jurisdictions have
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different technologies or environmental regulations concerning environmental pollution. The triangle
AaOaCa indicates pollution overseas that can be attributed to relocation or outsourcing of the domestic
industry in the case of homogenous emission factors. In the case whereby the foreign jurisdiction
has a greater emission factor, i.e., scenario (b), the emissions that could be attributed to relocation of
outsourcing of the domestic industries are commensurate with the triangle AbObCb. The negative net
footprint of this kind of internationalization of production equals the difference between the areas of
AaOaCa and AbObCb.

Nevertheless, the assumption of the general technology gap between the heavy industries of
developing and developed countries is not straightforward, especially if the countries of interest
are not practicing import substitution policies. This holds even more for World Trade Organization
(WTO) member states. Most pollution-intensive industries are heavy industries, such as metallurgy,
the petroleum industry and cement production. To survive in the global competition, these industries are
competing with each other for technological leadership that leads to cost advantage. Labor-technology
substitution possibilities are rather limited in these capital-intensive industries. Especially the
metallurgy and petroleum industries of the Global South are the “islands of modernity” in the
terms of Sir Arthur Lewis [36]. They are comparable to the analogous sectors in the Global North.
The only systematic difference with regards to technology that could favor the competitiveness of
the developing countries is related to the lax regulations and taxation of polluting activities in the
less-developed countries.

4. A Model of Environmental Degradation

We suppose that at t0 there is a fixed amount, E0, which is the stock of the natural environment.
In the context of the proposed model, we could think of the natural environment as a measure of
total natural environment or a specific aspect of it, e.g., the available soil, water or air resources.
Johnson et al. [57] confine the natural environment to the part of the total environment that has not
been affected by human culture, that is, without anthropogenic intervention. E(t) is the measure of
environmental degradation in period t, whereby environmental degradation in contrast to natural
or environmental change is a disturbance that sources from the human intervention into the natural
environment ([57], p. 584).

In the framework of this investigation we focus on carbon dioxide emissions. Hence, environmental
degradation in the framework of this model is related to the extraction of fuel and nonfuel mineral
endowments, their refinement and combustion. It is assumed that the exploitation of fossil riches
contributes to the gross economic value added of the country. This utility has a monetary value. For the
sake of simplicity, we normalize the contribution of one unit of the environmental quality to the value
added to q(t). T is the time juncture at which the use of the environmental assets stops due to the
depletion or increasing costs related to the degradation of environmental quality or arriving at the
critical mass (disutility) concerning air, soil or water quality [58]. Hence,

T∫
0

E(t)dt ≤ E0 (1)

To simplify the presentation, we assume without any loss of generality that there are no extraction
costs. The society carries costs, i.e., externalities that are related to the depletion of the natural
environments, C(E(t), t). These are the externalities of the manufacturing sector. These costs depend
on the magnitude of the resource revenue in period t, E(t). Thus, we denote the costs incurred due to
depletion of environmental goods as C(E(t), t).

The economic value added (EVA) is related to environmental degradation, commensurate with
the following expression:

Economic Value Added = q(t)E(t) + M(E(t), t) −C(E(t), t) (2)
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M(E(t), t) is part of the manufacturing output minus costs, i.e., manufacturing value added
(MVA), which is attributed to the exploitation of the natural environment. M(E(t), t) is not the total
manufacturing sector output. It is its part that can be attributed to the existence of the extractives’ sector.

If r is the relevant discount rate then the total discounted EVA in the relevant time horizon, [0; T],
is commensurate with

∫ T

0
EVAE

t =

T∫
0

[q(t)E(t) + M(E(t), t) −C(E(t), t)]e−rtdt (3)

We want to find time, T, and the magnitude of environmental degradation, E(t), which maximize
Equation (3) subject to the constraint of Equation (1). This problem can be analyzed in the variational
framework and yields a tractable result because it is a special case with regards to the functional form
and transversality condition [59]. Due to the fact that the terminal point is not fixed, there may be many
paths satisfying the Euler equation. To pick up the correct transversality conditions, i.e., the terminal
condition that can distinguish the optimal path from those satisfying the Euler equation, we have
to figure out the terminal condition [60]. The terminal condition for the problem in Equation (3) is
consistent with the following Condition (4) [59–62]:

E(t1) ≥ E1, t1 free, E1 fixed (4)

This implies that environmental degradation lasts as long as there is a budget surplus (E(t1) ≥ E1)
and there is no restriction on the last time period (variable-time problem) with environmental degradation,
t1. The transversality conditions for the terminal condition are expressed in Equation (5a,b):(

F′E
)
t=t1
≤ 0 (= 0 i f E∗(t1) > E1 (5a)

(F− EF′E)t=t1
= 0 (5b)

S(t) is the remaining stock of the natural environment at time t, whereby

S(t) = E0 −

t∫
0

E(t)dt (6)

Thus, S(t) = −E(t) and our problem is as follows:

max
S(t),T

∫ T
0 [−q(t)S(t) + M(S(t), t) −C(−S(t), t)]e−rtdt

E(0) = E0, S(T) ≥ 0

 (7)

The integrand Function (7) does not contain all three arguments of the objective functional,
F(t, S(t), S(t)). S(t), the remaining stock of the natural environment, is missing from the integrand
function F. This is one of four special cases in the calculus of variations, which yields a special version
of the Euler equation ([61], pp. 37–45). This is a special case of the form F = F(t, S) whereby F does
not depend on S but rather on its degradation rate, S(t). This implies that F′S = 0. Hence, the Euler

equation, ∂F
∂S −

d
dt

(
∂F
∂S

)
= 0, reduces to

dFS
dt = 0 ∀ t ∈ [0, T]. This implies that the time derivative of

F′x(t,x) is 0 ∀ t ∈ [0, T]. This, after integration, yields the following solution of the Euler first-order
differential equation:

∂F(t, S)

∂S
= constant (8)
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Applied for our problem, the Euler equation corresponds with the following expression,
Equation (9):

[−q(t) −M′E(−S(t), t) + C′E(−S(t), t)]e−rt = −c (9)

whereby c is an arbitrary constant.
According to the transversality condition corresponding to the terminal requirements (F′x)t=t1

≤

0 (= 0 i f x∗(t1) > x1), the left-hand-side of (9) is equal or less than zero (≤0) at t = T. Hence, c ≥ 0, and
(9) can be rewritten as:

[−q(t) −M′(−S(t), t) + C′E(−S(t), t)] = −cert (10)

[q(t) + M′(−S(t), t) −C′E(−S(t), t)] = cert (11)

The left-hand side of this equation is the marginal contribution of the environmental degradation

to EVA (
∂EVA(E(t),t)

∂E(t) ). Thus, (12) tells us that in the optimum the marginal contribution of environmental
degradation must increase exponentially with a rate equal to the discount factor r [59].

Assuming that the discount factor r is a measure for the marginal returns of capital employed in
the activities related to environmental degradation has repercussions on the intensity of environmental
degradation. Greater discount rates correspond with a less advanced stage of economic development.
This is in line with the Solow model of economic growth, which predicts decreasing returns on
capital employed until marginal utility of one unit of additional investment leads to zero growth
of the per capita income [63]. This means that in advanced economies, such as Japan or the
European Union, with negligibly low or negative interest rates, we could expect zero or negative
growth of profits induced by the environmental degradation. Zero growth of profits related to
environmental degradation corresponds with environmental conservation and negative profits
induced by environmental degradation correspond with environmental upgrading. By contrast,
in less-developed countries, which have scarce capital stock, environmental degradation that leads
to capital accumulation subsequently has a greater contribution (shadow value) to the economic
value added. Hence, we could expect a greater level of the environmental degradation in the
less-developed countries.

Equation (5b) represents the second transversality condition corresponding to the terminal
requirements of our problem as represented in Equation (6), which is:

(F− SF′S)t=t1
= 0 (12)

Applied to Equation (7), the second transversality condition (12) has the following form:

[−q(T)S(T) + M (−S(T), T) −C(−S(T), T)]e−rT

−S(T)[−q(T) −M′(−S(T), T) + C′E(−S(T), T)]e−rT = 0
(13)

After some basic transformations, Equation (13) can be reformulated as follows (for a detailed
derivation see Appendix A):

∂C(−S(T), T)
∂E

E

C(−S(T), T)
= 1 +

M(E(t), t)

C(−S(T), T)

∂M(−S(T), T)
∂E

E

M(−S(T), T)
− 1

 (14)

∂M(−S(T),T)
∂E

E
M(−S(T),T)

on the right-hand side of Equation (14) is the elasticity of the manufacturing

sector with respect to the extraction of natural resources and environmental degradation εM.

εC
E =

∂C(−S(T), T)
∂E

E

C(−S(T), T)
= 1 +

M(E(t), t)

C(−S(T), T)
(εM − 1) (15)
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Without nature’s contribution to the MVA, Equation (14) would have the following form:

εC
E =

∂C(−S(T), T)
∂E

E

C(−S(T), T)
= 1 (16)

This implies that the social optimizer continues exploiting the environment and resources until
the juncture at which the elasticity of costs with respect to depletion is unity.

According to Equation (15), in the case with linkages between the manufacturing sector and the
exploitation of the environment and resources, extraction stops at a time at which the elasticity of

externality related costs with respect to the extraction, εC
E , is

[
1 + M(E(t),t)

C(−S(T),T)
(εM − 1)

]
. The value of this

term depends on MVAE, its ratio to the costs of exploitation, M(E(t),t)
C(−S(T),T)

and the value of εM. As mentioned

above, based on the theoretical elaborations and empirical evidence we expect a positive sign for

(∂M(E(t), t))/(∂ E(t)) > 0) and consequently for εM (=
(
∂M(−S(T),T)

∂E
E

M(−S(T),T)

)
because E

M(−S(T),T)
≥ 0.

Hence, (1− εM) and consequently the whole right-hand side of Equation (15) is positive. The magnitude

is mostly dependent on the ratio of MVAE and the costs of exploitation, M(E(t),t)
C(−S(T),T)

. If the manufacturing

sector benefits more from the exploitation of nature, a larger manufacturing sector implies a higher
value for εC

E . This means that in optimum in an economy with a great contribution of environmental
degradation to the MVA, depletion of environmental amenities stops at a greater threshold.

The left-hand side of the elasticity model in Equation (15) indicates the responsiveness of the
environment and mineral endowments-related externalities at the subjective optimum of the social
optimizer in a hypothetical country. The equation reveals that a greater ratio of environment and
resources’ contribution to the MVA to externalities corresponds to a greater threshold for εC

E if
(εM − 1) > 0. This means that as long as a one percent increase in the exploitation of nature leads to
more than a one percent increase of the MVAE, then the level of the acceptable degradation is greater
than 1. If a one percent increase of the exploitation of natural environment leads to less than one
percent of environmental degradation then an increase of exploitation of the environment and minerals
by one percent leads to less than a one percent increase of the externalities. In accordance with the law
of diminishing returns, increasing use of the natural resources leads to a gradually decreasing yield.
This means that at the saturation phase of manufacturing a relatively low value of εM can be expected.
This would reduce the frontiers of the acceptable pollution from the perspective of the social optimizer.

To assure this level of nature use the government would induce environmental regulations
and conservation policies. This threshold is much higher in the more natural resource-based and
pollution-intensive industries. Knowledge or tertiary sector-reliant economies are less dependent
on the exploitation of natural resources and environmental degradation. Hence, the heavy industry
that has the greatest carbon footprint faces a greater regulatory burden in the face of the increasing
stringency of environmental regulations than the cleaner tertiary sector or knowledge economy.
This has been confirmed in the framework of a multisector elasticity model in Sadik-Zada, Loewenstein
and Hasanli [64].

This means that the pollution threshold is endogenous to the stage of economic development, and
this threshold can be satisfied by employing cleaner production technologies or by outsourcing dirty
industries in the countries that experience the industrialization phase. This decision depends on a
myriad of factors.

Whether such costs could really trigger the relocation of the heavy industry overseas is
nevertheless a question, which can only be answered after the scrutiny of the individual industry
cases. Environmental degradation and related costs are just one of many facets that determine the
relocation decision of the individual firms [65–69]. Resource and asset seeking, market seeking and
efficiency seeking are three major factors that could trigger the multinational enterprises to relocate
their production facilities [69]. Lax environmental regulations are often not a sufficient condition
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for relocation. Especially the narrowness of the local markets and lack of a skilled labor force could
outweigh the advantages provided by lax environmental regulations.

5. Methodology

The literature identifies three problems related to the empirical analysis of issues related to
international trade flows, environmental policies and atmospheric pollution. These are aggregation
bias, panel heterogeneity and unobserved foreign regulation [16,70,71]. To account for these problems,
the study employs pooled mean group (PMG) and dynamic fixed effects (DFE) estimators.

Our empirical strategy is in line with Cavalcanti et al. [72] and is based on the following model
specification:

ln PHHit = a j + β j1 ln _Stringency jt + β j2 ln _PoH jt + β j3X jt + ui j (17)

where a j denotes country-specific fixed effects, ln _Stringency jt is the indicator for the stringency of
environmental policies and ln _PoH jt is a proxy for the technological progress induced by environmental
regulations for countries j = 1, J and time periods t = 1, T. The major focus of this study is, nevertheless,
on the bivariate relationship between income inequality and fine wine imports. The advantage of the
parsimoniousness of the model is that the broad number of country-specific time-irreversible factors
is captured by the country-specific deterministic factor. The same holds for ui j with respect to the
unobserved common factors [72].

The unit root tests indicate that the variables of interest are a mixture of stationary at level, I(0),
and first difference, I(1). Hence, the fixed effect, random effect or generalized method of moments
(GMM) estimators requiring the stationarity of all time series are not efficient in this case. In addition,
the pooling of the individual groups in the fixed effects, random effects and GMM implies the identity
of all the slope coefficients across countries. As shown in Pesaran et al. [17], this assumption is mostly
statistically inconsistent.

For the mixture of the I(0) and I(1) series, the autoregressive distributed lag ( ARDL) based mean
group (MG) or PMG procedure are the feasible methodology. The model crashes if one of the estimation
variables is a I(2) process [17]. (P)MG also solves the endogeneity problem by taking into consideration
the feedback effects. The endogeneity issue, nevertheless, is not the central issue, in the estimations
because it is plausible to assume that wine imports do not influence the level of income inequality or
wealth concentration nor the level of income in the respective countries. Due to the mixture of I(0)
and I(1) series, panel heterogeneity and cross-sectional dependence, we employ the panel analysis
techniques suggested in Pesaran et al. [17]. The choice between MG and PMG estimators has to be
made based on the Hausman test. PMG yields homogenous long-run coefficients, but allows for
country-specific intercepts, short-run coefficients (adjustment speed) and error variances [73]. Based on
the Hausman test statistics for the case of Dataset 2, we conclude that the PMG estimator, the efficient
estimator under the null hypothesis, is preferred. Due to missing values, the implementation of the
MG estimation in the case of the Dataset 1 was not feasible. For this reason, the results for Dataset 1 are
confined to the presentation of the PMG estimators.

6. Data

In contrast to the existing empirical literature on the environmental regulation–trade nexus,
the study does not employ gross imports as a measure of strength of the PHH; and per capita GDP,
energy efficiency, returns on energy invested of gross greenhouse gas emissions, rule of law or other
institutional variables are employed as the measure of environmental regulations [74,75]. As a measure
of the PHH intensity we employ the novel methodology for the approximation of the carbon emissions
from fossil fuel combustion in imports in megatons of CO2 (MtCO2). This methodology has been
suggested in Wiebe and Yamano [76]. They combine the OECD Inter-Country Input–Output (ICIO)
database with statistics on carbon emissions. The data have been generated on the basis of a computable
input–output model translated into carbon terms by multiplying the values by carbon emission factors.
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To quantify the emission multiplier for final demand, carbon intensities are combined with the Leontief
inverse of the ICIO. The fuel combustion database of the International Energy Agency (IEA) provided
the data on carbon emissions from fossil fuels.

The data are available for 26 OECD countries for the time interval between 1995 and 2011.
The countries are the following: Australia, Austria, Belgium, Canada, Czech Republic, Denmark,
Finland, France, Germany, Greece, Hungary, Ireland, Italy, Japan, Korea, Netherlands, Norway,
Poland, Portugal, Slovak Republic, Spain, Sweden, Switzerland, Turkey, UK, and the US. To assure its
compatibility with the PHH, the approximations of the quantity of the carbon emissions embodied in
trade are calculated under the equal carbon intensity (ECI) assumption, because taking the emission
factors of the developing countries with inferior environmental technologies would substantially
overstate the magnitude of the pollution haven effect. Because of its congruence with the PHH,
Garsous [75] himself suggests employing carbon emissions embodied in the trade indicator as an
instrument for the strength of the PHH. Table 1 below shows the description of the data used in
this study.

Table 1. Description of data.

Variable Description/Transformation Source

Carbon emissions
embodied in imports

This indicator reports the per capita carbon emissions from fossil fuel
combustion embodied in imports and exports in for 63 countries and 34
industries between 1995 and 2011.

OECD (2020)

Recycling rate

The share of the recycled municipal waste. This dataset shows data
provided by member countries’ authorities through the questionnaire on
the state of the environment (OECD/Eurostat). They were updated or
revised on the basis of data from other national and international sources
available to the OECD Secretariat, and on the basis of comments received
from national delegates (OECD 2020).

OECD (2020)

Environmental policy
stringency

The OECD Environmental Policy Stringency Index (EPS) is a
country-specific and internationally comparable measure of the
stringency of environmental policy. Stringency is defined as the degree to
which environmental policies put an explicit or implicit price on polluting
or environmentally harmful behavior.

OECD (2020)

Trade openness Trade is the sum of exports and imports of goods and services measured
as a share of gross domestic product. WB WDI (2020)

Environmentally
adjusted multifactor
productivity
(EAMFP)

EAMFP growth measures the residual growth in the joint production of
both the desirable and the undesirable outputs that cannot be explained
by changes in the consumption of factor inputs (including labor, produced
capital and natural capital). Therefore, for a given growth of input use,
EAMFP increases when GDP increases or when pollution decreases.

OECD (2020)

Per capita GDP Average GDP in constant 2010 US Dollars WB WDI (2020)

Openness Trade is the sum of exports and imports of goods and services measured
as a share of gross domestic product. WB WDI (2020)

7. Estimation Results

The PMG estimators compiled in Table 2 reveal that the stringency of environmental regulations
have no statistically significant short-term effect on carbon imports. The estimations reveal, nevertheless,
a strong and statistically significant robust long-run impact of environmental policy stringency on
carbon leakage: in the long run, a one percent increase of the level of the environmental policy stringency
leads to a 0.304–0.775 percent increase of carbon emissions embodied in imports. The short-run effect
of environmental policy stringency vanishes if we control for other variables.

To assess the impact of trade liberalization on carbon leakage, the study employed the share
of trade volumes (openness), i.e., the sum of the imports and exports, to GDP, as an independent
variable. The estimations show that in the long-run, a one percent increase of trade openness leads to a
0.496–1.012 percent increase of carbon emissions embodies in imports (Models 2 and 3). The results
with regards to the short-term effects are not unambiguous: the statistical significance of the positive
short-term effect in Model 2 vanishes if we control for the level of the per capita income.
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Table 2. Pooled mean group (PMG) estimators.

Dependent variable: Per capita carbon emissions embodied in imports

VARIABLES
Model 1 Model 2 Model 3 Model 4 Model 5

ec Short Run ec Short Run ec Short Run ec Short Run ec Short Run

ec −0.231 *** −0.177 *** −0.193 *** −0.203 *** −0.203 ***

(0.0480) (0.0454) (0.0636) (0.0385) (0.0385)

D.lnStringency −0.199 *** −0.0714 −0.0404 −0.0156 −0.0156

(0.0540) (0.0589) (0.0488) (0.0381) (0.0381)

lnStringency 0.775 *** 0.621 *** 0.480 *** 0.304 ** 0.304 **

(0.0383) (0.0320) (0.0357) (0.123) (0.123)

lnOpen 1.012 *** 0.496 ***

(0.115) (0.0702)

D.lnOpen 0.260 ** 0.108

(0.108) (0.0739)

ln_PCI 0.981 *** 3.101 ***

(0.145) (0.526)

D.ln_PCI 2.873 *** 2.281 ***

(0.309) (0.251)

Open 0.000281 0.000281

(0.000391) (0.00039)

ln_RECLNG −0.145 ** −0.145 **

(0.0678) (0.0678)

D.Open 3.06e− 05 3.06e− 05

(8.15e− 05) (8.15e− 05)

D.ln_RECLNG −0.0274 −0.0274

(0.0231) (0.0231)

lnPCI2 1.550 ***

(0.263)

D.lnPCI2 1.140 ***

(0.125)

Constant 1.156 *** −0.0775 −1.583 *** −5.480 *** −5.480 ***

(0.227) (0.0528) (0.533) (1.093) (1.093)

Observations 400 400 384 384 384 384 . . . .

Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.

We found that per capita income has a robust statistically significant positive short- and long-run
effect on carbon emissions embodied in imports. The long-term elasticity ranges between 0.981 and
3.101 percent. The short-term elasticity ranges between 2.281 and 2.873 percent (Models 3 and 4).
We controlled also for the squared value of the natural logarithm of PCI, PCI2, and found a robust
positive relationship between this variable and carbon imports. The long-run coefficient of (PCI)2 is
1.550 and the short-run coefficient of (PCI)2 is 1.140 (Model 5).

To account for the PoH, we employed the recycling rate of the municipal waste as a possible
proxy for the development of the carbon-saving technologies and found that their deployment has
a statistically significant robust negative impact on carbon imports: in the long term, a one percent
increase of the recycling rate leads to a 0.145 percent decrease of carbon emissions embodied in
imports. We detected no statistically significant short-term effect of the recycling rate on carbon imports
(Models 4 and 5).

Controlling for a more comprehensive proxy for the PoH, the EAMFP, which is, in contrast to the
recycling rate, more relevant but less precise, reveals that an increasing EAMPF corresponds with a
slight decrease of the long-run carbon imports: a one percent increase of the EAMFP (environmentally
adjusted multifactor productivity) leads to a −0.0441 percent decrease of carbon imports (Table A2).
To account for the effect of tertiarization, we controlled for the share of the services sector in GDP.
The estimations revealed a weak negative long-run effect of tertiarization on carbon imports, whereby
the result is not robust (Tables A1 and A2). This could be the consequence of the shortness of
the available time series data. Economic structure changed insignificantly between 1995 and 2011.
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To address the tertiarization hypothesis, the employment of a longer time series data would be
more conclusive.

8. Concluding Remarks

The atmosphere in its function as a sink for GHGs is definitely a global common pool resource.
Hence, at least in the context of climate change, a purely national perspective on the environmental
Kuznets curve is not satisfactory. The juxtaposition of the two strands of literature—the literature
on the EKC on the one side and the pollution haven conjecture on the other side—enabled a
substantial broadening of the perspective on the income–environment relationship. The analysis of the
income–environment relationship has been extended from a purely national to international perspective.

The relevance of carbon leakage from strictly regulated jurisdictions towards the jurisdictions
with lax environmental standards has been emphasized immediately after the proliferation of the EKC
hypothesis in the early 1990s by the leading environmental and resource economists [52]. Despite an
early impetus to consider the relocation of the pollution-intensive industries overseas, both theoretical
and empirical literature ignored the limitations of the purely national perspective. Empirical validation
of the inverted U-shaped income–environment relationship for the individual countries and country
groups led not only to the empowerment of the EKC to one of most cited stylized facts of the economics
discipline, but also to the establishment of the growth optimism with regards to environmental
upgrading [77]. The studies to test the pollution haven hypothesis and its antipode, the Porter effect,
evolved separately, and not in the context of the environmental Kuznets curve paradigm [16,78].

To address the challenge of merging two concepts—the inward-oriented EKC hypothesis and
the pollution haven hypothesis—this study embedded both concepts within the framework of the
structuralist paradigm of development economics [27,28,37,79]. To this end, the study set out a
simple variational model of environmental degradation. Due to its special case with respect to
the transversality conditions, the model yields tractable results in the framework of the calculus of
variations [59].

The model revealed that, at least on the theoretical level, the ratio of the absolute utility from
environmental degradation to the absolute costs related to environmental degradation, and the
elasticity of the manufacturing output with respect to environmental degradation are the determinants
of the magnitude of environmental degradation. This has two implications. First, the countries
whose manufacturing sector enjoys greater linkages from polluting activities have a greater pollution
threshold (peak pollution). Second, the countries that carry greater losses induced by environmental
degradation tend to get peak pollution at a lower magnitude of environmental degradation. The crux
of the matter is, however, the ratio of the utility to externalities related to environmental degradation.

In addition, the elasticity of the manufacturing sector value added to environmental degradation
plays an important role in terms of the actual optimal level of environmental degradation. If a one
percent increase in the magnitude of environmental degradation leads to less than a one percent
increase of the manufacturing value added, then such an economy does not experience environmental
degradation but rather environmental upgrading and follows conservation policies. If we think about
this in terms of the Solow model of economic growth, then the economies at the relatively mature
stages of economic development have low growth multiplier effects that emanate from the depletion
of environmental amenities.

The central implication of this theoretical model is not the determination of the numeric value
of the threshold of pollution but rather the recognition of the fact that countries at different stages
of economic development have different thresholds of environmental degradation. The stringency
of environmental policies is endogenous to this threshold, This result is predicated on the sectoral
interaction patterns and sectoral structure of the respective economies. This implies that the same
pollution activity could be economically and socially inappropriate for the developed settings and
desirable in the less developed settings. These differences provide a basis for the emergence of the
pollution havens.



Sustainability 2020, 12, 3880 15 of 20

The central argument against the pollution haven hypothesis is related to the small weight of the
environmental costs in the share of total costs and the significance of other factors like market and
efficiency seeking as determinants of FDI flows. The largest steel companies did not relocate from the
advanced countries to the less developed countries. The advantages of the large market size, natural
resource base, human capital etc. could countervail the disadvantage of the strict environmental
regulations. Under such conditions, deployment of advanced carbon-saving technologies makes more
sense than relocating to developing countries. This is the logic behind the Porter hypothesis [11,13,68,80].

The revolution in the time series econometrics in the late 1990s [17], and especially the
proliferation of the autoregressive distributed lag models, led to a surge of empirical assessments of
the income–environment relationship, and especially the EKC hypothesis for the individual country
cases and groups of countries [81]. None of these studies, however, accounted for carbon leakage.
The panel estimations, based on the usual fixed or random effects, mostly ignored the time series
characteristics of the underlying data, endogeneity issues and heterogeneity of the countries in the
dataset. The empirical literature on pollution havens has been employing rather fuzzy instruments to
approximate the carbon leakage.

To address all of these issues, the study employed pooled mean group estimators that account
both for nonstationarity, endogeneity and panel heterogeneity issues. In addition, the study employs,
for the first time, more precise indicators of the environmental policy stringency. pollution haven and
Porter effects [72,73].

The pooled mean group estimators provide a strong validation for the pollution haven conjecture.
Environmental policy stringency leads to carbon leakage. The limitation of the pollution haven effect
by the deployment of the novel carbon-saving technologies is rather weak. Tertiarization, per capita
income and trade openness are also drivers of carbon leakage.

The confirmation of the pollution haven hypothesis shows that environmental stringency, which
is confined to the boarders of the national state, or even regional integration blocks could lead
to sub-optimal solutions in terms of global climate change. Hence, the proposal of the European
Commission concerning the EU border carbon tax, if well designed, could contribute to the reduction of
the carbon leakage and enhance carbon-saving innovations [82]. This kind of policies has, nevertheless,
to be combined with the developmental considerations in developing and especially low-income
countries. Because of the decreasing FDI influx owing to the carbon border tax, carbon tariffs could
have negative indirect repercussions for the poverty and employment in the developing countries.

Empirical validation of the strong pollution haven and weak Porter effects shows that in reality,
the inverted U-shaped income–environment relationship is not an indication for the long-run upgrading
of environmental quality or prevention of environmental degradation. Environmental upgrading
within advanced economies could be the result of the relocation of dirty industries to the developing
areas with lax environmental standards. If so, then the net GHG-emission effect of this kind of
relocation is positive. This implies that the national EKC is just an artifact.
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Appendix A. Derivation of Equation (14)

M(−S(T), T) −C(−S(T), T) −
∂M(−S(T), T)

∂E
·E +

∂C(−S(T), T)
∂E

·E = 0

∂C(−S(T), T)
∂E

·E =
∂M(−S(T), T)

∂E
·E + C(−S(T), T) −M(−S(T), T)

∣∣∣∣∣∣÷C

∂C(−S(T), T)
∂E

E

C(−S(T), T)
= 1−

M(−S(T), T)

C(−S(T), T)
+
∂M(−S(T), T)

∂E
E

C(−S(T), T)
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L2.lnPCI2 0.345  
 (0.351)  

∂C(−S(T), T)
∂E

E

C(−S(T), T)
= 1−

M(−S(T), T)

C(−S(T), T)︸          ︷︷          ︸+
∂M(−S(T), T)

∂E
E

M(−S(T), T)

M(−S(T), T)

C(−S(T), T)︸          ︷︷          ︸
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  (0.383) 

L2D.lnPCI2  0.185*** 
  (0.0657) 

lnStringency −0.164***  
 (0.0589)  
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lnEAMPF −0.0441*  
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 (0.676)  
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∂C(−S(T), T)
∂E

E

C((18) − S(T), T)
= 1 +

M(E(t), t)

C(−S(T), T)

∂M(−S(T), T)
∂E

E

M(−S(T), T)
− 1


Table A1. Multivariate pooled mean group estimator.

(1) (2)

VARIABLES ec SR

ec −0.347 ***
(0.0576)

D.lnStringency 0.0491 **
(0.0208)

L3D.lnSERV −0.0256 **
(0.0116)

D.lnEAMPF 0.0112 *
(0.00590)

D.ln_PCI 0.698 *
(0.383)

L2D.lnPCI2 0.185 ***
(0.0657)

lnStringency −0.164 ***
(0.0589)

L3.lnSERV 0.0331
(0.0287)

lnEAMPF −0.0441 *
(0.0244)

ln_PCI −0.273
(0.676)

L2.lnPCI2 0.345
(0.351)

Constant −0.773
(0.701)

Observations . .

Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.
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Table A2. Multivariate pooled mean group estimator.

Dependent Variable: Carbon Emissions Embodies in Imports
VARIABLES ec SR

ec −0.402 ***
(0.0518)

D.lnStringency 0.0459 **
(0.0204)

LD.SERVICES 0.000265
(0.000189)

D.lnEAMPF 0.00815
(0.00506)

D.ln_PCI 0.888 ***
(0.226)

D.ln_RECYCLING −0.00308
(0.0116)

lnStringency −0.125 ***
(0.0450)

L.SERVICES −0.000525 *
(0.000302)

lnEAMPF −0.0465 **
(0.0193)

ln_PCI 0.442 ***
(0.153)

ln_RECYCLING −0.00503
(0.0186)

Constant 0.912
(0.617)

Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1.
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