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Abstract: The main factor that conditions the success of organizations is the development of prod-
ucts oriented toward customer satisfaction. An additional attribute of organizations is the use of
sustainable development rules. The use of these rules and the simultaneous desire to create high-
quality products encourage organizations to apply different methods to, for example, eliminate waste.
This study aimed to develop a method to determine the research sample size required to predict
a product’s quality level, taking into account current customers’ expectations. This method was
developed by modifying a procedure to determine the research sample size as part of the calculated
estimator of the mean value in the general population. Based on the concept of product sustainability
development, the goal of the developed method was to determine the number of potential customers
(respondents) needed to provide product requirements, which were then processed and used to
predict the quality level of the product. This method was applied to simultaneously test a number
of hypotheses, determine the test power, and detect statistically significant differences for several
relationships of the sample sizes and the test power. This was achieved using universal hypotheses
and the popular alternative-punctual (MAP) method. Testing of the proposed method showed that it
was able to predict the quality level of products based on current expectations of customers.

Keywords: quality; quality prediction; sustainability; research sample size; customer expectations;
production engineering; mechanical engineering

1. Introduction

Due to dynamic technological changes and a competitive environment, the devel-
opment of products oriented toward customers is a growing trend in the production
field [1–4]. This orientation includes customer expectations to ensure a satisfactory level of
product quality. Mentioned product quality level is referred to the compatibility of product
with customers’ requirements and it concerns only concrete intended use of the product.
The quality of product is determined, e.g., with including customers’ satisfaction, that is,
customers’ contentment from what received (current product) and what expected (future
product). In turn, the aforementioned customer expectations concern what the customers
want, believes, and expects in the context of the future. Simultaneously, pro-environmental
changes are taking place at the society level, which are mainly manifested by the use of
sustainability rules. This coexistence of aspirations to achieve high quality and sustainable
development appears to be a natural competitive action of any well-managed organi-
zation [4–6], which concerns the sustainable design of new products and improvement
of the quality level of existing products [7–11]. This process not only results in higher
satisfaction of customers and good economic results, but also, and most importantly, the
effective implementation of sustainable development [12–16]. In this context, there appears
to be a lack of a single, consistent method that allows the determination of the number of
customers from whom expectations should be obtained to predict a product’s quality level.
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A literature review of this subject indicates that methods to determine the research
sample size were used to test preconceived hypotheses [17–23]. In addition, customer
requirements have been obtained using, for example, traditional methods, such as inter-
views or survey research [24,25]. Other tools have also been used; for example, the ladder
technique to trigger customer requirements using the so-called customer attribute hierarchy
(CAH) [26,27]. The Delphi method has been used [28] to select the most important product
features according to the customer. In previous research [29], the DBC method has been
used, which allows for customers to participate in the process of product design, resulting
in modification and adjustment of the product to the customers’ requirements. Therefore,
in the context of processing and determination of products’ quality level, the main meth-
ods used have been Kansei (KE) [24,30–32], Quality Function Deployment (QFD) [33–36],
Kano [16,34,37,38], and the Bayesian Network (Naive Bayesian Classifier) [39–43]. These
methods were also integrated [31,32,34,38,44]. The use of the Kansei method (KE) [24,30–32]
included determination of the psychology of customers, and then matching customers to
Kansei words. This method was integrated with the QFD method to precisely determine
both quantitative (technical) and qualitative (emotional) requirements [31,44]. In addition,
the Kansei method was integrated with the Kano model [32] to organize product features
into categories in accordance with customer requirements. The mentioned QFD method
(Quality Function Deployment or Product Planning House of Quality (PPHOQ)) [38] has
been widely used to translate customer requirements onto the technical attributes of a
product [33–36]. For example, the authors of article [35] presented the QFD method for
ordering the importance of customer requirements, taking into account information about
the competition. Another example is article [34], in which authors integrated the QFD
method with the Kano model to quantitatively and qualitatively analyze the relation-
ship between the requirements and satisfaction of the customer. In turn, the mentioned
Kano model [16,34,37,38] has been applied to the qualitative analysis of customer require-
ments [45] and the improvement of products [46]. This approach allows identification of
attractive or mandatory requirements in accordance with customers’ needs; however, it
is not possible to identify a degree of satisfaction or dissatisfaction with the features of a
product [37]. In article [38], the authors combined the Kano model with other techniques,
i.e., rough set theory, the analytical hierarchy process (AHP) [47], and the scale method [38],
to precisely define the requirements of customers as part of the House of Quality (QFD). In
turn, the above-mentioned Bayesian network (i.e., the so-called Naive Bayesian Classifier),
is a probabilistic classifier based on independent, conditional assumptions. Examples in the
literature, e.g., [39–43], apply the Bayesian network to adjust the level of product quality
to meet customers’ requirements. Forecasting or prediction of products’ quality level has
been analyzed in which authors applied a hidden Markov chain model [16,33,36]. The aim
was to analyze the past and present customer requirements from a set of probabilities to
predict the requirements of customers. Additionally, with the same aim, the Markov chain
model was integrated with the Kano model and grey theory [16].

Following this literature review, it was concluded that previous research has deter-
mined the required number of customers [17–23]; furthermore, customers’ expectations
have been obtained and processed to determine the quality level of products (for exam-
ple: [24,25,30,34,35,38]). Methods to forecast or predict the quality level of products have
also been implemented [27,33,36]. However, these studies did not use a single, consistent
method that would allow the determination of the number of customers from whom expec-
tations should be obtained, so that a product’s quality level can be predicted. This indicates
the lack of a consistent method to determine the sample size for prediction of a product’s
quality level, taking into account customers’ expectations. Therefore, the aim of this article
is to propose a method to determine the research sample size to predict a product’s quality
level, taking into account current customer expectations. This approach results from mod-
ification of a method used to determine the size of the research sample, thus helping to
fulfil the rules of sustainable development and meet the aim of organizations to maximize
quality. Therefore, two theses were adopted:
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Thesis 1. It is possible to determine the number of customers from whom expectations should
be obtained and processed to predict a product’s quality level, taking into account customers’
expectations. This prediction encompasses both actual and modified product quality levels.

Thesis 2. It is possible to determine the sample size required to predict the product quality level
taking into account customers’ expectations, in addition to determining the sample size to test a
number of hypotheses, providing a test power for this sample size, and detecting the statistically
significant differences for several relationships between this sample size and the test power.

To verify these theses, a test was undertaken of the proposed method for predicting a
product’s quality product level taking into account current customers’ expectations.

This method is ideal for the topic under investigation, because is a single method
that allows to addiction the sample size into the modification of product attributes, and
customers’ satisfaction from quality product level for these modifications in the context of
predicting future design product changes.

2. Methods

By referring to accepted theses, modification of the existing method of sample size
determination, in which the mean value of the general population (i.e., arithmetic mean of
the sample) is calculated, was undertaken [48,49]. This was because the estimator met the
attributes required to determine the sample size, i.e., compliant, unbiased, effective, and
sufficient [48]. The modification of the method of sample size determination considered
a number of factors, namely, universal hypotheses, the method of choosing variables,
and determination of the relationships of these variables to verify hypotheses. Then,
the method to determine the product’s quality level was used, namely, the alternative-
punctual (MAP) method. The product quality level determined in this manner was then
included in the method of sample size determination. Additionally, modification consisted
of simultaneously determining the sample size to test a number of hypotheses, provide
a test power for this sample size, and to detect statistically significant differences for
several relationships between the sample size and the test power. This approach allows the
determination of the customer sample size required to predict a product’s quality level,
taking into account customer expectations. Thus, it was possible to determine the number
of customers from whom expectations should be obtained and processed, to allow the
product’s quality level to be predicted, for which this prediction is realized based on actual
and modified product quality level. The proposed method of sample size determination
includes five main stages (Figure 1).

2.1. Determine the Aim

The first step is to determine the aim of the entity applying the proposed method.
The aim should be determined as part of the calculation of the sample size to predict
the product quality level taking into account customers’ expectations. Furthermore, the
aim should include the possibility of simultaneously determining the sample size to test
hypotheses, provide a test power for the sample size, and to detect a statistically significant
difference for several relationships between the sample size and the test power. In this case,
relationships are understood to exist between the current product quality level and the
level resulting from the modified attributes of the product. In this process, it was necessary
to use the SMART method, which is illustrated in the relevant literature, e.g., [50].
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2.2. Determine the Values of Statistical Measures

The second step is to determine the selected statistical measures. These measures
are determined by the entity applying the proposed method. According to authors of
previous research [17–23], it was assumed that it is necessary to determine the values of
the following statistical measures:

• The significance level (α) (the probability of making a type I error);
• The probability of making a type II error (β);
• The power of the statistical test (µ = 1 − β);
• The accuracy of analysis results (the so-called error of respect) (d).

The indicated statistical measures are used to verify research hypotheses, about which
two types of errors may be made. The probabilities of these errors are represented as α

and β [20]. The significance level (α), i.e., the probability of making a type I error (α),
refers to the incorrect confirmation of an alternative hypothesis (i.e., H1) [18,22,23]. By
comparison, the probability of making a type II error (β) refers to the detection efficiency
of the incorrect alternative hypothesis (H1), for which negation is the null hypothesis
(i.e., H0) [18]. Recognizing that the null hypothesis is unlikely provides the basis for
adopting an alternative hypothesis, which is the intention of the process of statistical
hypothesis verification [18]. This process of verification of statistical hypotheses, in which
the null hypothesis is the opposite of the alternative hypothesis, is considered to be reject-
confirmatory testing (OP) [20]. This decision making is presented in Table 1.

Table 1. Making decisions while verifying hypotheses. Own study based on [18].

Hypothesis—Probability

H0 H1

Decision about
choice of hypothesis

H0
Correct acceptance H0

1-β
Type II error

β

H1
Type I error

α

Correct rejection H0
1-α

Therefore, the entity applying the proposed method first determines the significance
level (α). It is possible to set the significance level equal to 0.10, 0.05, 0.01, or 0.001 [18], and
the choice is dependent on the entity applying the method. The lower the significance level,
the more difficult it is to reject the null hypothesis (H0). Therefore, a significance level equal
to 0.01 or 0.001 is preferred for demanding analysis, e.g., in medical research [17,18]. As
indicated by the authors of works [17,18,21,22], a significance level of α = 0.05 is preferred
because this value represents a compromise between the possibilities of error and the
effectiveness of applying statistical testing.

The entity applying the method then determines the probability of making a type
II error (β) and the power of the statistical test (µ = 1 − β), which refers to the test’s
ability (in terms of probability) to identify an incorrect null hypothesis (H0) when it is
actually unlikely [19,23]. It is assumed that a large difference between the value in the
null hypothesis (H0) and the postulated value in the alternative hypothesis (H1) increases
the test power compared to the case of small differences [18]. Because statistical tests
are significance tests in practice, and do not control the probability of a type II error (β),
this probably should not be high. Because the minimum power of the statistical test is
µ ≥ 0.8 [20,21,23], the probability of a type II error (β) should be determined to be β ≥ 0.2
(which results from the dependence: µ = 1 − β) [18,20,23].

The entity applying the proposed method then determines the accuracy of the analysis
results (the so-called error of respect) based on previous research [18,51]. In this case,
the accuracy of the product quality level (actual and modified) and the accuracy of the
assessment of the product’s attributes are determined a priori.

Subsequently, for the adopted values of the statistical measures, statistical tables are
necessary to determine [17,52,53]:
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• The confidence level (p = α − 1);
• The critical values of the normal standardized distribution (αu);
• t-statistics with Student’s t-distribution and n-1 degrees of freedom (αt);

which, as indicated in previous research [17–21], are necessary to determine the
sample size.

Based on the values of these statistical measures it is possible to verify the accepted
theses. Following the determination of the values of these statistical measures, the next
step of the proposed method can be undertaken.

2.3. Establish Hypotheses and Select Variables to Verify Hypotheses

The third step of the proposed method is to establish research hypotheses and vari-
ables to verify these hypotheses. The hypotheses are established by the entity applying the
method in the context of the aim of the research [18,20]. Based on this aim, the current au-
thors propose the adoption of three alternative hypotheses and their opposite hypotheses.

The first hypothesis refers to the detection of statistically significant differences in
product quality level depending on its modification:

• H0: There is no difference in the quality product level when the product is modified.
• H1: There is a difference in the quality product level when the product is modified.

The second hypothesis refers to the detection of statistically significant differences in
the case of customers’ assessments of product modification:

• H0: There is no difference in the evaluation of product modification.
• H1: There is a difference in the evaluation of product modification.

As part of the third hypothesis, it is proposed to verify the statistically significant
difference between the number of observations available to the entity applying the method
at a given moment, and the number of observations required to obtain the product quality
level with the accepted accuracy as part of ensuring the required test power:

• H0: There is no difference in the actual and required number of observations to ensure
the accepted accuracy of the product quality level and the test power.

• H1: There is a difference in the actual and required number of observations to ensure
the accepted accuracy of the product quality level and the test power.

It was assumed that the proposed hypotheses would allow for the verification of
statistically significant differences and the prediction of the level of a product’s quality,
taking into account customer expectations. However, these hypotheses are not a rule and
can be modified depending on the needs of the entity applying the proposed method.
Subsequently, based on the constructed hypotheses, the entity applying the proposed
method chooses the number and type of variables to ensure the research hypotheses can be
verified; for example, the choice of variables is characterized in the article [54]. This applies
to the determination of independent (explanatory) variables and dependent (explained)
variables. The independent variables are those that are controlled and that may influence
dependent variables. By compaison, the dependent variables are those whose values are
measured [54]. In the analysed context, the dependent variable is the product quality level,
and the independent variables are those relating to product modification. Based on the
established research hypotheses and the selected variables, the next stage of the proposed
method can be implemented.

2.4. Calculate the Quality Product Level

The fourth stage of the method is to calculate the product quality level. The product
quality level can be calculated by any appropriate method; commonly used methods include
Quality Function Deployment (QFD) [33–36], integrated Fuzzy Analytical Hierarchy Process
(FAHP) and quality–cost analysis [55], the Formalized Punctation (PS) method [56], or the
alternative-point method (the MAP method, also called the Czechowski method) [57–59].
The choice of method to calculate the product quality level depends on the entity applying
the proposed method. As part of the test of the method for determining the sample size, it
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is proposed to use the uncomplicated MAP method (Czechowski’s method), which has
been applied to calculate the product quality level, taking into account the importance of
the criteria [57–59]. The process of calculating the product quality level using the MAP
method is presented in six steps.

2.4.1. Group of Product Attributes

The first step is to group all of the product attributes selected by the entity applying
the method to determine the quality product level. Any number of attributes of the product
can be chosen, during brainstorming (BM) or by using the multiple-voting technique, as
shown in [47]. Then, to group product attributes, it is necessary to make assessments of the
importance of these attributes. This assessment can be done in a subjective manner by the
entity applying the method (i.e., experts) [57,58]. However, in the context of determining
the product quality level taking into account customers’ expectations, the importance of
the attributes should be determined based on customers’ assessments [4–6]. To achieve this
aim, survey research can be conducted [24,25]. Assessment of the importance of product
attributes can be undertaken using Saaty scales (i.e., 1–9 or 1–7) [47], the commonly used
Likert scale [60], or another scale chosen by the entity applying the method. Then, the
ratings provided by customers to product attributes are used to group individual product
attributes according to their importance. In accordance with the MAP method, the grouping
of product attributes can be performed for a group of attributes, i.e., critical (k), important
(w), moderately important (s), and not very important (m). However, it is preferable to
identify a group of critical attributes with a group of important attributes. This is due to
the need to interpret critical attributes as being absolutely necessary [57,58].

As part of the grouped product attributes, the average value from all customer assess-
ments is determined for each attribute (1) [17]:

x =
∑n

i=1 xi

n
(1)

where:
xi is the value of variable for the i-th element of the general population selected for

the sample,
n is sample size.
The arithmetic mean was used because it is an unbiased estimator [48,49], and has the

highest reliability of the value of an expected random variable when the number of events
is sufficiently large (>100) [17] or the variable distribution is normal. In the case when the
entity applying the method has a small number of observations or the distribution is not
normal, e.g., there are outliers, the median may provide more reliable results [49].

Then, it is possible to group the product attributes into groups: important (w), mod-
erately important (s), and not very important (m). For this purpose, the maximum (xmax)
and minimum (xmin) average values of all of the values are determined. Subsequently,
the quotient of the obtained maximum and minimum values to the number of groups of
attributes is calculated (2):

z =
xmax − xmin

ng
(2)

where:
z is the value that determines the extent to which the attribute belongs to the group,
xmax is the maximum rating value,
xmin is the minimum rating value,
ng is the number of attribute groups.
Then, in order to determine the range of attribute belonging to the group, the following

formulas are used (3–4):

zwi = xmax − z; zsi = zwi − z; zmi = zsi − z; where : zmi = xmin (3)
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zw ∈ 〈xmax; zwi〉zs ∈ (zwi ; zsi >zm ∈ (zsi ; zmi > (4)

where:
zwi is the value determining the extent to which the attributes belong to impor-

tant groups,
zsi is the value determining the extent to which the attributes belong to moderately

important groups,
zmi is the value determining the extent to which the attributes belong to not very

important groups,
z, xmax and xmin is as above,
zw is the scope of belonging of attributes of important groups,
zs is the scope of belonging of attributes of moderately important groups,
zm is the scope of belonging of attributes of not very important groups.
After determining the scope of belonging (zw, zs, zm), the attributes of the product are

grouped. Then, the number of product attributes in the groups is determined, taking into
account fixed attribute weights according to the MAP method, i.e., 50:10:1 for important,
moderately important, and not very important, respectively.

2.4.2. Calculation of Current Quality Product Level Indicator

The second step is the calculation of the current quality product level indicator (Qo).
This indicator is calculated by the entity applying the method for each observation (i.e., for
assessments by each customer). The indicator Qo refers to the situation in which the product
attributes fully meet the customer’s expectations. According to the authors of works [57,58],
the indicator of the current product quality level is determined by Formula (5):

Qo= 50nw + 10ns + 1nm (5)

where:
nw is the number of product attributes in the important group;
ns is the number of product attributes in the moderately important group;
nm is the number of product attributes in the not very important group;
50; 10; 1 is fixed attribute weights according to the MAP method.
After calculating the indicator of the current product quality level, it is possible to

perform the next step of the method.

2.4.3. Determine of Level of Meeting Customer Expectations by Product Attributes

The third step is to determine the level of meeting customer expectations by product
attribute (qs). This level is determined by the entity applying the proposed method, based
on the scale of meeting customer expectations by product attribute, as shown in Table 2.

Table 2. Interpretation of the product quality compliance level. Own study based on [57].

Interpretation of the Product Quality Compliance Level Numerical Range of the
Quality LevelVerbal Interpretation Numerical Interpretation

Bad 9 <0; 0.1)
Critical 8 <0.1; 0.2)

Unfavorable 7 <0.2; 0.3)
Unsatisfactory 6 <0.3; 0.4)

Sufficient 5 <0.4; 0.5)
Moderate 4 <0.5; 0.6)

Satisfactory 3 <0.6; 0.7)
Beneficial 2 <0.7; 0.8)

Distinctive 1 <0.8; 0.9)
Excellent 0 <0.9; 1>
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According to works [57,58], the current authors propose determining the level of
product quality compliance at a minimum level of 0.6, which is a satisfactory level. How-
ever, the final decision on whether the product quality level is met depends on the entity
applying the method.

2.4.4. Determine the Number of Product Attributes that Do Not Meet
Customer Expectations

The fourth step is to determine the number of product attributes that do not meet
customers’ expectations [57,58]. The cardinality is determined by the entity applying
the proposed method for each observation (i.e., for assessments by each customer). The
cardinality is determined based on the level of product quality compliance (Section 2.4.3).
The number of product attributes that do not meet customer expectations should be
categorized into groups of product attributes (important, moderately important, not very
important). Then, the entity applying the method (for each attribute of the product)
compares the current product quality indicator (Qo) (calculated in Section 2.4.2) with the
level of product quality compliance (qs) (Section 2.4.3), using Dependence (6):

if Qo ≥ qs product attribute meets the customer expectations and ∈ (mw; ms; mm)
if Qo < qs product attribute does not meets the customer expectations and ∈ (mw; ms; mm)

(6)

where:
Q0 is the indicator of current quality product level;
qs is the level of product quality compliance;
mw is the number of important product attributes that the product does not meet;
ms is the number of moderately important product attributes that the product does

not meet;
mm is the number of not very important product attributes that the product does

not meet.
Then, it is possible to carry out the next step of the method.

2.4.5. Calculation of Actual Product Quality Level Indicator

The fifth step is the calculation of the actual product quality level indicator (Qi), which
is the indicator that includes the attributes that do not meet customer expectations [57,58].
This indicator is calculated by the entity applying the proposed method for each observation
(i.e., for assessments by each customer). According to authors of works [57,58], it is
necessary to use Formula (7):

Qi = 50(nw −mw) + 10(ns −ms) + (nm −mm) (7)

where:
nw is the number of product attributes in the important group;
ns is the number of product attributes in the moderately important group;
nm is the number of product attributes in the not very important group;
mw is the number of important product attributes that the product does not meet;
ms is the number of moderately important product attributes that the product does

not meet;
mm is the number of not very important product attributes that the product does

not meet;
50; 10; 1 is fixed attribute weights according to the MAP method.
After calculating the actual product quality level indicator, it is possible to perform

the next step.

2.4.6. Calculation of Comparable Product Quality Level Indicator

The sixth step of the method is the calculation of the comparable product quality
level indicator (qi) [57,58]. This indicator is calculated by the entity applying the proposed
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method using Formula (8), i.e., the quotient of the actual product quality level indicator
(Qi) and the current quality product level indicator (Qo) [57,58]:

qi =
Qi
Qo

(8)

where:
Qi is the actual product quality level indicator;
Qo is the current quality product level indicator.
The comparable product quality level indicator is calculated for each observation

(i.e., for assessments by each customer). In accordance with the assumptions of the MAP
method, the qi indicator has values with the range 0 ≤ qi ≤ 1 [57,58]. If the resulting
value qi does not fall within the range 0 ≤ qi ≤ 1, the process of quality product level
determination should be repeated from Section 2.4.1. The process should be repeated until
the calculations are correct.

The values of qi represent the product quality level required by customers. Interpreta-
tion of this indicator is shown in Table 2 (in Section 2.4.3). Therefore, based on values of
the qi indicator, the minimum value of the sample size to predict the product quality level,
taking into account customers’ expectations, was assumed.

2.5. Determine the Sample Size

The fifth stage is to determine the research sample size that allows the prediction
of the product quality level taking into account customers’ expectations. Following the
authors of works [17,18,61], it was necessary to determine selected values of measure of
central tendency, spread, and confidence interval. Additionally, as part of the method,
the process of determining the sample size was modified. The process of calculating the
sample size is presented using both a traditional approach (mathematical equations) and
Statistica 13.3. This stage is presented in three steps.

2.5.1. Determine Measures of Central Tendency and Dispersion

The first step for the entity applying the proposed method is to determine the selected
measures of central tendency and dispersion. The values necessary to calculate the sample
size are [17,18,61]:

• The current sample size (n);
• The sample mean (x);
• The sample variance (s2);
• The sample standard deviation (s).

These measures of central tendency and dispersion are characterized in the literature,
e.g., [17].

The current sample size (n) represents the number of samples available to the entity
applying the method, at the time of determining the sample size, to predict the product
quality level taking into account customer expectations.

Then, the entity calculates for each variable (selected in Section 2.3) the sample mean
(x) using Formula (9) [17]:

x =
∑n

i=1 xi

n
(9)

where:
xi is the value of variable for the i-th element of the general population selected for

the sample;
n is sample size.
Then, the entity applying the method calculates for each variable (selected in Section 2.3)

the sample variance (s2) using Formula (10) [17]:

s2 =
∑n

i=1(xi − x)2

n− 1
(10)
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where:
xi is the value of variable for the i-th element of the general population selected for

the sample;
x is the sample mean;
n is the current sample size.
Then, it is possible to calculate the sample standard deviation (s) for each variable

selected in Section 2.3. The sample standard deviation (s) is calculated by the entity
applying method using Formula (11) [17]:

s =
√

s2 (11)

where:
s2 is the sample variance.
The indicated values can be calculated using Statistica 13.3. (via basic statistics or

descriptive statistics) [18,20]. Then, it is possible to perform the next step of the method.

2.5.2. Determine the Confidence Interval for Mean and Determine the Sample Size

The second step is to determine the confidence interval (CI) for the mean and reach a
conclusion about the sample size. The confidence interval is a statistic used to determine the
true result with an assumed probability [61]. The confidence interval is determined for each
variable selected in Section 2.3 to calculate the unknown parameters of the population with
an assumed probability, i.e., the confidence level (p = 1 − α) (assumed in Section 2.2). The
confidence interval is determined for the mean value resulting from the method, which
was used to modify part of the calculation of the estimator of the mean value of the general
population (i.e., the arithmetic mean of the sample) [48,49]. In the case in which the mean
of the population is unknown, by assuming that the sample size is large, i.e., n > 100 [17,21],
the confidence interval can be determined be taking into account the sample standard
deviation (12) [17]:

x− ∝u × s√
n

< µ < x + ∝u × s√
n

(12)

where:
x is the sample mean (calculated in Section 2.5.1);
s is the sample standard deviation (calculated in Section 2.5.1);
αu is the critical values to normal standardized distribution (determined in Section 2.2);
n is the sample size (determined in Section 2.5.1).
Subsequently, the entity applying the method can make a decision about the sample

size. The entity thus considers whether the current research sample size has ensured the
accuracy of the analysis results (d) for the assumed significance level (α).

Following [17], it was assumed that the required range of the confidence interval is
determined as (13):

µ = 2d (13)

where:
µ is the span of confidence interval;
d is the accuracy of analysis results (d) (determined in Section 2.2).
Because the range of the confidence interval is determined for each variable selected

in Section 2.3, it was considered that inference should be undertaken for two cases:
Case 1. When at least one of the determined confidence intervals (as part of testing

several hypotheses) does not belong to the required confidence interval, then it is necessary
to determine the number of additional observations (nd) required in the sample to achieve
the desired test power.

Case 2. When all of the determined confidence intervals (as part of testing several
hypotheses) belong to the required confidence interval, then it is necessary to determine
(as part of testing research hypotheses), whether the current sample size will achieve the
assumed test power.
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The applications of these cases are shown in the next step of the method.

2.5.3. Calculation of Required Sample Size

The third step is to calculate the required sample size to predict the product quality
level taking into account customers’ expectations. To test the method, two techniques are
proposed to calculate the required sample size, i.e., the traditional approach (mathematical
equations) or using the tools of Statistica 13.3. This step is performed by the entity applying
the method as appropriate for case 1 or case 2.

Procedure for the Occurrence of the First Case:

If the entity concludes that at least one of the determined confidence intervals (as part
of testing several hypotheses) does not belong to the required confidence interval, then it is
necessary to present the confidence interval as a sample size function [17], for which the
confidence interval and accuracy are calculated from Formulas (14) and (15). Furthermore,
the required number of observations in sample n0 that results in a confidence interval that
is not greater than an assumed range equal to 2d, is determined from Formula (16) [17]:

x− d < µ < x− d (14)

d = ∝t
s√
n

(15)

n0 = ∝t2s2

d2 (16)

where:
µ is the span of confidence interval;
x is the sample mean (calculated in Section 2.5.1);
d is the accuracy of analysis results (d) (determined in Section 2.2);
αt is t-statistics with Student’s t-distribution and n-1 degrees of freedom (determined

in Section 2.2);
s is the sample standard deviation (calculated in Section 2.5.1);
n is the sample size (determined in Section 2.5.1);
n0 is the required number of observations in sample.
After determining the required number of observations in the sample (n0), which

is not greater than the current sample size (n), it is possible to determine the additional
number of observations in the sample (17) [17]:

nd = n0 − n (17)

where:
nd is the number of additional observations in the sample;
n0 is the required number of observations in the sample (calculated according to

Formula 16);
n is the sample size (determined in Section 2.5.1).
Then, it is possible to check if the number of observations in the sample achieves

the desired test power. For this purpose, it is proposed to use computer tools, i.e., Statis-
tica 13.3. [18,20], as shown in the next section.

Procedure for the Occurrence of the Second Case:

If the entity applying the method concludes that all of the determined confidence
intervals (as part of testing several hypotheses) belong to the required confidence interval,
then it is necessary to determine (as part of testing research hypotheses) whether the
current sample size (n0) can achieve the assumed test power. For this case, the advanced
and multidimensional tools of Statistica are used, i.e., test power analysis [18,20]. In the
context of research about the determination of sample size (adopting the three hypotheses
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presented in Section 2.3), Student’s t-test is commonly applied for one and two means,
separately [21,54,62]. For this purpose, it is necessary to determine the parameters shown
in Figure 2.
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The measure of the population mean (δ) refers to the accuracy of the analysis results
(i.e., estimation error of the analyzed value compared the real value), and requires cal-
culation of the potential difference between the average value and the actual value. The
measure of population mean (δ) is determined by Formula (18) [18]:

δ = ±dx (18)

where:
δ is the population mean;
d is the accuracy of analysis results;
x is the sample mean for the variable.
In the context of determining the null population mean (δ0) and the null hypothesis,

following [18], the following hypotheses were assumed: H0: δ0 = 0 and H1: δ0 6= 0, wherein
the null population mean has value δ0 = 0. Following [17], it was also assumed that the
null hypothesis is a two-sided hypothesis (H0 = H1). This assumption was based on the
following hypotheses:

• Student’s t-test for one mean: H0: δ = δ0 and H1: δ 6= δ0;
• Student’s t-test for two means, dependent samples: H0: δ1 = δ2 and H1: δ1 6= δ2;

where:

δ, δ1, δ2 is the population mean;
δ0 is the null population mean.

The value of correlation can be determined using the tools of Statistica 13.3. (via basic
statistical–correlation matrices). The significance level (α) and target power are the same
as the measures determined in Section 2.2, and the sample standard deviation (s) was
calculated in Section 2.5.1. After determining the values of all measures, it is necessary
to enter these values into Statistica 13.3. (in: test power analysis), initiate a test run, and
estimate the required sample size.

The number of determined sample sizes, taking into account the achievement of the
required test power, is equal to the number of defined research hypotheses. First, it is
necessary to verify that, given the power of the statistical test, the current sample size
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is greater than or equal to each of the sample sizes that were calculated as part of the
hypothesis verification:

• If the current sample size is greater or equal to each of the obtained sample sizes,
it can be concluded that the current sample size achieves the assumed test power
for verifying the research hypotheses. This sample size is sufficient to predict the
product quality level taking into account customers’ expectations; thus, the process of
determination of the sample size can be stopped (19) [17]:

n = n0 (19)

where: n is the current sample size; n0 is the required number of observations in
sample.

• If the current sample size is less than at least one of the obtained sample sizes, it can
be concluded that current sample size does not allow the assumed test power to be to
achieved for verifying the research hypotheses. Then, the required sample size (n0)
that allows the established research hypotheses to be verified is the maximum sample
size (nmax) among all of those analyzed (20):

n0= nmax, where nmax ∈ {n, n1, n2, . . . , nn} (20)

where: n0 is the required number of observations in sample; nmax is the maximum
sample size among all sample sizes; n is the current sample size; n1, n2, . . . , nn is the
required sample size as part of the verification of the adopted research hypotheses.

The determination that the required sample size is the largest sample size among all
of those analyzed is confirmed by the fact that, as the sample size increases, the power of
the test increases [18]. The process ends when all assumptions of the method are met and
the sample size is sufficiently large.

3. Results

The method to determine the sample size was modified for this research, which con-
cerns the prediction of a product’s quality level, taking into account customers’ expectations.
In this research, the predicted product quality level is estimated based on the current and
modified product quality, and the customers are buyers or potential buyers of the product.
To account for customers’ expectations, following [24,25,36], survey research was under-
taken to obtain the assessments of the importance of the product attributes, and the current
and modified product quality level. To determine the current level of the product quality,
the customers in the survey assess the product in its existing physical state (i.e., selected
product attributes) using a Likert scale [60]. When determining the levels resulting from
product modification (i.e., modification of selected product attributes), again using the Lik-
ert scale [60], the surveyed customers assess the proposed changes in the product attributes.
The aim of distinguishing between the attributes of the current and modified products is to
predict the product’s quality level and to ensure that it satisfies the customers’ expectations.
To determine the level of product attributes at which the customers’ expectations were
satisfied, the preferred Kolman scale was adopted (Table 2) [57,58]. Following [57,58], a
value of 0.6 was assumed as the boundary at which the satisfactory and unsatisfactory levels
of the product’s quality could be determined. The range of <1; 0.6> represents the satisfactory
level, comprising the levels of moderate, satisfactory, beneficial, distinctive, and excellent.
Furthermore, the unsatisfactory product quality level refers to the range (0.6; 0>, and com-
prises the levels sufficient, unsatisfactory, unfavorable, critical, and bad. To determine product
quality levels, statistical tests using Statistica 13.3 were carried out, and the uncomplicated
MAP method was used [57–59], which allowed the importance of product attributes to be
included. This made it necessary to determine the size of the research sample. For this
purpose, the modified method to determine the research sample size presented in this article
was developed. When testing the proposed method, a research sample of n = 157 customers
was used. Based on the method and following [17,18,20–22,51–53], the statistical measures
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noted previously were estimated. The statistical measures used in the research are shown
in Table 3.

Table 3. Estimated statistical measures.

Mark Statistical Measure Value

α
the significance level (α) (the probability

of making a type I error) 0.05

α − 1 the confidence interval 0.95

αu
the critical value to normal standardized
distribution which meets the condition:

P{−∝u < ∝u} = 1− ∝
1.960

αt value of t-statistics with t-Student
distribution and n-1 degrees of freedom 1.960

d1
the accuracy (so-called error of respect)

for quality product level 0.05

d2
the accuracy (so-called error of respect)

for assessments product attributes 0.5

β the probability of making a type II error ≤0.2
µ = 1 − β the power of statistical test ≥0.8

Then, the research hypotheses and variables for testing these hypotheses were as-
sumed (as shown in Section 2.3). Then, in accordance with Section 2.4, the product quality
level was calculated using the MAP method [57–59]. First, to determine the product quality
level, all attributes of the product were grouped. Twenty-two product attributes were
used to calculate the product quality level. For this purpose, the arithmetic mean value of
all customers’ assessments was calculated using Formula (1) for each analyzed product
attribute (Table 4).

Table 4. The mean values of the assessments of product attributes.

Attribute A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11

x 4.07 4.04 4.21 3.73 4.13 2.89 3.40 3.68 3.79 3.27 3.10
Attribute A12 A13 A14 A15 A16 A17 A18 A19 A20 A21 A22

x 2.45 2.99 3.20 3.35 2.86 2.62 3.78 3.47 3.75 4.06 2.66

Then, the maximum (xmax) and minimum (xmin) mean values from all obtained values
were determined, where xmax = 4.21 and xmin = 2.45. Next, the quotient of the obtained
maximum and minimum values to the number of groups of attributes was calculated using
Formulas (2) and (21):

z =
4.21− 2.45

3
z = 0.59 (21)

Then, using Formulas (3) and (4) the scope of the attributes belonging to groups was
determined (22)–(23):

zwi = 4.21− 0.59 = 3.62zsi = 3.62− 0.59 = 3.04zmi = 3.04− 0.59 = 2.45 (22)

zw ∈ 〈4.21; 3.62〉zs ∈ (3.62; 3.04 >zm ∈ (3.04; 2.45 > (23)

where all marks are the same as in Formulas (3) and (4).
After grouping all of the product attributes into groups (important, moderately impor-

tant, and not very important), the number of these attributes in each group was determined
(Table 5).
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Table 5. The number of product attributes in each group.

Marks and Weights of Attributes Product the Number of Attributes in Groups

mark description weight number

nw
number of product attributes in

important group 50 5

ns
number of product attributes in

moderately important group 10 11

nm
number of product attributes in

not very important group 1 6

Then, using Formula (5), the current product quality level indicator (Qo) was calcu-
lated (24):

Qo= 50× 5 + 10× 11 + 1× 6Qo = 366 (24)

The indicator of the current product quality level was equal to Qo = 366. Next,
following [57,58], the level at which customer expectations by product attribute was
considered to be satisfactory was set, i.e., qs = 0.6. For this reason, based on the assumed
satisfactory level (qs = 0.6), the number of product attributes that did not meet customers’
expectations was determined (i.e., mw, ms, mm, as shown in Section 2.4.4). Then, using
Formulas (7) and (8), the actual product quality level (Qi) and comparable product quality
indicator were calculated (qi). Because the calculation was performed for the sample size
n = 157, Table 6 shows only a fragment of the obtained results.

Table 6. An fragment of the obtained results.

Observation
Number mw ms mm Qi qi

1 0 2 1 345 0.94
2 1 1 0 306 0.84
3 0 0 0 366 1.00
4 0 3 0 336 0.92
5 1 4 3 273 0.75
6 0 0 1 365 1.00
7 0 0 2 364 0.99
8 0 0 1 365 1.00
9 0 2 0 346 0.95

10 1 2 2 294 0.80
157 0 0 1 365 1.00

It was concluded that the calculation was correctly realized and the results were fully
consistent, because the comparable product quality indicator (qi) for each observation was
in the range of the MAP method, i.e., <0; 1> [57,58]. For each variable (quality product
level and two product modifications), Formulas (9)–(11) were used to calculate the values
of the measures of central tendency and dispersion (Table 7).

Table 7. The values of measures of central tendency and dispersion for the analyzed variables.

Measure Quality Product Level Modification 1 Modification 2

the sample size (n) 157 157 157
the sample mean (x) 0.88 3.60 4.45

the sample variance (s2) 0.04 2.23 1.08
the sample standard

deviation (s) 0.19 1.50 1.04

Then, using Formula (12) and the adopted values of statistical measures, the confi-
dence interval was determined for each of the analyzed variables, i.e., for product quality
level (25), the first modification of the product (26), and the second modification of the
product (27):
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0.88− 1.960× 0.19√
157

< µ < 0.88 +
1.960× 0.19√

157
0.85 < µ < 0.91LL − UL = 0.91− 0.85 = 0.06 (25)

3.60− 1.960× 1.50√
157

< µ < 3.60 +
1.960× 1.50√

157
3.37 < µ < 3.83LL − UL = 3.83− 3.37 = 0.47 (26)

4.45− 1.960× 1.04√
157

< µ < 4.45 +
1.960× 1.04√

157
4.29 < µ < 4.61LL − UL = 4.61− 4.29 = 0.33 (27)

where:
LL is upper bound of the confidence interval;
UL is lower bound of the confidence interval.
Subsequently, it was determined if the current research sample size ensured the

accuracy of analysis results (d) was achieved for the assumed the significance level (α).
For this purpose, Formula (13) was used to calculate the range of the confidence interval
for each variable. Then, it was found that each of the confidence intervals belongs to the
required spread of the confidence interval (28)–(30):

Quality product level :
µ = 0.1 ≥ 0.06

(28)

Modification of 1 product :
µ = 1 ≥ 0.47

(29)

Modification of 2 product :
µ = 1 ≥ 0.33

(30)

Then, it was determined that the current sample size allowed the assumed test power
to be achieved. For this purpose, Statistica 13.3. and Student’s t-test (for one mean and for
two means) were used. The results are shown in Table 8; Table 9.

Table 8. Student’s t-test for one mean—sample size.

Parameter Quality Product Level

Null population mean (δ0) 0.00
Population mean (δ) 0.04

Standard deviation in population (σ) 0.19
Standardized effect (Es) 0.21

The probability of making a type I error (α) 0.05
Target power 0.80

Power for the required sample size 0.80
Sample size required (n0) 180.00

Table 9. Student’s t-test for two means—sample size.

Parameter Quality Product Level and
Modification of 1 Product

Modification of 1 Product and
Modification of 2 Product

Average in population (δ1) 1.80 2.23
Average in population (δ2) 0.04 1.80

Standard deviation in population (σ1) 1.50 1.04
Standard deviation in population (σ2) 0.19 1.50

Correlation between groups 0.33 0.35
Error std. for the difference of means 1.45 1.50

Standardized effect (Es) 1.21 0.29
The probability of making a type I error (α) 0.05 0.05

The critical value of t 2.36 1.98
Target power 0.80 0.80

Power for the required sample size 0.84 0.80
Sample size required (n0) 8.00 98.00
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As result, three different values of the sample size were obtained (i.e., n1 = 180,
n2 = 8, n3 = 98). Because the current sample size (n = 157) was less than one of the obtained
sample sizes (i.e., n1 = 180), it was concluded that the current sample size does not allow the
adopted test power to be achieved in the verification of the research hypotheses. Therefore,
using Formula (20), the required sample size (n0) was determined based on the maximum
sample size (nmax) of all of analyzed values (31):

n0= 180, where nmax ∈ {157; 180; 8; 98} (31)

where:
n0 is the required number of observations in the sample;
nmax is the maximum sample size of all of the analyzed values (sample sizes).
The analysis was concluded at this stage because, according to the authors of [18], as

the sample size increases, the test power increases.

4. Discussion

The main determinant of an organization’s success is consideration of customers’
expectations to ensure a satisfactory level of product quality [4–6,63–66]. This refers to
undertaking sustainable development actions, i.e., obtaining, processing, and determining
the product quality level [6,11,12]. In this manner, it is possible to improve, for example,
current products, and to predict their quality level, taking into account customer satis-
faction [5,14,67]. Realization of these actions in an effective manner is problematic in, for
example, plan and control processes [11] in series production, in which it is necessary
to analyze and simultaneously include different expectations and preferences of a large
number of customers [9]. Therefore, the aim of the article was to propose a method to
determine the research sample size to predict the product quality level, taking into account
current customer expectations. This method resulted from the modification of the method
for determining the size of the research sample. After testing of the method, the validity of
the adopted research theses was confirmed.

Therefore, the main predicted benefits of the proposed method are as follows:

• Determination of the number of customers as part of assessing customers’ expectations
about the product quality level, which may be obtained by any method, e.g., survey,
questionnaire, interview [24,25];

• Processing of obtained expectations by any method (for example, the MAP method) [57–59]
to determine the number of customers required to predict the product quality level based
on the current and modified product quality levels;

• Determination of the number of customers to test research hypotheses as part of the
prediction of the product quality level (as shown in Section 2.3);

• Determination of the number of customers while ensuring the test power for this
sample size, and detection of statistically significant differences between several
relationships for this sample size and test power, as shown in Section 2.3, i.e., product
quality level, the modified product, and two different product modifications;

• Use of the method in the context of predicting customers’ expectations about the
quality of any product.

In the context of series production mentioned above, an advantage is the identifi-
cation of possible solutions relating to existing products, thus adapting and predicting
product quality while taking into account customer expectations. Then, these organi-
zations can gain a competitive advantage as part of fulfilling the assessed expectations
using their production capabilities [2,13], which can be implemented at the product design
stage [2,6,7,14]. This procedure not only results in higher satisfaction among customers, and
improved economic results, but also leads to the effective implementation of sustainable
development. Another advantage of the proposed method for the entity concerned is the
possibility of alternative use of mathematical formulas or Statistica 13.3 to determine the
sample size. The choice of technique to determine the sample size is open and depends on



Sustainability 2021, 13, 5542 19 of 22

the preference of the individual entity. Additionally, the method has business implications,
e.g., is a low costed tool for supporting preparatory activities of organizations as part of
improving quality of product, by which it is possible in advance to determine the number
of customers, who will be allowed to precisely determine satisfactory changes of product
design. Nonetheless, a limitation of the proposed, modified method is that it refers to a
situation in which the entity has an initial research sample (of any size) [48,49].

As part of subsequent research, it is planned to extend the proposed modified method
to include the process of selecting customers to determine the sample size as part of the
prediction of the product quality level while taking into account customer expectations. In
addition, future studies will examine the prediction of the product quality level taking into
account customer expectations.

5. Conclusions

A key trend in the production is customer-oriented product development. This refers
to undertaking actions that take into account customers’ expectations about products.
These actions include determining the number of customers from whom it is necessary to
obtain expectations, and then obtaining and processing these expectations. In addition,
an advantage is gained by those organizations that apply various solutions to already
existing products, thus adapting these products to enhance their quality. Among other
factors, this relates to the prediction of the product’s quality level. However, as shown in
this paper, a single consistent method is lacking for the determination of the number of
customers from whom expectations should be obtained, for processing and subsequent
prediction of the product quality level. Therefore, the aim of the article was to propose
a method to determine the research sample size required to predict the product quality
level while taking into account current customer expectations. This approach resulted
from modification of the method for determining the size of the research sample, helping
organizations to achieve sustainable development and maximize product quality. Testing of
the method was conducted as part of the research, in which the prediction of product quality
was made on the basis of the current and modified product quality. This testing showed
that the proposed method allows determination of the sample size to predict the product
quality level, taking into account customer expectations about current and modified quality
levels. It was shown, that in the proposed approach the sample size should be equal to 180
customers. It was also shown that this method allows prediction of the product quality
level as part of the testing of a few, selected hypotheses, simultaneously provided a test
power for this sample size, and detected the statistically significant differences between
the relationships of several indicated variables and the specified sample size and test
power. The application of the proposed method can be an effective part of the sustainable
development of products. Thus, different solutions for existing products can be identified,
allowing their quality to be predicted while taking into account customer expectations.
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