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Abstract: Projects are a tool that enables enterprises to implement innovation and development
activities and achieve the goals in the set time, costs and required quality but they also bring risks
that need to be adequately identified, analyzed and assessed. Important tools that can be used
in project management in the process of risk identification are expert estimates. However, little
attention is paid to determining the accuracy of expert estimates. To verify the accuracy of expert
estimates, an analysis of all completed projects for a certain period of enterprise that implemented
them was performed. The purpose of the study was to determine the accuracy of expert estimates
in the enterprise implementing projects. This was ascertained by analyzing all available completed
projects and by Barnard’s test at the significance level of α = 0.05. The Phi coefficient of association
was used to determine its extent. In the paper, we pointed out how inappropriate expert estimates
affect the completion of the project within the specified period.

Keywords: sustainable entrepreneurship; risk management; project management; risk identification;
expert estimates

1. Introduction

At the present time, enterprises use a variety of tools to achieve their goals and man-
age changes, in an effort to make the most of their potential and ensure the continuing
sustainability, survival and development of enterprises and organizations in a globalized
market where the risks can spread across borders [1]. It is also an effort to ensure their
competitiveness which is reflected in the continuous process of improving products and
processes. If an enterprise wants to ensure successful future development, it is necessary
to be able to respond to external changes and use its strengths and not leave it to chance.
Project management is widely used for these purposes. The sustainability of an organiza-
tion should not be understood as non-constant growth processes over time, but rather as a
holistic, consistent and gradual growth processes (economic, social and environmental).
This means that these holistic and consistent growth processes over time also focus on
long-term challenges and do not just address the immediate important challenges that
organizations are currently facing [2–5].

Project management can be defined as the application of knowledge, skills, tools and
techniques to project activities, to meet project requirements, at all different stages of the
project life cycle [6]. The goal of project management is to ensure the success of the project.
Success itself is a subjective concept and depends on the perspective of the participant
who measures it. Adherence to schedule, cost and quality has traditionally been used as a
criterion for measuring project success. However, even in the criteria of success, there is
no agreement among researchers. There are many variables that affect the outcome of the
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project, such as safety [7–9]. Wald et al. [10] and Schoper et al. [11] developed a formula
for measuring the share of project work (in working time) as a ratio of total work within
national economies and concluded that more than a third of all work in the countries
surveyed concerned the project.

Project management is currently appearing in many organizations and this trend
is constantly growing. Probably the most common projects in companies are used in IT
modernization, process restructuring, reorganization, development and introduction of
new products on the market. However, in today’s dynamic environment, the success of
such projects is not only influenced by the mastery of project management techniques and
the quality of the project manager and his team, the success of the project can also support
effective risk management [12,13]. Risk and uncertainty are an essential part of project
management [14]. If risk management can be integrated into the organization and used
effectively, the certain competitive advantage and resource saving will be gained [15–17].
Risk management plays also a key role from the view of company sustainability [18].

Visser [19] recently defined enterprise sustainability and responsibility as: “the way
in which entrepreneurship constantly creates shared value in society through economic
development, good governance, stakeholder response and environmental improvement”.
The shift in meaning is absolutely visible but the main premise of “creating value for
society” has remained unchanged.

Sustainability in organizations can also be seen as holistic, consistent and gradual
growth processes (economic, social and environmental). Project management has become
the best way to plan for the future and its importance in finding suitable solutions as well
as the implementation of innovative activities is unquestionable. Several authors argue
that project management brings organizations a number of tangible benefits, such as a
better financial return on investment [20], as well as intangible benefits, such as a better
enterprise culture, organizational efficiency and customer satisfaction which also supports
the overall sustainability of the business [21–23]. Risk management is currently one of
the crisis prevention tools that an enterprise can use as a tool to increase the success and
sustainability of projects and business activities in general [24].

Although risks are not only a matter for the private sector, they play a very important
role just in the decision-making of business entities. They affect the amount of their financial
profits and their entire successful existence, sustainability and growth. There are also risks
in every project, where they affect its outputs and course. It is therefore not appropriate
to ignore them, it is necessary to learn to manage them and work with them effectively
to ensure the success of the project and ultimately the growth and sustainability of the
company [25–27]. Risk management within project management plays a strategic role as
uncertainties are an essential part of it [13].

Testorelli et al. provided, within their research focused on project risk management in
enterprises, an emergent framework that could foster the adoption of PRM (Project Risk
Management). This consists of an extended and iterative PRM process which includes
strategic project selection and evaluation, a flexible and dynamic approach according to
enterprise and project characteristics, inclusion of stakeholder perspective, reduction of
potential risk assessment bias, use of risk pooling to improve project organization, adop-
tion of systematic and transparent communication to raise risk awareness and integrate
risk knowledge management into the PRM process in order to gain a business learning
process [27].

Risk is generally assessed mainly in terms of its negative side, with an emphasis on
the possible negative consequences of unknown, uncertain events on the business and
its actors [28]. Bierc [29] and Lai et al. [30] argued that risk is traditionally considered
to be something that should be avoided or mitigated. The probabilistic perspective also
emphasizes the probable occurrence of negative events or the negative impact of events [31].
However, risk can also be defined as an opportunity. It can be any event that will affect
the achievement of the objectives [32]. Unforeseen events should include the possibility of
a positive outcome, too. The aim of risk management is therefore to prevent, if possible
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in advance, major damage and to make the most of opportunities. Unfortunately, many
organizations still do not take the risks into account (but the situation is improving from
year to year), problems are usually not addressed until they arise, and good opportunities
flow between their fingers. On the other hand, it is also undesirable to overestimate the
importance of risks and try to minimize all risks at all costs which is indisputable, especially
for less financially demanding projects where large losses are not clear. It is true that the
cost of risk management should not exceed the losses caused by the omission of a risk.
These risk management costs need to be included in the project budget. In addition, when
working with risks, it is always necessary to take into account the type of project, i.e., the
amount of funds spent, and to consider other contexts because each project is unique and
risk management needs to be adapted to it [33]. There is also a need to focus on a wider
range of risks. Some authors point to the important involvement of crisis managers in the
risk assessment process [34]. Crisis managers use a number of software that could be used
in the process of identifying some risks and then modeling their extent [35–37].

The identification of the different risks, their interrelationships and possible drivers,
together with appropriate mitigation measures, can be of particular importance. It can help
project management and associated decision-making environments become more specific
and conducive [38,39]. Identification, assessment and response to potential risk can help
projects reduce adverse effects during project cycles [40–42]. The determination of risk
factors cannot generally be supported by some model techniques but it relies mainly on the
knowledge, experience and intuition of the staff involved in the preparation of the business.
Experience from the preparation and implementation of projects of a similar or related
nature in the past is particularly important here. When identifying, it is important to assess
the reliability of the information sources used, the need to obtain additional information,
the suitability of the selection of persons involved in the identification, the completeness of
the list of identified sources of risk, etc. [43–45].

This fact is followed by our study which aimed to determine the accuracy of expert
estimates in the enterprise implementing projects. Just these expert estimates affect the
correct setting of measures as well as the approach to risk management in the project.
Verification of the accuracy of expert estimates has not received the attention they require.
Therefore, an analysis of completed projects was performed, in which the accuracy of
ex-pert estimates was verified. Our proposed analysis of completed projects as a whole
would help to improve the issues addressed in enterprises dealing with projects. The larger
number of completed projects analyzed as a whole allows us to determine whether the
expert estimates were correct and how they affected the success of the project.

2. Project Risk Management

Although project management, according to Mern, Al-Thani [46], has been used
in practice for decades, risks have only been systematically addressed in projects since
the 1980s, initially only in the form of quantitative risk analysis. At present, focusing
on risk management is one of the main goals of any organization. Failure to assess
project risks during the planning phase can be dangerous throughout the project life
cycle. Risk assessment is therefore so important and various methods have been developed
for it. Current standards and methodologies (PMI, IPMA, CAS, ISO) require project risk
management in each project life cycle [6,10,47,48].

The risk management process is described in ISO 31000: 2018. It is defined as coor-
dinated activities to direct and control an organization with regard to risk. “The purpose
of risk management is the creation and protection of value, it improves performance,
encourages innovation and supports the achievement of objectives“ [49].

Risk assessment and risk management are naturally the main concerns in the field
of project management. As a rule, there is a growing awareness in organizations about
the need for risk management. This trend shows, for example, the way in which the most
widespread management standards, such as ISO 9001: 2015, ISO 10001: 2018 and ISO 45001:
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2018, have evolved in their latest revisions and as a result of the emergence and possibly
increased application of ISO 31000: 2018 on risk management [50].

ISO 31000: 2018 [49] and ISO / IEC 31010: 2019 [51] provide a set of principles for
risk management and assessment. They are based on the “Deming” cycle [52], with regard
to the sequence of steps: “Plan, do, control, act”. The Deming cycle (also known as
PDCA cycle) is implemented on the basis of the principle of continuous improvement.
The PDCA cycle emphasizes that all activities of an organization must begin with careful
planning, must result in effective activities, must be controlled and possibly adapted, and
must again lead to careful planning without interrupting the cycle [46]. ISO / IEC 31010:
21019 provides a detailed explanation of the risk assessment process and the tools used
where the context defines the risk situation with their external and internal effects, risk
assessment consisting of their identification, analysis and evaluation; treatment, monitoring
and review of risk, which realize the implementation of corrective measures and changes
in risks, and communication and consultation with the aim of informative dissemination
of risk situations to the organization [53,54]. Folch-Calvo et al. presents the importance
of dynamic risk assessment which updates information about events that may lead to an
accident, actuates the probability of risk [53].

Risk management is a process in which a particular entity seeks to prevent the effects
of existing or future factors that cause adverse effects or events. It is used especially
in the daily operation of the company or in the implementation of projects, where risk
management and risk analysis can also be considered as a project that the company
implements. An important part of risk management is the design of the resulting solutions
and recommendations based on risk analysis. These aim to eliminate the effect of adverse
effects and allow the use of positive effects for the subject. In order to properly design
individual recommendations, a number of factors (economic, technical, social, political)
need to be taken into account. The task is to identify in advance the sources of possible
threats and respond to them, ideally with the help of pre-planned anti-risk measures and
minimize potential damage. Risk management, which includes the appropriate use of
funds and coordination of resources, as well as the formulation of response measures after
risk confirmation, evaluation and prioritization, can reduce the likelihood of adverse events,
mitigate the impact of these events and maximize the achievement of project objectives.
The ultimate goal of risk management is to confirm which risk factors exist and to develop
appropriate risk response strategies [55–57].

Zholonko et al. [58] stated that the main task in risk management is to find an alterna-
tive that provides the optimal combination of risk and reward, taking into account that the
more profitable the investment project, the higher the level of risk in its implementation. In
terms of purely qualitative definitions, risk is defined as the possibility of an unfortunate
event; the potential occurrence of negative consequences arising from an incident; the set
of consequences deriving from an activity and associated uncertainties or, moreover, the
deviation from a reference value and the corresponding uncertainty measures [59]. In
connection with the focus of research, we will next focus on the identification of negative
risks in project management.

Project risk can result in structural complexity due to many elements (stakeholders,
workflows, etc.) or dynamic complexity due to any detrimental feature of a complex system
where internal or external behavioral influences among components may alternate over
time [60–62].

Fridgeirsson et al. [60] stated that typical probabilistic and event-based approaches
to risk assessment are significant and have proven their usefulness. However, they have
their limitations, in particular with regard to unanticipated events, which include risks
with low probability or high impact, systemic risks and risks that are less technical and
more psychological or social character. This approach is used both by the ISO 31000: 2018
standard [49] and the PMI methodology [6].

Okudan et al. [63] stated that a continuous risk management throughout the project
life cycle can help decision-makers to develop proactive risk response strategies that
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emerge during a project. Given that prevention is always better than cure, active response
strategies are certainly the key to achieving the project’s goals. According to Nunes and
Abreu [64], companies should have focused on models that would enable them to better
achieve their risk objectives. In their study, Dvorsky et al. [65] also pointed to a weak
focus on strategic risks, which negatively affects the sustainability of the company in a
competitive environment.

Improper risk management has been found to be a major cause of excess of time, cost
and quality and safety issues. Project organizations select and implement various projects
to achieve their qualitative and quantitative goals. Assessing the real conditions of these
projects, it can be argued that organizations are rarely successful in timely completion in
addition to meeting financial and quality objectives. One of the most important factors
that leads to the incompleteness of most projects is the lack of attention paid to the effect
of risks in the projects, so that the aggregate effect prevents the required completion of
projects. Various techniques have been proposed to assess the risk of the project. In most
of these techniques, risks are analyzed separately and interactions between them are not
considered [66,67].

In 2019, IPMA, AIPM and KPMG carried out a survey to identify and highlight the
challenges to the future of project management. The results of the survey show that two
out of five organizations have never used a risk management methodology throughout the
course of a project [68].

Masar et al. [48] stated that the results of several surveys confirm that improper
management is the most common problem as to why projects fail, especially in the area
of project shift or initialization. Human resource plans are also inappropriately defined.
Poor project risk management can be accomplished in one step for the most part at each
stage of the project. If we compare results, we found out, that project managers, who
manage project risks in enterprises in Poland and Czech, use the most some project risks
methodology and standards, like project managers, who manage the project in Slovakia.
Standards-based on PMBOK methodology and ISO 31000: 2018 is the most used in Czech
and Poland. He argued that the importance of using risk identification methods and
techniques should not be underestimated in project risk managers. If project managers
want to identify negative and positive risks, they should use methods and techniques that
are appropriate for the project.

According to ISO Guide 73:2009, risk identification is the process of finding, recogniz-
ing and describing risk [69].

The identification of the main risks, together with the nearest sub-risks, may allow
for better risk management in terms of risk awareness, risk sharing, proactive decisions
and implementation. Cumulatively, it can be crucial to avoid harmful losses that could
be caused by hidden risks or less significant risks [70]. This fact is of great importance, as
risks that are not identified at this stage are excluded from further analysis.

When existing data and modeling tools cannot provide decision-makers with all the
information they need to design and implement effective policies and implement optimal
management options, decision-makers often complement other forms of information with
the judgment of experts. They can provide useful information to support decision-making,
forecasting and risk assessment, including risk identification [71]. Professional judgment is
a formal and structured process of synthesizing professional experience with a particular
subject. Expert judgment is often required when data on a technical issue are sparse or
unavailable, have great uncertainty, or are too complex to be accurately modeled [72].
Expert judgment is obtained mainly during interviews with experts in response to a
technical question [73].

As Morgan and Henrion [74] noted, if traditional science and statistics cannot pro-
vide all the inputs needed for model or policy analysis, decision-makers have several
alternatives to asking experts. Incorporating professional judgment is a way to quantify
un-certainty about otherwise unknown parameters, and may involve methods that are
di-verse, such as asking a single expert for his or her best estimate, informally finding col-
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leagues, or following a formal documented procedure to obtain and combine probabilistic
tests, judgments. The third type of method is called expert invocation. The proposed re-
search contributes to the understanding of the use of expert estimates in the identification
of project risks and the use of risk management in various phases of the project life cycle.
Effective risk management in projects is a primary prerequisite for their success and results
from the effectiveness of the application of appropriate risk management methods and
tools in project management. Therefore, it is important to focus on the implementation
of risk management which allows to minimize losses and maximize opportunities with
regard to risks. One of the most important phases of the risk management process is risk
identification. It is the most extensive part, with the greatest effort to obtain and work
with relevant information, because risks that are not identified subsequently fall out of the
next risk assessment (analysis and evaluation) process and will not be proposed measures
(preventive, reactive), so they can, without being able to influence it, jeopardize the entire
implementation of the project.

Through adequate risk management methods in projects aimed at optimizing pro-
cesses in manufacturing enterprises, we can identify the risks affecting the course of the
project. These risks are specifically identified for each environment. Awodi et al., as well as
Treshchevsky, pointed out in their research the diversity of risks in specific environments
and the importance of their specification based on the experience of experts [43,45]. Project
risks do not affect the process of its individual phases of the project life cycle in isolation.
As a rule, when activating the effects of risks, the relevant risks are chained or they occur
simultaneously and affect several areas of ongoing project activities. These influences
negatively affect the implementation of the project in due time and within the set limits
of time, finance and quality. Determining the right scope and balance of preventive
measures against project risks is problematic and directly dependent on the financial
capabilities of enterprises. One of the tools that can be used in project management in
the risk identification process is expert estimates which significantly facilitate project
management in developing the right range of preventive measures to reduce risks, as well
as allocating adequate resources and means to respond to expected risks. These estimates
focus in particular on the anticipated risks that may arise during the project.

3. Materials and Methods

Expert estimates play an important role in creating new projects. Prior to the actual
implementation of the project, they are used to identify weaknesses and create space for
the adoption of the necessary measures to help manage the risks more appropriately. In
order to verify the accuracy of expert estimates, it is necessary to perform an analysis of
all completed projects for a certain period. The study was focused on a specific company
that deals with complex solutions in the field of industry. During the implementation of
projects, the company ensures increased productivity in the field of production, logistics,
planning, automation and other key areas in the industry. The data were obtained through
the archiving of projects performed by the company for the period 2013–2020. The division
that dealt with the projects consisted mainly of 65 experts, of which 20 were assigned to
expert estimates. As part of the assessment of individual projects, teams ranging from
3 to 12 people were set aside. The size of the team depended on the specific enterprise,
especially in what phase of the economic cycle it was, its financial health but also the actual
expected duration of the project. Due to staff turnover and the expertise of experts, the
majority of the team was always made up of employees with many years of experience.
Expert estimates were also determined on the basis of data from projects carried out in
previous periods. The company also identified risks from this data that affect the course of
the project. These resulted from management, scope, time, cost, human resources, quality,
communication and procurement. These risks occurred during the implementation of
previous projects. For this reason, the team of experts considered them significant and
made a list of expected risks. Based on their experience, other experts and agencies also
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used such identification of risk categories [75–77]. The number of completed projects was
60 and Table 1 shows the examined data from the analyzed projects.

Table 1. Project identifiers.

Category Identifiers Response

Project

Duration man hours (1 man hour = 8 h
per project)

Management type waterfall/agile
Agreed maximum allowable time

for project delays yes/no

Planning yes/no

Risk management in
project phases

Implementation yes/no
Rating yes/no

Management yes/no

Risk (expected occurrence)

Range yes/no
Time yes/no
Costs yes/no

Human resources yes/no
Quality yes/no

Communication yes/no
Procurement yes/no
Management yes/no

Risk (real occurrence)

Range yes/no
Time yes/no
Costs yes/no

Human resources yes/no
Quality yes/no

Communication yes/no

Procurement yes/no
Management yes/no

Project termination
The project was delayed yes/no

The agreed maximum allowable
delay time has been exceeded yes/no

Identifiers are divided into several categories. We tried to focus on the most important
criteria that need attention. It is very important for the project to complete it in due time.
The success of a project can therefore be measured by whether it has been delayed or not.
Each project should be completed on time, but the risks and their combination may prolong
the solution of projects. The projects included the possibility to agree on a maximum
allowable time for project delays. This agreement should be based on certain assumptions
and expert estimates that justify why the project may be delayed. Therefore, we also focus
on whether, in the event of a delay, the project was completed within the agreed maximum
allowable time for the delay.

For the correct evaluation of statistical data, it is necessary to divide the data into
groups. Given the number of projects n = 60, attention was focused on dichotomous
qualitative features. Among the monitored values was also the duration of the project which
can be included among the quantitative values. In order to obtain dichotomous qualitative
features from these values, the values were divided into two intervals, subtracting from
the highest value the lowest and then dividing the resulting value in half. This made
it possible to view the data being compared. These data were arranged in contingency
tables to perform the independence test. Some authors used the chi-squared method and
Pearson’s chi-squared test for the independence test [78,79]. This test is suitable for large
files where n > 20. For small files, there could be a problem with holding Cochran’s rule.
Therefore, it was necessary to focus on other tests that are especially suitable for small files.
For small files, authors tend to use Fisher’s exact test [80,81] or Barnard’s test [82] as an
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alternative in their research. Based on Almendra-Arao et al. who recommended the use of
the Barnard’s test in their research, which has more power in examining the association,
this test was used [83]. Using this test at the significance level of α = 0.05, several null
hypotheses were tested on both sides.

Due to the number of null hypotheses, the hypotheses were grouped into four groups.
In them, we also tested the parts that were in the given group (e.g., each risk separately):

• Group 1—H0: The risk that was estimated by the expert estimate did not arise during
the project.

• Group 2—H0: Risk management in individual phases of the project did not affect the
emergence of real risk.

• Group 3—H0: The type of management does not affect the project delay; risk manage-
ment in the individual phases of the project did not affect the delay of the project; the
real risk does not affect the delay of the project; the permitted delay does not affect
the project delay; the duration of the project does not affect the delay of the project.

• Group 4—H0: The type of management does not affect the exceeding of the maxi-mum
permissible delay time; risk management in the individual phases of the project does not
affect the exceeding of the maximum permissible delay time; the real risk does not affect
the exceeding of the maximum permissible delay time; the agreed permitted project
delay does not affect the exceeding of the maximum permissible delay time; the duration
of the project does not affect the exceeding of the maximum permissible delay time.

The paper presents the results of the tests performed. This testing will allow us to
determine the accuracy of expert estimates as well as the appropriateness of implementing
risk management.

If the null hypothesis was rejected at the significance level of α = 0.05, its alternative
hypothesis H1 was accepted: In the alternative hypothesis, it is important to determine the
degree of dependence between the characters. The Phi coefficient of association was used
to determine this rate.

4. Results
4.1. Real Risk in Relation to the Expected Risk in the Individual Phases of the Project Life Cycle

When implementing new projects, it is necessary to get acquainted with as much
available data that can negatively affect the project solution. These data are used by experts
to determine the presumption of risk in certain sections. The assumed risk was determined
on the basis of expert estimates and was intended to contribute to a better management of
the entire project. Therefore, it is important to compare the relationship between assumed
and real risk. If a risk arose, a corrective action had to be taken. Table 2 compares the
expected risks in the projects with the actual risks encountered during the solution. The
table also shows the percentage of individual risks. We also emphasized the importance
of risks by the percentage itself. Such a breakdown will make it possible to compare the
numbers between projected and real risks more clearly.

Based on the results from Table 2 at the significance level of 0.05, we do not reject
either null hypothesis from the first group of hypotheses. It is an alarming finding that
there is no relationship between the estimated and the really occurred risk at a given
level. Such an error rate in expert estimates may negatively affect further developments
in project solutions. Based on these estimates, the implementation of risk management in
the individual phases of the project is determined. Therefore, it is necessary to examine
the dependence of individual phases of risk management with the risks really occurred.
Information on what stage of the project risk management was implemented was analyzed
from the available data. We tested these individual phases gradually with all the risks
and determined whether there was a dependence on the significance level of 0.05. Risk
management was introduced in the planning phase in 46.67% of projects. Risk management
in the implementation phase was introduced in 70% of projects and risk management in
the evaluation phase in 26.67% of projects. The results of the comparison by testing risk
management in individual project phases and real risk are shown in Table 3.
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Table 2. Expected risks in the projects with the actual risks encountered during the solution.

Risk Occurrence No
(%)

Yes
(%)

Score
Statistic

Nuisance
Parameter

p-Value for
Two-Sided Test

Management estimated 36.67 63.33 −0.735553 0.890100 0.538380
real 86.67 13.33

Range estimated 11.67 88.33 −0.645818 0.160100 0.796655real 95 5

Time
estimated 35 65 −0.379411 0.070100 0.884078real 88.33 11.67

Costs
estimated 53.33 46.67

0.474936 0.140100 0.963859real 95 5

Human
resources

estimated 18.33 81.67 −1.307761 0.200100 0.217635real 55 45

Quality estimated 0 100
0.000000 0.090100 1.000000real 80 20

Communication
estimated 0 100

0.000000 0.090100 1.000000real 55 45

Procurement
estimated 60 40

0.351364 0.920100 0.918181real 90 10

Table 3. Project risk management in individual phases in relation to the risks really occurred.

Risk Management in
the Phase Project Score Statistic Nuisance Parameter p-Value for

Two-Sided Test

Management (real risk)
Planning −1.725496 0.500100 0.093042

Implementation −0.331497 0.050100 0.921460
Rating −0.555900 0.080100 0.748941

Range (real risk)
Planning 0.474936 0.140100 0.963859

Implementation −1.163350 0.340100 0.358421
Rating −0.267900 0.860100 0.997500

Time (real risk)
Planning −1.397230 0.240100 0.191576

Implementation 1.667372 0.030100 0.108674
Rating 0.788144 0.120100 0.532435

Costs (real risk)
Planning −0.712404 0.190100 0.635377

Implementation −1.163350 0.340100 0.358421
Rating −1.607399 0.510100 0.163704

Human resources (real risk)
Planning −0.728219 0.960100 0.586204

Implementation 0.509647 0.670100 0.627447
Rating 0.704179 0.960100 0.602843

Quality (real risk)
Planning −0.258775 0.950100 0.889470

Implementation −0.422577 0.040100 0.821421
Rating 0.875811 0.930100 0.464541

Communication (real risk)
Planning −0.728219 0.960100 0.586204

Implementation 0.509647 0.670100 0.627447
Rating 0.704179 0.960100 0.602843

Procurement (real risk)
Planning −1.035098 0.190100 0.353410

Implementation −0.751248 0.120100 0.595562
Rating 0.583874 0.080100 0.751144
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From the results of Table 3 at the significance level of 0.05, we accept all null hypotheses
from the second group of hypotheses. In this case, the expert estimates used fail, on the
basis of which it was recommended to introduce risk management into specific phases of
the project. Risk management is associated with project costs and making reserves, and
should therefore be implemented as appropriately as possible. In the case of improper
implementation, it affects the occurrence of risk minimally and may appear to be unjustified,
but in the absence of it, situations could arise that in certain cases new risks may arise
or their negative impact may increase. The non-detection of dependence indicates the
incorrect implementation of risk management only in some phases of the project. Therefore,
it is necessary to understand and implement risk management comprehensively.

4.2. A Project without Delay as an Indicator of Success

Implementation of projects in the company environment is a demanding process
which is accompanied by various influences. These effects can cause a delay in the project
which also incurs delay costs for the company. Frequent delays in projects can cause
distrust in a given company, which in the long run, could have an impact on its future
position in a competitive environment. Table 4 shows the results of the tests with respect
to the project delay. There were 63.33% projects with agile management and 36.67% with
waterfall (traditional) management. When focusing on the project duration, 85% was in the
interval <6, 107> and 15% in the interval <107, 220>. These intervals were determined on
the basis of the longest and shortest duration of the project with regard to the creation of
dichotomous quantitative features. The agreed maximum allowable time for project delays
was in 81.67% of cases and the project was delayed in 45% of cases.

Table 4. Project delays in relation to project parameters.

Incoming Variables Score Statistic Nuisance Parameter p-Value for
Two-Sided Test

Project delay
Management type
(Agile/Waterfall) −0.484649 0.060100 0.683119

Risk
Management—Planning Phase 0.208063 0.760100 0.867454

Risk Management—
Implementation Phase 0.056627 0.910100 0.989654

Risk
Management—Evaluation Phase 0.469453 0.960100 0.729834

Management (real risk) 3.358876 0.040100 0.005440
Range (real risk) 1.964599 0.040100 0.071014
Time (real risk) −0.929606 0.140100 0.438658
Costs (real risk) 0.773933 0.780100 0.586354

Human resources (real risk) −0.078242 0.920100 0.984048
Quality (real risk) −0.908249 0.090100 0.385629

Communication (real risk) −0.078242 0.920100 0.984048
Procurement (real risk) −0.605499 0.900100 0.668108

Agreed maximum allowable
time for project delay −0.637114 0.940100 0.689382

Duration <6,107)/<107, 220> 2.143896 0.020100 0.064383

When testing the null hypotheses from the third group at the significance level of
0.05, we reject only one null hypothesis and the other accept. Alternative hypothesis H1
Management has been accepted—real risk causes project delay. The Phi coefficient of asso-
ciation was then used to determine the association where we calculated that ϕ = 0.433629.
This represents a strong positive relationship. That is why it is necessary to pay specific
attention to the risks in project management, which confirmed at the level of significance
of 0.05, caused a delay in the project. In expert estimates, attention should be paid to each
risk separately. The finding of dependence on real risk in the management and delay of the
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project points to the importance of examining individual risks separately and then paying
adequate attention to them.

The last group of null hypotheses was focused on the delay where the maximum
allowable time (time) of the delay was also taken into account. In this case, it was assessed
whether the delayed project was completed within the agreed maximum delay time. If
the project was with a delay, but not longer than the allowed delay, it was possible for the
client to consider the project as successful and completed within the agreed time. When
focusing on projects that also exceeded the agreed maximum allowable time for project
delays, it was found that their amount is up to 26.67%. Table 5 shows the results of the
delay test with respect to the maximum allowable delay times.

Table 5. Project delays with regard to the maximum allowable project delay in relation to the
project parameters.

Incoming Variables Score Statistic Nuisance Parameter p-Value for
Two-Sided Test

Delay with regard to the maximum permissible delay
Management type
(Agile/Waterfall) 1.292398 0.050100 0.229946

Risk
Management—Planning Phase −0.858258 0.970100 0.528946

Risk Management—
Implementation Phase 1.146706 0.060100 0.296949

Risk
Management—Evaluation Phase 0.484123 0.960100 0.729834

Management (real risk) 0.744296 0.110100 0.538327
Range (real risk) 1.607399 0.500100 0.175477
Time (real risk) −0.788144 0.120100 0.532435
Costs (real risk) 1.607399 0.500100 0.175477

Human resources (real risk) −0.117363 0.920100 0.983909
Quality (real risk) −0.145969 0.190100 0.933111

Communication (real risk) −0.117363 0.920100 0.983909
Procurement (real risk) −0.117363 0.920100 0.983909

Agreed maximum allowable
time for project delay 0.804776 0.920100 0.498739

Duration <6,107)/<107,220> 1.308140 0.190100 0.190100

In the case of verification of the fourth group of hypotheses at the significance level
of 0.05, all null hypotheses were accepted. Each project should be completed in due
time, but due to certain circumstances, the project may be delayed. That is why before
the implementation of the project, the company tried to agree on a deadline that will be
accepted in case of delay. It is striking that no dependence on the level of 0.05 was found
even if the maximum allowable time for project delays was agreed. This meant that if it
was possible to delay the project, this time was incorrectly set and the project was delayed
even longer than the agreed maximum allowable time. Additionally, some projects did not
have an agreed time to delay and were delayed. In order to better agree on the time, it is
also necessary to improve the expert estimates themselves, which would more realistically
reflect the reality, especially which factors have the greatest impact on project delays.

5. Discussion

Risk identification in project management is often carried out by expert estimates.
Participatory peer reviews can be a reliable and time-efficient method for gathering quanti-
tative information when data are not available or there is a clear knowledge gap [84–86].
However, they may also be characterized by a degree of inaccuracy in the case of a dynami-
cally changing environment [87]. This is exactly what was confirmed in our study.
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Liu [88] pointed out that the prediction of possible future risks of a project is based on
existing data, calculation theory and experience, so that the reliability and credibility of its
results depend to a large extent on the practical experience and knowledge of the evaluators.

The inclusion of expertise, along with other forms of data in science, technology and
decision-making, is essential. The invitation of experts concerns formal procedures for
obtaining and combining expert opinions. If existing data and models cannot provide
the necessary information, an expert must be called. Therefore, the validation of expert
opinions is a challenge because they are used when there are no other data and therefore it
is difficult to measure their accuracy [71].

On the examined sample of projects, no dependence was found between the introduc-
tion of risk management in individual phases of the project life cycle and the risk incurred.
This could be due to inaccurate expert estimates at various stages of the project life cycle.
However, despite the inaccurate results of the expert assessment, it can be assumed that
the absence of risk management as such would affect the likelihood of additional risks
in individual parts of the project, or their greater negative consequences. Therefore, it is
necessary to take into account the risk management as a whole, for the specific needs of the
project and on the basis of correct expert estimates to implement it appropriately according
to the needs of the project management.

With the help of expert estimates, the occurrence of risk is in individual parts and
key variables of projects (management, scope, time). However, when testing projects, no
dependence was found between the assumed risk in the given part (variable) and the
subsequently actually incurred risk of the given part (variable). It is on the basis of these
anticipated risks that the possible length of the maximum allowable delay (extension of the
project solution time) has been agreed in some projects. The results confirmed that even
the agreed maximum allowable project delay time did not affect the completion of projects
within the agreed time.

As any extension of the project implementation period represents an increase in
costs and often undesirable multitasking of human resources (if other projects are already
running in parallel), the importance of identifying the risks that affect the extension of the
project implementation period is also confirmed here. However, this in turn presupposes
the addition of other types of risk identification methods (semi-quantitative, quantitative)
to expert estimates. This fact is similarly presented by Chen and Holden [87] who stated
that it may often be advisable to normalize the data and then combined the results with less
variable empirical data, such as national injury statistics; this approach has been previously
proposed. In addition, emphasis should be placed on breaking down cognitive prejudices
in experts’ judgments as well as excessive self-confidence, as stated by [86].

It is important that in real risks, we found that the only risk where we could assume
that the risk would cause a delay was Management (real risk). This key variable goes
through the entire project life cycle, and it is incorrect project management that usually
causes the greatest number of risks which result in additional costs and prolongation of
the project solution time. That is why it is necessary to pay specific attention to each risk
separately from the point of view of prevention and to consider all its consequences.

The ability to manage the project, manage the risks and subjectivity in these activities
refers to the fact that the judgment of the experts is based on the knowledge, skills and
experience [80]. Just the shortcomings in these areas and, in particular, the insufficient
education in the field of risk management, or the underestimation of the importance of
risk management, may be the reason why expert estimates are inaccurate and projects
unsuccessful, as Masar [48] also pointed out.

Evaluating the impacts and benefits of completed projects is often given undue atten-
tion. A survey carried out in 2015 revealed that 59% of organizations formally evaluate
the impacts and benefits of completed projects, 34% do not evaluate them and 7% could
not determine whether the impacts of the project are evaluated at all [89]. This evaluation
usually takes the form of examining specific completed projects separately. In our paper,
we focused on examining all completed projects as a whole, which will improve the view
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of the issue and find weaknesses that can cause project failure. It would be appropriate to
carry out such research in other companies that implement projects.

The risk of schedule delays has many effects, such as increased costs, late completion,
interruptions, third party claims, lost productivity and quality, disputes and termination of
contracts [90]. Improper risk management has been found to be a major cause of overtime,
cost overruns and the problem of quality and safety [91].

Atkinson et al. [92] argued that easily accessible repositories of risk data from past
projects are crucial for the quality of estimates. Learning from risks can lead to more
realistic risk models and more informed estimates of the future. Before and after the
analysis, it is possible to understand the risk impact and identify the reasons for success
and failure.

To demonstrate the importance of identifying risk factors in the project of Talabi et al. [93]
demonstrated the relationship between the number of risks identified in the project and the
quantity of risk occurrence. The results show an inverse relationship between the number
of risks identified in the project planning phase and project delays due to uncertainties.
This means that the more risks identified in the project, the less uncertainty could lead to
delays and cost overruns. The risk–outcome relationship is attributed to the awareness
created about risk, which allows for quick planning and increased activity that can help
reduce the incidence.

In expert estimates, it is necessary to focus on new types of risks, and we also recom-
mend that within expert estimates, the risk manager analyzes the implemented projects
over certain time intervals and thus appropriately adapts expert estimates to real needs.
A higher success rate would be possible even if experts had more detailed data on the
risk associated with specific projects and the effectiveness of the expert risk assessment
methods used in the different parts of the project life cycle was retrospectively verified.

6. Conclusions

Risk management has resonated in all areas of social and economic life, especially as
a tool for crisis prevention. Its role in the field of prevention brings a number of benefits
to enterprises that effectively use its tools, related in particular to building a sustainable
business and seizing opportunities. Prevention, which is associated with the identification
of risks, whether in processes, projects or business as a whole, and effective tools for
assessing and managing risks, has the desired impact only if these tools are used correctly
and appropriately. Therefore, as pointed out in our study, it is important to avoid repeating
mistakes by retrospectively verifying the suitability of the tools used. Expert estimates
are a tool that is used very often in project management, and perhaps this is what causes
experts to move from a real risk assessment to a formal one, which in turn leads to both
the prolongation of projects and the increased financial costs of completing them. This
can often be related to the lack of expertise and skills of experts, whether in the field of
risk management or project management in a broader context, as they have to work with
unexpected changes, especially in the external environment which can have a negative but
often positive impact on the project. Based on these facts, it is clear that risk management
in projects as a tool for risk prevention is an integral part of project management in order
to increase the success of achieving project goals and building business sustainability
in general.

The limitation of the study was the lower number of projects. It is important to analyze
as many projects as possible from all divisions of the company so that expert estimates
can be compared in several sections. For large files, the chi-squared method and Pearson’s
chi-squared test could also be used. Similar studies should be carried out by companies
that want to identify problems with delayed projects. Such control of projects as a whole
would serve for more accurate expert estimates which would be positively reflected in
project management.
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The actual consequences of risk events depend on the organization’s ability to man-age
risks, therefore company factors and project characteristics that affect project vulnerability
should be taken into account [94].

To ensure the success of a project in today’s competitive environment, the organi-
zation must effectively manage these project risks, even if they face various difficulties.
Dikmen et al. [63] argued that it is generally considered to be an activity carried out in
order to better quantify the impacts of risk and manage emergencies. However, efforts
should also be made to monitor risks effectively, to better communicate risk information
between project participants and to build corporate risk memory in order to implement
experience-based solutions on how risks can be managed. It is assumed that risk manage-
ment should be a continuous activity throughout the project. Therefore, risks and related
factors should be embedded and assessed at each stage. Creating a complete picture of
a risk event in relation to the sources of vulnerability can increase knowledge transfer
between projects and can even lead to risk reduction if vulnerability in future projects
is minimized.

It is in this area that there are opportunities for further research because the imple-
mented process of risk management in the project and especially effective risk identification
using expert estimates (based on relevant information) is one of the tools that can greatly in-
crease the success of project goals and subsequently as well as increasing the sustainability
of both project and business activities of the organization.
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