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Abstract

:

Smartphone-Based Electrochemical Analytical Devices (SEAD) enable sophisticated toxic heavy metal quantification experiments to be conducted anywhere with high precision, selectivity, and sensitivity. However, a very limited number of such technologies are able to make the transition from the lab to the competitive B2B marketplace. The purpose of this paper is to examine the factors influencing SEAD adoption in the manufacturing industry using the Industrial Buyer Innovation Adoption (IBIA) model, which integrates B2B consumer behavior theories and technology acceptance models from the past 50 years. Analysis of data collected from 400 corporations in Thailand revealed that sellers, buyers, internal organization and invented technology advantage variables predicted industrial innovation adoption based on binary logistic regression. This research contributes to the understanding of SEAD transition from scientific knowledge to sustainable technology and diffusible innovation. The ambitious IBIA framework is potentially an alternative managerial tool for holistically assessing and creating adoptable innovative business models for new technologies.
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1. Introduction


Toxic heavy metals pose a threat to the three pillars of sustainability, which are the society, the economy and the environment, costing medical expenses up to 977 billion USD annually in low to middle-income countries across the world [1]. In the past decade, there have been around 18,000 heavy metal poisoning cases per year in Thailand [2]. The main sources of heavy metal contaminants are industrial waste, paints, mining, fuels, drinking water, packaging and cosmetics [3]. Although heavy metal contamination is monitored in the industrial sector, it is inspected infrequently and stochastically under industrial regulations and legal requirements due to the complexity and expense of testing procedures such as Inductive Coupled Plasma Atomic Emission Spectrometry (ICP-AES) and Atomic Absorption Spectroscopy (AAS). As a result, heavy metals such as lead, mercury, cadmium, chromium and arsenic leak into the environment, causing serious health problems such as fatigue, gastrointestinal tract diseases, dementia, encephalopathy and cancer. Accurate heavy metal sensors integrated with smartphone technology are a potential solution, offering portability and adoptability at lower costs. This is a current area of development, with the heavy metal testing market expanding 7% annually and expected to reach 3.65 billion USD by 2022 [4].



Powerful Smartphone-Based Electrochemical Analytical Devices (SEAD) allow users to conduct complex electrochemical experiments in different locations. Technological development has also been considered a sub-domain of sustainable development [5] as science, technology and innovation improve economic growth and social well-being [6,7]. SEAD innovation is targeted to support sustainable digital transitions of our economy and society for monitoring contaminated water, which is aligned with the European Commission’s Chemicals Strategy for Sustainability Towards a Toxic-Free Environment [8]. Despite the considerable hype among researchers about SEADs’ advantages, a very limited number of such technologies could make the transition from the lab to the competitive B2B marketplace due to technological, economic and regulatory limitations [9,10,11,12]. Thus, determinants of consumer buying behavior and technology adoption play a pivotal role in understanding the innovation adoption process for this particular technology. The Industrial Buyer Innovation Adoption (IBIA) model can be used to validate and forecast the adoption of SEAD for heavy metal detection in the manufacturing industry. The model integrates B2B consumer behavior theories and technology acceptance models from the past 50 years (1971–2020).



This paper is organized as follows: Section 2 scrutinizes the background of SEAD for heavy metal detection, and reviews literature on B2B consumer behavior theories and technology acceptance models. Section 3 introduces the research model and hypotheses. Research methodology is outlined in Section 4. Section 5 analyzes data and findings. Section 6 discusses results. Finally, conclusions and future perspectives are presented in Section 7.




2. Theoretical Background


2.1. Smartphone-Based Electrochemical Analytical Devices for Heavy Metal Detection (SEAD)


Various SEAD applications have been developed [13] such as point-of-care testing (e.g., glucometer), physiological signal tracking (e.g., electrocardiogram), energy storage supercapacitors, and environmental monitoring. This study focuses on SEAD for environmental toxic heavy metal detection. Its current development status according to Technology Readiness Levels [14] is at TRL 7. The system prototype is demonstrated in a real environment. For example, Li et al. [15] successfully utilized SEAD to analyze iron, nickel, chromium, copper and zinc in Hubin Lake. Moreover, SEADs were demonstrated to quantify mercury in Pearl river samples (Guangzhou, China) [16] and lead in Iranian water sources [17]. Their SEAD detection ranges achieved US EPA and WHO permissible safety standards for contaminants in water. SEADs (Figure 1) consist of 3 major components: (1) an electrochemical sensor, (2) a wireless potentiostat, and (3) smartphone communication and connection technology.



The electrochemical sensors are fabricated and modified by nanomaterials to detect specific heavy metal ions from redox reactions, involving electrons transferred between electrodes in an electrolyte [18,19], and are remarkable for their high precision, selectivity, and sensitivity. Electrochemical sensors make sophisticated laboratory experiments simple, rapid, economical, portable, and user-friendly. This is because they only require microvolumes of samples to work, and have low production costs [20,21]. Development techniques for electrochemical sensors depend on the modification of electrodes (i.e., reference electrode, working electrode, and auxiliary electrode). The electrodes are modified by composite materials for a higher sensitivity to intermolecular electron transfer, deposit, and distinguish (selectivity) measurable elements in the electrochemical cell with voltammetric techniques (e.g., cyclic voltammetry, differential pulse voltammetry, square wave voltammetry) [22]. In juxtaposition to results obtained from ICP-AES, the quantification of heavy metals using electrochemical sensors is also accurate and reliable [23,24,25].



A potentiostat is a voltage control measuring current flow between electrodes in an electrochemical cell [26]. These electrochemistry-based analytical instruments are widely used in research and science laboratories. The development of compact and wireless potentiostats allows connection with smartphones, making commercial technology adoption and market penetration more feasible. Portable potentiostats are simple to use, affordable at under 80 USD [27], and comparable to conventional bulky electrochemical workstations in terms of accuracy and reliability [28,29,30].



Smartphone communication and connection technologies are used to connect and control potentiostats with smartphone software. The wireless technologies equipped in most smartphones are Wi-Fi, Bluetooth, and Near Field Communication (NFC). Wi-Fi and Bluetooth can communicate from 100–500 m, but the paired devices require power from additional batteries [31,32]. NFC is based on Radio-Frequency Identification (RFID) protocol, allowing communication within 10 cm of a smartphone, and it passively and electromagnetically draws power from a tagged smartphone. All three devices (electrochemical sensors, potentiostats and smartphones) have to be connected and work together to detect heavy metals.



Our work takes a first step toward closing the gap in the real-world applications from research to commercialization of SEAD in volatile high-tech markets. Previous studies concerning SEAD components were fragmented in proof-of-concept and technological improvement purposes. To gain a widespread application and achieve a commercial success, electrochemical sensors and their systems need to overcome analytical performance, usability, regulatory, affordability and mass production feasibility issues [9,10,11,12,33]. Studies on similar SEAD components and systems also revealed that endogenous and exogenous factors impact adoption decisions. To illustrate this, RFID adoption in the supply chain management of the manufacturing industry negatively depended on the information intensity [34]. Information-intensive technologies are more difficult to deploy and diffuse since they require more supporting evidence and complex data processing. Similarly, the external factors including economic, quality assurance, and regulatory issues did not only intervene in adoption decisions, but technological and internal people were also barriers to the clinical adoption of advanced sensors and biomarker technologies used in point-of-care testing (POCT) devices. User errors resulted in an adverse impact. The effective adoption failed due to inappropriate storage of reagents and the incorrect collection of specimens [35]. POCT devices were rejected when the value proposition of new technologies was ambiguous to decision-makers [36].




2.2. B2B Consumer Behavior Theories


Consumer behavior theory is based on the study of decision-making processes and motivations of individual buyers, groups and organizations in choosing, purchasing and using products or services. The buying process consists of 3 steps: (1) inputs (price, quality, service, options) communicated to the target audience through various channels; (2) buyers’ decision-making processes, expressed as (3) an outcome or purchasing decision [37]. Consumer behavior is related to acquisition, consumption, use, product, service, time, and the decision-maker’s mindset. These behaviors are influenced by individuals and culture [38,39]. The consumer market is different from the business market as organizational decision journeys engage both internal and external influencers [40,41].



“A General Model for Understanding Organizational Buying Behavior” [42] is also a decision-making process starting from the need to use the product or service, then identifying and evaluating candidates, and finally making a purchase. The process involves the environment, the organization, sellers, and individual participants who play different roles as users, influencers, decision-makers, buyers and gatekeepers. Sheth [43] and Johnston & Lewin [44] proposed integrative models of industrial buying behavior, adding expectations, perceptions and relationships between buyers and sellers in the market. In summary, B2B consumer behavior is a process following Kotler’s buying pattern of input, process and output.



Nonetheless, available theoretical generic models from previous studies may not be fully applicable to analyzing buyer’s decisions in new and complex technology markets as new technologies come with high risks. Performance and user experience information are still being holistically evaluated [45]. An empirical study on the industrial consumer decision-making behavior in the portable heavy metal analyzer market is missing from previous innovation adoption research. Therefore, it is necessary to adapt these models in order to analyze the adoption of this distinct SEAD technology.




2.3. Technology Acceptance Models (TAM)


The diffusion of innovation at the organizational level is affected by individual variables (attitude toward change), internal characteristics (centralization, complexity, formalization, interconnectedness, organizational slack and size), and external characteristics (system openness) [46]. Technological adoption is a process of problem-solving, from idea generation to implementation [47]. To attain technology acceptance, it is essential for technology developers and consumers to communicate and work together as suggested in the innovation coupling model [48], starting from the idea generation stage, research design and development, prototype, manufacturing, and marketing.



Davis’ TAM [49] is based on the Theory of Reasoned Action (TRA) [50], which aims to explain the relationship between attitudes and behaviors. TRA and the Theory of Planned Behavior (TPB) [51] focus on personal and social beliefs, but do not consider technological aspects, as observed in Davis’ TAM. Technology adoption results from four factors, which are (1) external variables affecting attitudes (e.g., social influence, age and gender), (2) perceived usefulness and perceived ease of use (i.e., improved efficiency and convenience), (3) attitude towards using, and (4) behavioral intention to use that leads to actual technology adoption. TAM has been developed into further variations. For instance, external and user variables (e.g., experience, subjective norm, output quality) were added to TAM 2 [52]. The effects of trust and perceived risk were included in TAM 3 for better suitability to the e-commerce context [53]. TAM has to be redefined to analyze new technologies as user characteristics always change over time. The perceived usefulness and perceived ease of use lack of heuristic value, preventing it from describing external determinants, especially economics, society, technology infrastructure and natural environment factors that tremendously intervene SEAD adoption decisions.



The Technology-Organization-Environment (TOE) Framework [54] also describes technology adoption as a process starting from (1) an accepted new paradigm from research and publications, (2) a market feasible prototype, (3) technology acceptance and purchase, (4) actual use of technology, to (5) repeat purchase. TOE Framework consists of 3 contexts: (1) technology (e.g., competitiveness, complexity, compatibility); (2) organization (e.g., size, structure, communication); and (3) environment (market characteristics, technology infrastructure, regulations). TOE Framework has to be adapted to suit the studied technology. For example, to study RFID adoption, Wang et al. [34], modified the TOE Framework with additional sub-contexts including technology competence [55], top management support [56], and external environment pressure [57,58,59]. TOE evaluates environmental impacts, but its organizational factors are generic. Industrial organizations are complex and comprised of hierarchical levels. To contextualize our knowledge of SEAD adoption, both internal organization and internal people characteristics must be investigated.



An integrated model, Unified Theory of Acceptance and Use of Technology (UTAUT) [60] was developed by combining variables from eight technology acceptance models, which are TRA [50], TAM [49], the motivational model [61], TPB [51], a model of personal computer use [62], the diffusion of innovations theory [63], combined TAM & TPB [64] and social cognitive theory [65]. Bagozzi [66], Van Raaij & Schepers [67], and Li [68] criticized the practicality and theoretical foundations of UTAUT. Although the model analyzes intent, behavior, and technology application from four behavioral factors: (1) performance expectation, (2) effort expectation, (3) social influence, and (4) adoption environment (e.g., organizational structure and technology infrastructure), the considered factors (i.e., sex, age, experience and voluntary use) are more suitable for the explanation of B2C rather than B2B product and service acceptance. UTAUT is not suitable for SEAD as we focus on B2B market adoption.



It is clear that TAMs, TOE, UTAUT have limitations and cannot be used to describe all technology adoption phenomena. The adoption of SEAD for heavy metal detection has not been directly investigated. There is only tangential evidence available from studies on related technologies. Electrochemical analytical devices have not achieved commercial success because of their lack of convenience, portability, cost, mass production feasibility and consumer acceptance, while regulations provide a further obstacle to manufacturers [9,10,11,12,33]. Additionally, each organization and industry values technologies differently. Seo et al. [69] suggest that the convergence of smartphones and nanotechnologies will improve quality of life by monitoring hazardous chemicals. In short, there is no empirical evidence that precisely delineates the adoption of SEAD for heavy metal detection among sellers and buyers.





3. Research Model and Hypotheses


The basis of the industrial buyer innovation adoption (IBIA) framework is the synergy of B2B consumer behavior theories and TAM models. It is a systematic framework for quantitative integration of industrial user’s behavioral motivations to understand and predict the adoption of SEAD innovation during the decision-making processes. This study focuses on identifying factors that can predict a binary dependent variable (adopter or non-adopter). To examine industrial consumer technological adoption, IBIA framework is proposed, as shown in Figure 2. The model consists of a 3-stage process and 6 determinants with 24 measurement items that are hypothesized to have direct effects on industrial adoption of SEAD technology for heavy metal detection. Determinants and measurement items are derived from existing industrial consumer behavior and technology acceptance literature over the past 50 years (Table 1 and Appendix A). Innovation adoption problems are identified and reflected as input in the first stage of market interactions. IBIA framework combines collected data from communications among influencing groups of seller and buyer determinants. In the second stage, potential adopters explore solutions from the technology acceptance processes that involve the assessment of internal, external and technological factors related to SEAD. The final stage is the response to SEAD innovation.



3.1. Input Determinants Impact Innovation-Decision Output


3.1.1. Seller


The first stage of industrial buyer innovation adoption starts from problem identification and need recognition in the marketplace [73,76,77,104,105,106,107,108], where sellers and buyers exchange information and interact through different communication channels and influencers (stimuli) [42,43,44,46,70,71,72]. The organizational goal is a prioritized input to tackle problems that existing solutions cannot solve [41,43,47,73,74,75]. Accordingly, we posit that the first stage will lead buyers to assess the new SEAD technology, which they will explore, evaluate and adopt as a solution for their needs:



Hypothesis 1 (H1).

The greater the marketplace stimulus interactions among sellers and buyers, the greater the seller’s effective influence on new technology adoption.






3.1.2. Buyer


Consumer behavior theories and technology acceptance models are parallel with Rothwell’s Coupling Model of Innovation Process [48], in which information exchange, communication, and feedback are vital to innovation success in the marketplace. Integration and balance between technological development (technology-push) and market forces (demand-pull) are strategized in efficiently optimizing new inventions for internal and external organizations through idea generation, R&D, production and marketing [78]. The new co-created product is customized according to the user’s input, strengthening both business relationships and appreciation of innovation [79]. The unsolved problem will be clearly defined when sellers and buyers build a network of trusting relationships with commitment and foster a shared appreciation of innovation development [44,80,81,83]. Thus:



Hypothesis 2 (H2).

The greater the buyer interactions with sellers in problem identification, the greater the buyer’s effective influence on new technology adoption.







3.2. Process Determinants Impact Innovation-Decision Output


The second stage of IBIA involves the technology acceptance processes, which are influenced by four determinants: environment, internal organization, internal people characteristics, and invented technology advantage.



3.2.1. Environment


To explore the solution to a problem, macro-environmental factors, which are regulations, economics, society and culture, technological infrastructure, and natural environment, have to be scrutinized [42,43,44]. Regulations deter incremental innovations yet encourage breakthroughs in a growing market [85]. The positive long-term regulatory implications are more justifiable on technological success or failure as they pressure companies to innovate [84]. Consumer choices in the market are influenced by economic, sociocultural, and environmental conditions [87,89], and in terms of environment, respondents were asked to rate how much regulations, economics, society and culture, technological infrastructure and impact on the natural environment had on their buying decision. Taken together, we hypothesize that:



Hypothesis 3 (H3).

The environment has a positive effect on the new technology adoption.






3.2.2. Internal Organization


A favorable internal organization environment increases technology adoption [60]. The organizational structure (e.g., managerial empowerment and organization size) has an effect on technology acceptance [44,46,54,90,109], which is due to the firm’s technology competency [42,55] and risk tolerance [98]. If potential users can accept organizational-related risks, they will be willing to adopt the new technology. In short, organizational structure, technology competence and risk tolerance have influential effects on technology adoption.



Hypothesis 4 (H4).

The internal organization has a positive effect on the new technology adoption.






3.2.3. Internal People Characteristics


To decide whether to adopt or reject an innovation, the organization requires internal technological cognoscenti and individual employees to partake in finding and assessing pertinent solutions. Perceived usefulness, perceived ease of use [49], and internal people characteristics [52] impact user’s attitudes, intentions and behaviors [50,51]. Discomfort and insecurity stop both novices and technological talents from adopting new technologies [91]. Perceived usefulness, perceived ease of use and characteristics of internal people have influential effects on technology adoption. Therefore:



Hypothesis 5 (H5).

The internal people characteristics have a positive effect on the new technology adoption.






3.2.4. Invented Technology Advantage


The perceived characteristics of innovation (i.e., relative advantage, complexity, and compatibility) lead to adoption in the innovation-decision process [46,93]. Perceived superior technological advantages with less spent resources will make users more likely to adopt new technology [99,100,101]. Additional attributes (i.e., standards, cost, accuracy, sustainability) of SEAD technology are taken to benchmark against existing rivals by industrial users. If users perceive that SEAD is advantageous, they will be more likely to adopt it. Hence:



Hypothesis 6 (H6).

If the new technology is expected to have a positive effect on the internal organization, this will increase the buyer’s likelihood of adopting it.







3.3. Output


The last stage of the IBIA process is the innovation-decision (a binary dependent variable): adoption or rejection of SEAD technology. IBIA framework combines collected data and explored solutions from communications among influencing groups of people in an industry that leads to technology acceptance or rejection.





4. Research Methodology


4.1. Construct Measures


SEAD is an emerging technology of recent decades that allows any user to quantify toxic heavy metal ions and other chemicals, which previously could only be analyzed by expert technicians in state-of-the-art laboratories. The objective of this research is to study the factors impacting SEAD technology adoption in the manufacturing industry. A questionnaire was designed to scrutinize adoption determinants of the IBIA model. A five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) was used for all measurement items. The dichotomous dependent variable (yes/no) was utilized to assess the adoption intention, as in whether a given company is interested in purchasing SEAD or not. Table 1 summarizes the principal construct measures. The six independent variables were selected to develop a binary logistic regression model from an extensive literature review based on a combination of existing industrial consumer behavior and technology acceptance theories over the past 50 years. Principal-components factor analysis was used to evaluate the construct validity of all measurement items. A good match between the data and the research model was assessed by the Hosmer-Lemeshow test and likelihood-ratio test. As this study focuses on identifying factors that can predict adopters and non-adopters of SEAD technology, the relationships among six factors were not in our research scope.




4.2. Data Collection and Sample


Data were collected by telephone questionnaire consisting of three sections: screening questions, market potential of SEAD for heavy metal detection, and SEAD technology acceptance predictors. From the population of 6139 Group 3 classified factories in Thailand that are legally mandated by Factory Act B.E. 2535 to monitor heavy metal contamination in sewage sludge, we randomly approached 3608 qualified firms. The response rate was 11.1%. We received 400 valid responses, which is statistically sufficient (at least n = 362) according to Cochran’s sample size formula [110].




4.3. Instrument Validation


Questionnaires were reviewed by academic experts and professional practitioners to ensure content validity before launching the telephone survey. Cronbach’s alpha coefficient confirmed internal consistency and construct reliability. As presented in Table 2, all Cronbach’s alpha coefficients are higher than 0.7, certifying the reliability of the questionnaire used in this study.



Factor analysis was used to examine the variability of the measured constructs. Data from 400 factories were analyzed using principal-component factor analysis (PCA). PCA and binary logistic regression are both suitable for making predictive models. Their main goal is to eliminate redundant and correlated variables in a data matrix since they directly impact model performances. Moreover, PCA can identify patterns, capture variations in data and facilitate a predictive model with accurate results [111,112]. Items and their constructs were established as having a good fit by a varimax orthogonal rotation, for which the factor loading should be more than 0.3–0.4 [113]. The Kaiser-Meyer-Olkin (KMO) test value is 0.995, ensuring that the obtained data are adequate and suitable for factor analysis [114]. Variables are independent, as Bartlett’s test of sphericity confirms, with a significant p-value of <0.05 [115]. As seen in Table 2, each factor and measurement item are harmonized.





5. Data Analysis and Findings


Analysis of data collected from 400 corporations in Thailand revealed that sellers, buyers, internal organization and invented technology advantage variables predicted industrial innovation adoption based on binary logistic regression. Our proposed model’s overall forecasting precision was 78%, affirming its greater predictive accuracy over a random assumption.



Responding Organization Demographics


Among the 400 responding organizations, 223 (55.8%) adopted SEAD technology, and 177 (44.25%) did not. Despite the low response rate (11.1%), the Pearson Chi-Square test (p = 0.37) indicates that there was no non-response bias. As shown in Table 3, the majority of companies had been established for longer than 10 years, with more than 16,000,000 USD annual sales revenue. We managed to approach decision-makers and influencers, who were directly involved in toxic heavy metal monitoring in factories.



Binary logistic regression assumptions require a theoretically developed model with the best set of independent variables and suitable data. The assessment is performed by evaluating the multicollinearity and goodness of fit indicators [116]. The logistic regression technique was used to examine our research model. The means of the six variables (composite scores) were calculated from 24 measurement item scores as shown in Table 4. In Model 1, all six variables were entered in one step. In order to conceptualize the model that best explains the technology adoption, the backward elimination regression was used as a model fitting technique to reduce non-significant predictor variables in Model 2.



To avoid interrelations among the predictors, Hair et al. [113] suggested that the variance inflation factor (VIF) should be lower than 10, and the variables should have variance proportions below 0.9 in cases where condition indices are above 30. As shown in Table 5, all factors in this study have no multicollinearity.



Table 6 illustrates the predictive power and the goodness of fit of the research model. The research model’s −2 Log likelihood value is less than the null model, indicating that the data and the model were compatible. However, Model 1 does not exhibit a good fit since its chi-square significance (p-value) is less than 0.05 from the Hosmer-Lemeshow test. Model 2 indicates a good fit with Pseudo Cox & Snell R2 (0.30) and Nagelkerke R2 (0.40). Therefore, the variables are considered to be significant predictors in Model 2 equation, which adequately describes the data.



Table 7 indicates the predictive model’s accuracy of classification between adopters and non-adopters between 2 models. Model 2 correctly predicted 84.3% of adopters and 70.1% of non-adopters. Model 2’s overall forecasting precision was 78%, affirming its greater predictive accuracy over a random assumption.



The Wald statistic was used to test the six hypothesized predictors. As reported in Table 8, seller, buyer, internal organization, and invented technology advantage determinants were significant at the 0.001, 0.05 and 0.10 thresholds, but environment, and internal people were non-significant discriminators. The β coefficient signs characterize independent variable impacts on SEAD adoption. Therefore, seller, buyer, internal organization, and invented technology advantage factors positively influence new technology adoption.





6. Discussions


This study aims to adapt the IBIA framework to explain SEAD adoption. Empirical results demonstrated significant variables as predictive factors of the IBIA framework. Each SEAD adoption determinant is discussed as follows:



6.1. Seller Context


The seller context had significant positive effects on SEAD adoption in terms of information exchange, organizational goals, and problem-solving abilities. SEAD technology for toxic heavy metal detection is new to consumers, therefore communication to stimulate awareness should focus on understanding and establishing mutual goals between sellers and buyers. Since all customers may not embrace a new technology, information exchange is a key to resolving conflict, especially in B2B markets as sellers and buyers have closer relationships than B2C markets [117]. To exemplify this, instead of satisfying self-interests, the industry targeted mutual goals in preventing and fraudulent products to enter the pharmaceutical supply chain. With shared information from sellers through RFID adoption, the industry interactively solved counterfeit problems. Sellers and buyers benefited from improving the visibility, security and traceability of their products [118]. In short, our research finding is consistent with past studies [41,46,47,48,93], suggesting that technology adoption is a consequence of seller interactions.




6.2. Buyer Context


The buyer context had significant positive effects on SEAD adoption in innovation coupling, co-creation, and networking and commitment perspectives. The feedback linking various in-house functions for both intra-organization and extra-organization is critical in the innovation coupling model [48]. The research on nanotechnology-based and process-based innovations affirmed that the end product features were outputs from coupling strategies [119]. The increasing value co-created between buyers and manufacturers led to better productivity and efficiency by using information technology to eliminate wastes in Romanian companies [120]. Likewise, collaborative innovation R&D projects have succeeded due to networking and commitment. The long-term strategic partnership with critical members is a foundation of commercializing high-technological innovation. Palm Pilot, a professional PDA device was highly successful due to early adopter networks of software and hardware manufacturers, which resulted in market growth [121]. The network effect helped RFID adoption in the healthcare industry [122]. Benefits and values of goods increase along with a rising number of users. Therefore, the buyers have positive effects on new technology adoption.




6.3. Environment Context


Paradoxically, the environment context determinants had non-significant negative effects on SEAD adoption. The environmental context also had a negative impact on technology adoption in small businesses [123]. Larger and older firms were less innovative from environmental dynamics that they were surrounded [124]. In contrast, this finding is inconsistent with the RFID adoption in Taiwanese manufacturing companies based on the adapted TOE framework. Wang et al. [34] found that competitive pressure and trading partner pressure had positive influences, but information intensity had a negative impact on RFID adoption. The three environmental contexts of the adapted TOE framework may not be compatible with five macro-environmental factors (regulations, economics, society and culture, technological infrastructure, and natural environment) included in the IBIA framework. However, the environmental context also had a negative impact on small enterprises [123]. Consequently, future research needs to consider other factors (e.g., firm revenue and age) to adapt the framework for better generalizability.




6.4. Internal Organization Context


As hypothesized, the internal organization context was a significantly positive discriminator in aspects of organizational structure, technology competence, and risks. This finding is consistent with previous studies on the adoption of similar technology. Technical problems associated with implementing RFID technology should be considered managerial and organizational issues [125]. To be more specific, lack of organizational support [126,127], trust issues [128], uncertain return on investment [129], and technological threats [130] are barriers to RFID adoption in healthcare and wireless environmental monitoring systems. Therefore, if SEAD technology provides complementary assets to organization and industry levels, users will be willing to adopt it as the total economic value added surpasses organizational trade-offs.




6.5. Internal People Context


The characteristics of internal people context determinants had insignificant positive effects on SEAD adoption. Han et al. [131] suggested that employee participation in decision-making processes contributed to personal and firm innovativeness in high-technology organizations. Employees tended to make decisions after they perceived a minimized risk supported by data and technologies in software firms [132]. The results coincide with NFC, RFID, and self-service technologies adoption research [133,134,135]. In contrast, technology acceptance was negatively affected by perceived usefulness and perceived ease of use in dimensions of perceived security, perceived risks, and privacy concerns. Additionally, it is difficult to convince people due to their commitment to team members and traditions. From the national perspective, Thai culture leans slightly towards uncertainty avoidance, but is highly collectivistic and conservative [136]. As a result, internal people characteristics hinder technology adoption when users have negative attitudes and experiences [60,137,138,139].




6.6. Invented Technology Advantage


SEAD’s technological features were found to have a significantly positive influence on its adoption. The average perceived invented technology advantage levels of adopters (4.36) and non-adopters (3.77) were the highest among other predictors as shown in Table 4. The characteristics and applications of the SEAD sensors were also important for prospective technological adopters. Wireless chemical sensors technologies were successfully applied in four major applications: environmental monitoring, healthcare, sport and physiology, and food and agriculture [21]. The well-known technologies similar to SEAD in the market are blood glucose monitoring and physiological signal tracking systems. From Rogers’ DOI model [46], it is clear that SEAD achieved relative advantage, compatibility and complexity criteria. However, the technology needs to be more accessible. Potential users were unsure about replacing conventional technologies with SEAD due to limitations in trialability and observability. Our demonstrated SEAD system prototype comprised of four components, which are (1) nanomaterials modified screen-printed graphene electrodes (SPGEs) or sensors, (2) supporting electrolytes, (3) a wireless potentiostat, and (4) a smartphone. The majority of the respondents and adopting prospects from our samples were eager to try and compare SEAD with their current technologies. Similarly, non-adopting respondents were reluctant to adopt SEAD because they had no experience from product demonstrations and certified test results.



To discuss the findings with the literature, the accuracy and reliability of SEAD are comparable to conventional bulky electrochemical workstations [28,29,30]. Additionally, SEAD is integrated with smartphone communication technologies. For instance, NFC mobile technology is widely adopted due to its compatibility, cost-effectiveness and less complex characteristics in banking and IT sectors [98]. The fewer resources utilized, the more likely the innovation will be adopted [93] as users spent less time and emotional efforts on a new technology [99]. However, the industrial standard is also a crucial factor that influences buyer’s decisions. Before a new technology standard is fully established, the market will remain competing in product innovations that will replace old technologies [140,141]. Regardless of adoption intention, important technological attributes are accuracy, standardization, sustainability, convenience, compatibility, minimized costs and less complexity. Therefore, SEAD technological advantages have a positive effect on its adoption.



Empirical results show six predictive determinants and 24 sub-contexts effectively conceptualize our research model. The final result yielded 78% forecasting accuracy from the Industrial Buyers Innovation Adoption (IBIA) model. This research opens up undiscovered academic and management terrains. The framework is an alternative hands-on navigator for understanding, creating and analyzing B2B innovations that reflect all fundamental foundations of sustainability, which are society (people), the environment (planet), and the economy (profit).





7. Conclusions


Foremostly, SEAD technology offers an alternative approach for heavy metal quantification. The synergy of smartphone and electrochemical sensor technologies has been developed in laboratories and has revolutionized manufacturing industries due to its speed, reproducibility, and reliable analytical capability [13,142]. Although SEAD can deliver competitive advantages to organizations, its adoptability is still limited in a particular niche market among innovators in laboratories. Thus, understanding the magnitude of innovation adoption predictors is crucially important.



Furthermore, this study formulates IBIA model, an ambitious framework based on the integration of B2B consumer behavior theories and technology adoption models. IBIA framework is empirically proven to forecast the adoption rate for SEAD technology for heavy metal detection depending on six determinants: seller, buyer, environment, internal organization, internal people characteristics, and invented technology advantage. Our results have an implication that firm-level determinants are essential for industrial technology adoption. The seller, the buyer, the internal organization and invented technology advantages were found to be significant adoption discriminators. Surprisingly, the external environment and internal people characteristics were the barriers to innovation adoption. Data uncertainty and variations in effects are acceptable in research. Thus, statistical inference should always be skeptical and recognize underlying problems with thoughtfulness, openness, and modesty [143].



Finally, this study has limitations that offer opportunities for future research. Future research on relationships among independent variables may be useful for understanding their causality as binary logistic regression focuses mainly on distinguishing adopters and non-adopters from the single relationship between the independent and dependent variables [113]. Additionally, results may not be widely generalizable, since the sample is only of industrial manufacturers in Thailand, who are required by law to adhere to conventional technologies. Besides that, future research may apply IBIA to other new technologies to apply, validate and evaluate this predictive model. Once the IBIA model is rigorously revised and validated from data obtained from various new technologies, it could become an alternative managerial tool for holistically assessing and creating adoptable innovative business models beyond B2B marketplaces. The ultimate goal of SEAD is not about saving money or time, but it is about saving lives in global communities as well as supporting four UN sustainable development goals (UN SDG), which are (1) clean water and sanitation, (2) industry, innovation and infrastructure, (3) life on land and (4) life below water.
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Table A1. Measurement items of the independent variables.






Table A1. Measurement items of the independent variables.





	Independent Variables
	Measurement Items





	Seller (SE)
	SE1. Information exchange that sellers share about the new heavy metal testing method through different channels has an influence on your organization to assess and consider using this new technology to solve problems that you are facing.

SE2. Your organization will assess and consider using the new heavy metal testing device, if the seller helps to identify current problems and share mutual goals in avoiding heavy metal contaminations in the industry.

SE3. The current heavy metal testing methods offered by sellers are still problematic and needed to be resolved.



	Buyer (BU)
	BU1. The innovation coupling model helps the buyer to assess and consider using the new heavy metal testing technology as buyers and sellers both sharing feedbacks in the marketplace.

BU2. Product co-creation and co-development help the buyer to consider using the new heavy metal testing technology as buyers and sellers both sharing resources in the marketplace.

BU3. Networking and commitment between organizations are important for buyers to assess and consider using the new heavy metal testing device.



	Environment (EN)
	EN1. Customer requirements, industrial standards, regulations and laws influence the adoption of the new heavy metal testing technology in your organization.

EN2. Economic situations influence the adoption of the new heavy metal testing technology in your organization.

EN3. Society, stakeholders and cultures influence the adoption of the new heavy metal testing technology in your organization.

EN4. The technology infrastructures (e.g., communication technologies embedded in testing instruments, smartphone communication technologies) influence the adoption of the new heavy metal testing technology in your organization.

EN5. Impacts on the natural environment influence the adoption of the new heavy metal testing technology in your organization. (For example, the new technology helps you to prevent and monitor heavy metal leakages into the environment or the devices are made of biodegradable parts.)



	Internal organization (IO)
	IO1. Organizational structure influences the adoption of the new heavy metal testing technology in your organization. (Organizational structure includes organization size, resources, power centralization, communication, etc.)

IO2. Technology competency and compatibility influence the adoption of the new heavy metal testing technology in your organization.

(For example, available communication technologies among testing instruments in the organization support the new technology. The new heavy metal test kit would require only wireless communication technology between a smartphone and a test kit.)

IO3. Your organization can accept changes and risks from the new heavy metal testing technology that would help your organization to solve problems and become more competitive.



	Internal people characteristics (IP)
	IP1. Perceived usefulness of the new heavy metal testing technology will help you to work more efficiently, which will result in an influence on the adoption of the new heavy metal testing technology in your organization.

IP2. Perceived ease of use of the new heavy metal testing technology will help you to work more efficiently, which will result in an influence on the adoption of the new heavy metal testing technology in your organization.

IP3. Experiences, knowledge, abilities and characteristics of internal people influence the adoption of the new heavy metal testing technology in your organization.



	Invented technology advantage (IT)
	IT1. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of uses (e.g., portability, fast analysis, no expert skills and knowledge required), your organization is more likely to adopt this new technology.

IT2. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of standards, your organization is more likely to adopt this new technology.

IT3. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of costs, your organization is more likely to adopt this new technology.

IT4. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of accuracy, your organization is more likely to adopt this new technology.

IT5. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of complexity, your organization is more likely to adopt this new technology.

IT6. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of compatibility, your organization is more likely to adopt this new technology.

IT7. If the new heavy metal testing technology is more advantageous than the current technology that you are using in terms of sustainability, your organization is more likely to adopt this new technology.
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Figure 1. Smartphone-Based Electrochemical Analytical Device System. 
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Figure 2. Industrial Buyer Innovation Adoption Model (IBIA). 
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Table 1. Measurement items of independent variables.






Table 1. Measurement items of independent variables.





	
Adoption Process

	
Independent Variables (Determinants)

	
Measurement Items

	
References






	
Input

(Problem identification in the marketplace)

	
Seller

	
Information exchange

	
[42,43,44,46,70,71,72]




	
Organizational goals

	
[41,42,43,44,47,73,74,75]




	
Problem-solving abilities

	
[41,43,47,74,76,77]




	
Buyer

	
Innovation coupling

	
[48,78]




	
Co-creation

	
[40,44,79,80]




	
Networking and commitment

	
[80,81,82,83]




	
Technology acceptance processes

(Solution exploration)

	
Environment

	
Regulations

	
[42,43,44,84,85,86]




	
Economics

	
[42,43,44,74,87]




	
Society and culture

	
[42,43,44,47,51,60,88]




	
Technology infrastructure

	
[42,43,44,47,74]




	
Natural environment

	
[42,43,44,89]




	
Internal Organization

	
Organizational structure

	
[44,46,54,90]




	
Technology competency

	
[42,55]




	
Risks

	
[86,91]




	
Internal people characteristics

	
Perceived usefulness

	
[52,88]




	
Perceived ease of use

	
[52,88]




	
Internal people characteristics

	
[42,43,44,50,51,60,92]




	
Invented technology advantage (SEAD)

	
Relative advantage

	
[46,93]




	
Complexity

	
[46,93]




	
Compatibility

	
[46,93]




	
Standards

	
[94,95]




	
Cost

	
[96,97,98]




	
Accuracy

	
[99,100,101]




	
Sustainability

	
[51,102,103]
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Table 2. α coefficients and factor analysis.






Table 2. α coefficients and factor analysis.














	
	SE
	BU
	EN
	IO
	IP
	IT





	α coefficient
	0.77
	0.89
	0.84
	0.85
	0.90
	0.94



	SE1
	0.78
	
	
	
	
	



	SE2
	0.80
	
	
	
	
	



	SE3
	0.59
	
	
	
	
	



	BU1
	
	0.77
	
	
	
	



	BU2
	
	0.76
	
	
	
	



	BU3
	
	0.70
	
	
	
	



	EN1
	
	
	0.79
	
	
	



	EN2
	
	
	0.54
	
	
	



	EN3
	
	
	0.62
	
	
	



	EN4
	
	
	0.61
	
	
	



	EN5
	
	
	0.63
	
	
	



	IO1
	
	
	
	0.70
	
	



	IO2
	
	
	
	0.74
	
	



	IO3
	
	
	
	0.62
	
	



	IP1
	
	
	
	
	0.59
	



	IP2
	
	
	
	
	0.63
	



	IP3
	
	
	
	
	0.66
	



	IT1
	
	
	
	
	
	0.72



	IT2
	
	
	
	
	
	0.79



	IT3
	
	
	
	
	
	0.76



	IT4
	
	
	
	
	
	0.80



	IT5
	
	
	
	
	
	0.77



	IT6
	
	
	
	
	
	0.79



	IT7
	
	
	
	
	
	0.75







SE: seller; BU: buyer; EN: environment; IO: internal organization; IP: internal people characteristics; IT: invented technology advantage.
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Table 3. Samples Demographic.
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	Category
	Frequency
	Percentage





	Company age (years)
	
	



	<10
	69
	17.25



	11–30
	208
	52.00



	31–50
	95
	23.75



	>50
	28
	7.00



	Registered capital (USD)
	
	



	<50,000
	33
	8.25



	50,001–3,000,000
	204
	51.00



	>3,000,000
	163
	40.75



	Annual sales revenue (USD)
	
	



	<600,000
	45
	11.25



	600,001–3,000,000
	80
	20.00



	3,000,001–16,000,000
	124
	31.00



	>16,000,000
	151
	37.75



	Respondent job roles
	
	



	Top management
	91
	22.75



	Technical specialist
	67
	16.75



	Procurement specialist
	31
	7.75



	Quality specialist
	64
	16.00



	Safety specialist
	147
	36.75
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Table 4. Means of the six independent innovation adoption predictors.






Table 4. Means of the six independent innovation adoption predictors.














	
	SE
	BU
	EN
	IO
	IP
	IT





	All
	3.61
	3.76
	3.93
	3.72
	3.86
	4.10



	Adopter
	3.95
	4.07
	4.15
	4.04
	4.15
	4.36



	Non-Adopter
	3.19
	3.36
	3.65
	3.32
	3.49
	3.77
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Table 5. Multicollinearity Diagnostics.
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Model

	
VIF

	
Condition Index

	
Variance Proportions




	
Constant

	
SE

	
BU

	
EN

	
IO

	
IP

	
IT






	
Constant

	

	
1.00

	
0.00

	
0.00

	
0.00

	
0.00

	
0.00

	
0.00

	
0.00




	
SE

	
2.46

	
16.19

	
0.20

	
0.30

	
0.06

	
0.01

	
0.00

	
0.01

	
0.04




	
BU

	
2.99

	
19.20

	
0.61

	
0.09

	
0.00

	
0.00

	
0.05

	
0.11

	
0.04




	
EN

	
2.94

	
24.75

	
0.05

	
0.03

	
0.33

	
0.01

	
0.47

	
0.01

	
0.15




	
IO

	
2.97

	
27.44

	
0.00

	
0.50

	
0.40

	
0.06

	
0.14

	
0.04

	
0.26




	
IP

	
3.42

	
32.25

	
0.13

	
0.03

	
0.15

	
0.49

	
0.03

	
0.57

	
0.08




	
IT

	
2.61

	
32.72

	
0.01

	
0.05

	
0.06

	
0.43

	
0.30

	
0.27

	
0.43
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Table 6. Predictive power and goodness of fit of the IBIA model.
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	Statistical Tests
	Model 1
	Model 2





	−2 Log likelihood (Null Model)
	549.22
	549.22



	−2 Log likelihood (Research Model)
	402.49
	405.45



	Change in −2 Log likelihood
	146.73
	143.77



	Hosmer and Lemeshow Chi-square
	9.77 *
	12.43 **



	Cox & Snell R2
	0.31
	0.30



	Nagelkerke R2
	0.41
	0.40







* p < 0.05, ** p > 0.05.
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Table 7. Classification.






Table 7. Classification.





	
Observed

	
Predicted




	
Model 1

	
Model 2




	
Logistic

	
%Correct

	
Logistic

	
%Correct




	
Adopter

	
Non-Adopter

	
Adopter

	
Non-Adopter






	
Adopter

	
187 (83.9%)

	
36 (16.1%)

	
83.9

	
188 (84.3%)

	
35 (15.7%)

	
84.3




	
Non-Adopter

	
51 (28.8%)

	
126 (71.2%)

	
71.2

	
53 (29.9%)

	
124 (70.1%)

	
70.1




	
Overall

	

	
78.3

	

	
78.0
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Table 8. Results of logistic regression analysis.






Table 8. Results of logistic regression analysis.





	
Predictors

	
Model 1

	
Model 2




	
β Coefficient

	
Wald

Statistics

	
β Coefficient

	
Wald

Statistics






	
Constant

	
−8.37 ***

	
77.39

	
−8.61 ***

	
86.52




	
Seller

	
0.63 *

	
6.22

	
0.65 *

	
6.71




	
Buyer

	
0.54 **

	
3.09

	
0.44 **

	
2.46




	
Environment

	
−0.49

	
1.93

	
-

	
-




	
Internal organization

	
0.87 *

	
8.14

	
0.87 ***

	
11.14




	
Internal people

	
0.39

	
1.58

	
-

	
-




	
Invented technology advantage

	
0.38

	
1.90

	
0.41 **

	
3.16








* p < 0.05; ** p < 0.10; *** p < 0.001
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