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Abstract

:

Remaining Useful Life (RUL) prediction for lithium-ion batteries has received increasing attention as it evaluates the reliability of batteries to determine the advent of failure and mitigate battery risks. The accurate prediction of RUL can ensure safe operation and prevent risk failure and unwanted catastrophic occurrence of the battery storage system. However, precise prediction for RUL is challenging due to the battery capacity degradation and performance variation under temperature and aging impacts. Therefore, this paper proposes the Multi-Channel Input (MCI) profile with the Recurrent Neural Network (RNN) algorithm to predict RUL for lithium-ion batteries under the various combinations of datasets. Two methodologies, namely the Single-Channel Input (SCI) profile and the MCI profile, are implemented, and their results are analyzed. The verification of the proposed model is carried out by combining various datasets provided by NASA. The experimental results suggest that the MCI profile-based method demonstrates better prediction results than the SCI profile-based method with a significant reduction in prediction error with regard to various evaluation metrics. Additionally, the comparative analysis has illustrated that the proposed RNN method significantly outperforms the Feed Forward Neural Network (FFNN), Back Propagation Neural Network (BPNN), Function Fitting Neural Network (FNN), and Cascade Forward Neural Network (CFNN) under different battery datasets.
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1. Introduction


Globally, the battery storage system has received significant consideration in addressing carbon emissions and climate change problems [1,2]. Among various energy storage systems, lithium-ion batteries offer high energy density, low voltage drops, high lifespan, and wide operating temperatures. Hence, they have gained wide acceptance in numerous applications including electric vehicles, aerospace, energy management systems, and communication [3,4]. When a battery is utilized for a particular application over a duration of time, its capacity starts declining due to the aging of its chemical substances, which leads to issues relating to performance degradation, cell energy storage, and loss of money [5,6]. Moreover, the life of the lithium-ion battery is influenced by many factors such as temperature, humidity, and quality of usage. The performance of the lithium-ion battery can be measured by evaluating the health prognostics so that acceptable results can be delivered within the design limits and storage lifetime [7]. Hence, it is essential to predict the health and remaining lifetime of the battery to ensure safe and reliable usage.



The remaining useful life (RUL) is crucial for the assessment of battery accuracy and robustness by determining the occurrence of failure and eliminating battery issues [8]. The battery health is represented by RUL, which has attracted increasing attention in recent times. The RUL prediction assists in timely predictive maintenance by delivering crucial information regarding fault occurrence [9]. In connection with RUL, various analyses and predictive verification are implemented to forecast the failure threshold by extracting various information such as the current, voltage, temperature, impedance, etc., to optimize the operation of battery usage related to machinery, electric vehicles, and power systems. During the cyclic charging and discharging operation, the capacity of the battery degrades regularly [10]. For safe operation, it is recommended to replace the battery when 70% or 80% of the initial capacity remains so that unexpected losses can be averted [11]. The degradation of capacity is non-linear, but it is subjected to degradation with irregular regeneration. These various characteristics need to be taken into consideration to accurately predict the RUL of lithium-ion batteries [12].



Currently, various methods such as experience-based methods, model-based methods, and data-driven-based methods have been explored significantly by the research community to predict the RUL for lithium-ion batteries [13,14,15]. Experience-based methods need knowledge from experts and engineering experience along with associated observed situations to predict the RUL of the battery. However, experience-based models are incapable of real-time monitoring and rely heavily on assigned rules from domain experts [16]. Model-based approaches comprise mathematical models and related parameters that require detailed experiments and extensive empirical data. Nevertheless, the model-based algorithm requires a large amount of data for understanding the battery degradation curve [16]. Lyu et al. [17] proposed a Particle Filtering (PF) framework for RUL prediction of the lead acid battery while incorporating an electrochemical model. The battery degradation state variable was employed for the PF framework. An improved Particle Learning (PL) framework for RUL prediction was also presented by Liu et al. [18]. The PL framework prevented particle degeneracy by resampling state particles based on current measurement and then propagating them to generate state posterior particles at that particular time. Su et al. [19] predicted the RUL of lithium-ion batteries by developing the Interacting Multiple Model Particle Filter (IMMPF) mechanism. Even though model-based techniques for RUL prediction have made significant progress in recent times, drawbacks still exist; for example, there is no exact aging model that can serve as a base for predicting the RUL of the battery. The accuracy of the most commonly employed PF for RUL prediction is compromised by particle degeneracy problem [18].



Apart from the model-based techniques discussed above, Zhang and Huang [20] developed the Ensemble Empirical Mode Decomposition (EEMD) and Auto Regressive Integrated Moving Average (ARIMA) technique for RUL prediction. Data were decomposed into multiple segments by utilizing EEMD, and prediction of the RUL was conducted using the ARIMA model. Zhang et al. [21] proposed a Box–Cox Transformation (BCT) and Monte Carlo (MC) simulation-based method for RUL prediction. However, for a non-linear system, the aforementioned methods prove insufficient in enhancing the modeling capability due to their shallow architectures, which have inadequate prognostic capability and suffer from the curse of dimensionality.



Data-driven techniques focus on selecting key degradation information from the data points by a specific learning algorithm [22]. For improving the efficiency and accuracy of data-driven techniques, it is important to extract suitable input parameters from the operating profiles of the battery. The correlation between the selection of suitable input parameters and battery capacity would prove fruitful towards delivering better RUL prediction results [23]. Data-driven methods exhibit advantageous features including non-complex mechanisms, flexibility, high accuracy, adaptability, robustness, and better generalization performance. Therefore, extensive research has been conducted by researchers for RUL prediction [24]. Wu et al. [25] designed a Feedforward Neural Network (FFNN) by employing importance sampling to predict the RUL of the battery. Battery terminal voltage during the charging cycle was chosen as an input parameter, and importance sampling was performed. Even though a simple technique was employed for the RUL prediction, suitable hyper-parameter adjustment can be performed to achieve better prediction results. Nuhic et al. [26] proposed a Support Vector Machine (SVM) to predict the state of health (SOH) and RUL of the battery. Liu et al. [27] proposed a Relevance Vector Machine (RVM) algorithm with an online training method to enhance the accuracy of RUL prediction. Patil et al. [28] proposed an SVM algorithm-based RUL prediction by utilizing battery voltage and temperature as key parameters. However, these models rely on the historical data of the battery degradation curve. Additionally, the accuracy and robustness of the model are affected by the non-availability of a large amount of data and hence the forecasting accuracy of the battery capacity is compromised. Recently, the recurrent neural network (RNN) has received widespread attention due to its improved learning performance, high accuracy, and robustness [29,30]. Shaheer et al. [31] presented the cascaded forward neural network (CFNN) for RUL prediction by employing various battery datasets. Liu et al. [32] introduced a Recurrent Neural Network (RNN) for system dynamic forecasting to predict the RUL of batteries. The above-mentioned techniques work satisfactorily for RUL prediction but require suitable hyper-parameter adjustments and an adequate amount of critical data for training the algorithm efficiently. The applicability of various parameters from the operating profiles of lithium-ion batteries to design an efficient model for RUL prediction was not considered. Therefore, it is necessary to utilize key parameters of the operating profiles and identify the critical samples for training the network towards achieving better prediction results, which are accomplished in the presented work.



In this paper, an enhanced RUL prediction framework is developed for lithium-ion batteries. The contributions of this paper are highlighted below:




	
An improved data-driven method based on RNN with multi-channel input (MCI) profile is employed to predict the RUL of lithium-ion batteries under various training datasets.



	
A 31-dimensional input data format is generated using the multi parameters under the charging profile including battery discharge capacity, voltage, current, and temperature.



	
Systematic sampling is implemented to identify and extract critical samples from charging parameters such as voltage, current, and temperature, where 10 samples are collected from every charging cycle. The execution of systematic sampling assists in reconstructing the predicted curve while training the models.



	
The effectiveness of the proposed intelligent RNN algorithm is executed under various training datasets, and a comparative analysis is carried out with other notable data-driven methods by evaluating various performance metrics.








The rest of the paper is organized into six sections. Section 2 presents the degradation mechanism of the lithium-ion battery. Section 3 delivers the acquisition of lithium-ion battery data from NASA. Section 4 explains the proposed methodology for RUL prediction. Section 5 describes the proposed framework consisting of data pre-processing, model selection, and RUL prediction. The results and discussion are outlined in Section 6. The concluding comments are highlighted in Section 7.




2. Degradation Mechanism of the Lithium-Ion Battery


The lithium-ion battery comprises four main components, namely a cathode, an anode, a separator, and an electrolyte. During the charging process, the lithium ions transfer from the cathode and are deposited on the anode, resulting in energy storage of the lithium-ion battery. However, when the lithium-ion battery is fully charged, lithium ions start to move towards the cathode, resulting in the release of stored energy. During continuous charging and discharging, battery degradation takes place [33]. One of the limiting factors in battery lifetime is attributed to battery degradation, which needs to be addressed efficiently [34].



A lithium-ion battery is regarded as a dynamic and time-varying electrochemical system that consists of non-linear behaviour and a complex internal degradation mechanism [35]. The deterioration in performance and life of a lithium-ion battery takes place due to the increase in the number of charging and discharging cycles [36]. The degradation takes places due to various causes consisting of physical mechanisms such as mechanical and thermal stress and a chemical mechanism comprising cell reactions [37]. The illustration of a common degradation mechanism in a lithium-ion battery is shown in Figure 1. Battery degradation takes place due to several degradation mechanisms, which can be classified into two categories, i.e., loss of lithium inventory, which takes place due to the utilization of lithium ions during side reaction, and active material loss, which causes a decline in storage capacity [38]. The active material loss occurs specifically due to solvent co-intercalation, graphite exfoliation, as well as copper current collector corrosion resulting in loss of electrical contact and electrode cracking [39]. Lithium-ion inventory loss takes place due to the formation of solid electrolyte interphase (SEI) film, decomposition of electrolytic material, and the occurrence of lithium plating, respectively. It is considered that the occurrence of the degradation process relates to the material composition of the lithium-ion battery. For instance, the development of SEI film occurs due to the lower operating voltage of the graphite anode compared to the electrochemical window of the electrolyte. However, there is no occurrence of SEI film formation when the graphite anode is replaced with a lithium titanium oxide (LTO) anode [40]. Additionally, the structural disordering is highly significant in lithium magnesium oxide (LMO) in comparison with lithium iron phosphate (LIP) cathode. This is due to the small volume change in the LIP cathode. Apart from material composition, the degradation mechanism in the lithium ion battery is closely linked with the operating condition and battery design.



Therefore, the RUL prediction of a lithium-ion battery is challenging due to the complex battery degradation mechanism. Nonetheless, accurate prediction of the battery RUL is essential for the battery management system (BMS) in ensuring consistency and reliability of the BMS operation in terms of timely maintenance to avert any unwanted circumstances. The degradation of battery performance is associated with various mechanisms, and the obtained degradation profile is non-linear. Therefore, the RUL prediction of the lithium-ion battery can be accomplished by acquiring battery aging data. The battery aging data are achieved by employing an accelerated aging test under pre-defined conditions. Currently, the RUL prediction of the lithium-ion battery is carried out by utilizing public datasets due to the complex and time-consuming parameter extraction mechanism.




3. Acquisition of Lithium-Ion Battery Data for RUL Prediction


The acquisition of critical health indicators (HI) depicts the battery capability towards delivering effective performance as well as indicates the battery degradation state. The acquisition of critical HI is essential for accurate RUL prediction of the battery. In this work, the NASA battery dataset is analysed to acquire four HI for RUL prediction as discussed.



3.1. Battery Dataset


The NASA battery dataset is used to predict RUL for lithium-ion batteries. The effectiveness of the proposed model is evaluated using four battery datasets including B0005, B0006, B0007, and B0018. The battery datasets consist of three operating profiles, namely charging, discharging, and impedance at room temperature [41]. The batteries underwent a charging process through the constant current and constant voltage (CCCV) principle, where charging was performed with a constant current of 1.5 A until the voltage reaches 4.2 V. Subsequently, constant voltage was applied until the current drops at 20 mA. Similarly, the discharging profile takes place at a constant current of 2 A until the cell voltage falls to 2.7, 2.5, 2.2, and 2.5 V for each battery. The impedance profile and discharging profile are also studied in the dataset, but it is not employed in the current method. The degradation curve of capacity for various batteries under continuous charging and discharging is presented in Figure 2.




3.2. Data Sampling from the Charging Profile


During the charging and discharging process, lithium ions escape and enter the electrode particles continuously. The life of the battery is affected by the irregular scattering of lithium ions. The more the scattering and unevenness of the lithium ion, the more battery particles are affected and hence the life of the battery becomes small. Hence, it becomes important to understand the characteristics of the charging as well as discharging profile for various battery parameters. It is studied that current during the discharging process is highly irregular with time, and thus it is difficult to obtain internal parameters, whereas it is easier to obtain internal parameters in the charging profile as it is based on pre-set protocols. Thereby, the data are extracted from the charging profiles to capture the change of internal battery parameters. With regards to data sampling, 10 samples of voltage, current, and temperature from each charging cycle are extracted at equal intervals systematically to reconstitute charging profile parameters [42]. From Figure 3, it is realized that voltage, current, and temperature vary at different charging cycles. In terms of voltage, the aged battery reaches 4.2 V earlier as compared to the fresh battery. In addition, the value of the current drops early in the aged battery compared to the fresh ones. Similarly, the temperature in aged batteries reaches a higher temperature in comparison with fresh batteries. It is noticed that voltage, current, and temperature parameters depend on the cyclic charging and discharging as well as associated battery capacity. Hence, the charging profile parameters are extracted, sampled, and utilized to develop a 31-dimensional input dataset to execute the training operation of the proposed algorithm to determine the RUL of lithium-ion batteries.




3.3. Phenomena of Capacity Regeneration


One of the important HI for predicting RUL of battery is its capacity [43]. Capacity regeneration phenomena is detected in the batteries during the rest time between the charging and discharging process. This occurs due to the movement of the lithium ion from the negative electrode to the positive electrode and vice versa. A secondary reaction is observed on the electrode surface, which leads to degradation and hence poor performance of the battery. Meanwhile, a re-balancing phenomenon occurs during the rest time between active materials and relaxation of gradients produced due to current flow. The re-balancing phenomenon is known as the capacity regeneration phenomenon. The phenomena affect the degradation curve during rest time between charging and discharging process and performance of RUL of battery. Thus, the capacity regeneration phenomena are adopted as a critical input parameter in determining the RUL of the battery.





4. RUL Prediction Approach Using Data-Driven Recurrent Neural Network Algorithm


4.1. Recurrent Neural Network Approach


RNN is employed in addressing time series problems due to its powerful computational capabilities [44]. It is utilized in numerous applications such as image processing, feature extraction, prediction, and forecasting. RNN consists of a dynamic memory that can address complex problems by assigning appropriate values of weights. Although RNNs are identical to FFNN, each layer in RNN consists of a recurrent connection with a tap delay. In addition, there exist some differences in the training process between FFNN and RNN. In RNN, the output is calculated depending upon the feedback process consisting of the output of the hidden layer at the present instant and previous instant. The structure of RNN is shown in Figure 4.



The prediction of RUL is carried out based on the input time series (X1, X2, …, Xt), hidden series (ht−1, ht, ht+1), and output vector yk. The expression for the procedure is as [45]:
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where xi denotes the weight between the input layer and hidden layer, wℎℎ is the weight between a hidden layer and itself at adjacent time steps, and xj is the weight between the hidden layer and output layer. Oh and Oo represent the output of the hidden layer and output layer. Θx,y and θy,z denote the hidden layer bias and output layer bias, respectively. The sigmoid activation function of RNN is defined as f (), which is expressed as:


  f ( ) =  1  1 +  e   (  1 − n e t  )       



(5)







The backpropagation through time (BPTT) was implemented to train the RNN algorithm, which consists of two stages, namely forward pass and backward pass. Input and other hyperparameters are utilized in obtaining the output from the forward pass, whereas the error from the output layer is calculated by the backward pass algorithm, which is expressed as:





eo = To − Oo



(6)




where To is actual output while Oo is predicted output, respectively.



In the proposed framework based on the RNN algorithm, the network consists of an input layer, a single hidden layer, and an output layer. The input layer takes a 31-dimensional input vector from the battery dataset to train the network. In addition, the hidden layer consists of a single layer of 10 neurons with a sigmoid function as the activation function. The output layer consists of single output in terms of capacity. The weight and bias are optimized by utilizing the Levenberg–Marquardt (LM) algorithm. Hyper-parameters such as hidden neurons, learning rate, epochs, and number of iterations for training the RNN model are selected by the validation method.




4.2. Levenberg–Marquardt Algorithm


The LM algorithm is based on approximation of Newton method and is considered one of the fastest training algorithms [46]. The weight of the RNN-based algorithm is updated by the following mathematical expression.


  ∆ w =   [ μ I +  ∑   (  P = 1  )  ^ P    J P      ( w W )  T  J    p    ( w ) ]   − 1   ∇ E ( w )  



(7)




where JP(W) defines the Jacobian matrix of the error vector e P(W) is calculated in w; and I denotes the identity matrix. The error of the network P is characterized by vector JP(w), which is expressed as:


   e p   ( w )  =  t p  −  c p   ( w )   



(8)







The LM algorithm is executed through the following steps, as shown in Figure 5. The network output, error vector, and Jacobian matrix are calculated. Moreover, ∆w is calculated to recalculate the error with w + ∆w as network weights. For any new process, the new weights are introduced when the error is reduced, and further μ is divided by a factor of β. However, the iteration continues if the error is not decreased.




4.3. Systematic Sampling Technique for Feature Extraction


Systematic sampling is also known as probability sampling and consists of selecting the number of samples from an ordered sampling frame with fixed and periodic intervals. The periodic interval is known as a sampling interval and is obtained by dividing population size with sampling size. The technique is utilized due to its prediction simplicity. The sampling method is easy to perform when the data are arranged in an ordered manner, ensuring the coverage of all the data presented. In the proposed method, 10 values from each cycle of the charging profile are extracted for voltage, current, and temperature by the utilization of systematic sampling to frame 31-dimensional input data format for training the model. The method of sampling consists of three steps such as computation of the sampling interval (p), which is equal to the population size divided by preferred sampling size, selection of the sample from the population size in a random manner, and, lastly, selecting all the desired samples. While observing the systematic sampling, the population of voltage, current, and temperature at each charge cycle varies. The sampling size is selected as 10, while the sampling interval varies according to the population size of each parameter in each cycle.



In the conventional method for training the algorithm to predict the RUL of the battery, training depends on a single time series data input such as capacity. However, the single input may not be sufficient and efficient enough in training the algorithm for prediction. In addition, the prediction accuracy is not much affected by the inclusion of various input parameters from the same battery dataset. Hence, a 31-dimensional input vector feature is developed for training RNN consisting of different battery datasets.



In this study, a 31-dimensional input profile consisting of voltage, current, temperature, and discharge capacity from a single battery is selected for the SCI profile to train the model, as shown in Figure 6. In addition, the proposed MCI profile consists of 31-dimensional input profile features comprising of 10 samples of voltage, current, and temperature from each charging cycle and discharge capacity from multi, i.e., four batteries where input parameters are combined to train the model. It is noted that 168 charging cycles from battery datasets B0005, B0006, and B0007 and 132 from B0018 have been utilized for training the proposed model, as shown in Figure 7.





5. Methodological Framework and Implementation for RUL Prediction Using Multi-Charging Profile


The overall framework for predicting the RUL of a battery by utilizing the MCI profile is presented in Figure 8. The proposed framework consists of three phases. The first phase of the framework consists of feature extraction and data pre-processing, where features of various parameters such as charging voltage, current, temperature, and discharge capacity are extracted with data cleansing and data normalization. In the second phase, the data are split for training and testing. The training of the model is executed with various combinations of 31-dimensional input from batteries. Lastly, the RUL for lithium-ion batteries is predicted, and accuracy is checked using key assessment indicators including MAE, RMSE, MAPE, MSE, and SD.



In the first phase, raw data are extracted from NASA prognostics to construct an input feature profile for training the data-driven models. Multiple inputs from the charging profiles are selected including battery discharge capacity, current, voltage, and temperature. In addition, systematic sampling is implemented to extract 10 samples of each input from every charging cycle. Moreover, the extracted samples are organized in a 31-dimensional format based on multi-charging input variables, which then proceed into different data preprocessing steps consisting of data cleansing and data normalization. The normalization of extracted data consists of a minimum and maximum value of data, which is expressed as [47]


   Z k s  =    (   x k s  − min  ( x )   )    max  ( x )  − min  ( x )     



(9)




where x denotes the summation of charging cycle xks. The number of charging cycles is represented by s. The maximum and minimum values of the sample data are characterized by max(x) and min(x), respectively.



In the second stage, the data are split into two parts, i.e., training data and test data. In the proposed methodology for analysis, the data are split into various combinations for training the model to comprehensively analyze the prediction outcome while testing the same battery dataset as shown in Figure 9. For instance, battery B0005 is trained with various combinations of datasets such as B0006 B0007 B00018, B0006 B0007, B0007 B0018, etc., to evaluate the performance of the model under various datasets. The hyper-parameters for training the RNN algorithm are selected by the validation method. A single hidden layer is developed consisting of 10 hidden neurons. The number of iterations is assigned as 20 while the number of epochs is selected as 1000 with a learning rate of 0.005. The proposed method is executed in a host computer configured with memory of 4 GB RAM and the processor of core i7 and 3.60 GHz. To validate the proposed method, a detailed comparison study was carried out with other data-driven techniques such as the Back Propagation Neural Network (BPNN), Function Fitting Neural Network (FNN), Feed Forward Neural Network (FFNN), and Cascaded Forward Neural Network (CFNN). The hyper-parameters for training RNN were utilized to train other NN models as well. Several performance metrics are evaluated based on the training of algorithm such as RMSE, MSE, MAE, MAPE, and SD, which can be expressed as:
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where ck is actual capacity, whereas ĉk is the predicted capacity and n is the number of cycles.



In the third phase of the algorithm, the estimated capacity of the battery under each case is observed, which is further utilized in predicting battery RUL. The RUL prediction is carried out for both SCI and MCI profiles. The expression for the   R U  L  e r r o r     is expressed as:


  R U  L  e r r o r   = R U  L  p r e d i c t e d   − R U  L  a c t u a l    



(15)




where   R U  L  p r e d i c t e d     and   R U  L  a c t u a l     are referred to as predicted RUL and actual RUL, respectively.



The negative   R U  L  e r r o r     suggests that predicted RUL is less than actual RUL and vice versa. The predicted RUL is obtained by calculating the number of cycles from the starting point until the threshold limit. The presented work considers Cycle 1 as the starting point in each case for RUL prediction. The accuracy of the trained model is calculated by assessing various performance metrics. In addition, the validation of the proposed model is executed with various data-driven methods such as BPNN, FNN, FFNN, and CFNN, respectively.




6. Results and Discussion


The dataset from NASA is utilized to evaluate the effectiveness and robustness of the proposed RNN model for RUL prediction of lithium-ion batteries under various training datasets. Four data-driven models are employed for the comparative analysis, which are BPNN, FNN, FFN, and CFNN, respectively. The proposed MCI-based RNN methodology is compared to the SCI methodology, and accordingly, the results are discussed. The accuracy of the RUL prediction under different training datasets is evaluated based on several performance matrices such as RMSE, MSE, MAE, MAPE, and SD. For the SCI profile-based model, the algorithm is tested with the 70:30 ratio of the dataset, where 70% is assigned for training while 30% is assigned for testing. In addition, the MCI-profile-based RNN model is trained by utilizing various combinations of training datasets, as discussed earlier. The threshold value for each battery has been marked individually during the development of the prediction curve, including 1.41 Ah for B0005, 1.39 Ah for B0006, 1.51 Ah for B0007, and 1.41 Ah for B0018, respectively. In terms of the number of cycles, the threshold cycle for B0005 is 126, 110 for B0006, 122 for B0007, and 92 for B0018. The capacity regeneration for B0006 and B0018 battery datasets is also analysed.



6.1. Analysis for SCI Profile


For predicting the RUL based on the SCI profile, a 31-dimensional input vector is taken as an input to the model consisting of a single battery dataset. It is validated that the RNN model worked better than other data-driven models for various batteries under test. The RUL prediction of RNN model is more accurate and precise in comparison to BPNN, FNN, FFNN, and CFNN methods, as presented in Table 1. For B0005, the estimated RMSE for BPNN, FNN, FFNN, and CFNN is 0.7823, 0.5154, 0.3674, and 0.3311, respectively, as compared to 0.1708 for the RNN model. Due to the significance of capacity regeneration phenomena in B0006 and B0018, the measured value of the performance metrics is higher in B0006 and B0018 than B0005 and B0007, respectively. The values of MSE, RMSE, MAPE, MAE, and SD for B0005 are 2.9164 × 10−4, 0.1708, 0.0960, 0.0684 and 0.1566, respectively, for RNN compared to 0.0016, 0.4017, 0.1883, 0.1332, and 0.4015 for B0006 under SCI methodology. Moreover, the same scenario is noted in the case of B0018, where the estimated values are less significant compared to B0006. The RMSE for B0006 is 0.4017 in the RNN model, while it is 0.2693 in B0018. The RUL error for each case of the battery dataset is very small due to the implementation of a systematic sampling approach, which leads to reconstitution of the predicted curve in an efficient manner. Although the training of each model is performed with 70:30 data, it is concluded that the capability of BPNN, FNN, FFNN, and CFNN is not comprehensive with regard to regeneration phenomena compared to RNN due to an insufficient feedback connection structure, resulting in its low ‘memory’ ability. The RNN model delivers better results compared to other data-driven techniques in terms of RUL prediction for various batteries. The capacity curve for RUL prediction of different batteries is presented in Figure 10.




6.2. Analysis for MCI Profile


In terms of prediction of the RUL of the battery under MCI profile, a 31-dimensional input vector is created with multiple battery datasets. The proposed model is trained with the combination of various datasets under individual battery cells. For each battery, the training of each model is performed with three datasets, combinations of two datasets and a single battery dataset. From the proposed algorithm, the RNN approach outperforms other data-driven methods such as BPNN, FNN, FFNN, and CFNN in terms of accuracy and error under each case of training datasets. The MCI profile results are divided into three categories, namely training with three datasets, training with two datasets, and training with single datasets, respectively. It is seen that the reduction in the training datasets affects the performance of the algorithm as well as the prediction accuracy.



6.2.1. Training with Three Datasets


The training of the MCI profile-based algorithm with three datasets is examined to calculate the prediction accuracy of the various models. The RNN model outperforms other data-driven methods for each case of RUL prediction. Due to the phenomena of capacity regeneration in B0006 and B0018, the performance metrics are notably higher in comparison to B0005 and B0007, as presented in Table 2. The RMSE values calculated for B0005, B0006, B0007, and B0018 are 0.0030, 0.0555, 0.0095, and 0.0392 for the RNN model. The high RMSE value is reported in B0006 and B0018 because of capacity regeneration phenomena. In addition, the values of RMSE, MSE, MAE, MAPE, and SD in each case are the lowest with the RNN model compared to BPNN, FNN, FFNN, and CFNN, respectively. In B0005, the predicted RMSE for RNN model is 0.0030 compared to 0.4382 for BPNN, 0.0948 for FNN, 0.0880 for FFNN, and 0.0290 for CFNN. The prediction curve for various battery datasets under several models of operation is displayed in Figure 11. RNN model achieves the highest accuracy among other data-driven methods. With regards to RUL error, each data-driven model performs satisfactorily and delivered accurate results, but the RNN techniques outperforms other models to achieve higher accuracy.




6.2.2. Training with Two Datasets


When the proposed RNN method is trained with two battery datasets, the RNN approach performs better than the SCI profile in terms of accuracy and convergence of predicted curve with the original capacity degradation curve. Each battery under test is trained with three dataset combinations and, accordingly, the RUL prediction curve is obtained and presented in Table 3. It is realized that the RNN approach is highly convergent compared to BPNN, FNN, FFNN, and CFNN methods, respectively. The RUL prediction of all batteries while training the model under several combinations is presented in Figure 12. A significant reduction in the performance error is noted with the RNN approach for all the trained battery datasets. When B0005 is selected as the test battery while the RNN model is trained with B0006 and B0007, RMSE is calculated to be 0.0132 compared to 0.3041 for BPNN, 0.1422 for FNN, 0.0656 for FFNN, and 0.0398 for CFNN respectively. Significant phenomena of capacity regeneration in B0006 and B0018 result in performance metrics that are higher than B0005 and B0007, respectively. For instance, the RMSE reported in B0005 is 0.0520 when the proposed RNN model is trained with B0006, B0018. When the RNN model is trained with other two combinations of dataset i.e., B0006, B0007 and B0007, B0018 under the same condition, the calculated RMSE values are 0.0132 and 0.0204, respectively, describing the impact of capacity regeneration phenomena in the above results. Simultaneously, the assessment for RUL error during each testing battery was carried out. The BPNN model performed the least among other data-driven models. Due to the phenomena of capacity regeneration, the RUL error was higher when the model was trained with B0006 and B0018, respectively. For instance, in B0007, the RUL error for BPNN is 8 when trained with B0006, B0018, while it is 2 when trained with B0005, B0007 and B0005, B0018, respectively.




6.2.3. Training with One Dataset


Lastly, each battery is tested under a single dataset, and the prediction results are obtained and presented in Table 4 and Figure 13. It is noticed that RNN performs better with other respective models such as BPNN, FNN, FFNN, and CFNN in terms of prediction accuracy, but the training efficiency of each model is lower due to the smaller quantity of training data, thus making it difficult in capturing the capacity degradation curve in an enhanced manner. Furthermore, due to the introduction of systematic sampling in the proposed methodology, it is predicted that a significant sample for reconstitution will concentrate around a certain value, and thus lower prediction accuracy is attained. The prediction error of the RNN model is the lowest compared to BPNN, FNN, FFNN, and CFNN, respectively. In the case of B0005, when the RNN is trained under various battery datasets such as B0006, B0007, and B0018, RMSE, MAE, MAPE, MSE, and SD are estimated to be the lowest among other trained data-driven models. Additionally, due to the significant occurrence of capacity regeneration phenomena in B0006 and B0018, the performance metrics are higher than B0005 and B0007, respectively. For instance, the RMSE observed for B0007 while training with B0006 and B0018 was 0.7132 and 1.7598, which is comparatively higher when trained with B0005, i.e., 0.3995. The RUL error for various batteries has been evaluated to demonstrate the effectiveness of the proposed RNN model. It is noticed that capacity regeneration phenomena demonstrate a substantial role in the RUL prediction. The training of each data-driven model delivers higher RUL error when trained with B0006, B0018 as seen in the cases of B0005 and B0007, respectively.






7. Conclusions


In this paper, a comprehensive analysis of the MCI-profile-based RNN approach for RUL prediction under various datasets is performed. To achieve the target, NASA prognostics battery datasets are utilized for acquiring input parameters consisting of discharge capacity, current, voltage. and temperature. The input dataset framework including a 31-dimensional vector is created by extracting 10 samples of each input parameter at equal intervals of every charging cycle. In addition, the MCI-profile-based method is compared to the SCI profile under various battery datasets. Several performance metrics are assessed under different training conditions. It is examined that the RNN-based MCI profile technique predicts more accurate results than the SCI profile under the application of diverse datasets to train the model. For datasets under B0005, the RMSE for RNN model under the SCI profile is 0.1708, whereas RMSE was 0.0030 under the MCI profile while training with three datasets (B0006, B0007, and B0018). Further, the RMSE was 0.0132 when trained with B0006, B0007 datasets, 0.0204 when trained with the B0007, B0018 dataset, and 0.0364 when trained with the B0006, B0018 datasets, respectively. This suggests the effectiveness of MCI over the SCI profile by utilizing different input parameters. In terms of RUL error, each data-driven model performs satisfactorily due to the application of systematic sampling, which assists in developing the predicted capacity curve in similar manner compared to the actual curve. The BPNN performs the least, while the performance of RNN model was the most accurate among other data-driven techniques. However, when the proposed RNN models are trained with a single battery dataset under the MCI profile, the performance metrics are comparatively higher. Overall, it is concluded that performance metrics dropped when the trained data are more diverse under the MCI profile.



For future work, other internal battery parameters such as impedance and aging can be taken into consideration. Additionally, the validation of the proposed algorithm could be extended by considering discharging profile parameters. In addition, some heuristic optimization techniques can be proposed to find the best hyperparameters for training the model with a smaller amount of data.
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	Auto Regressive Integrated Moving Average



	BCT
	Box–Cox Transformation



	BMS
	Battery Management System



	BPTT
	Backpropagation Through Time



	CCCV
	Constant Current and Constant Voltage



	CFNN
	Cascaded Forward Neural Network



	EEMD
	Ensemble Empirical Mode Decomposition



	FNN
	Fitting Forward Neural Network



	FFNN
	Feed-forward Neural Network



	HI
	Health Indicator



	IMMPF
	Interacting Multiple Model Particle Filter



	LIP
	Lithium Iron Phosphate



	LM
	Levenberg–Marquardt



	LMO
	Lithium Magnesium Oxide



	LTO
	Lithium Titanium Oxide



	MAE
	Mean Average Error



	MAPE
	Mean Absolute Percentage Error



	MC
	Monte Carlo



	MCI
	Multi-Channel Input



	MSE
	Mean Square error



	PF
	Particle Filtering



	PL
	Particle Learning



	RMSE
	Root Mean Square Error



	RUL
	Remaining Useful Life



	RNN
	Recurrent Neural Network



	RVM
	Relevance Vector Machine



	SCI
	Single-Channel Input



	SD
	Standard Deviation



	SEI
	Solid Electrolyte Interphase



	SOH
	State of Health



	SVM
	Support Vector Machine
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Figure 1. Common lithium-ion battery degradation mechanism [40]. 
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Figure 2. Representation of capacity degradation curve for NASA battery datasets including B0005, B0006, B0007, and B0018. 
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Figure 3. Battery parameters during charging process (a) voltage; (b) current; (c) temperature. 
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Figure 4. The basic structure of RNN (a) folded and (b) unfolded. 
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Figure 5. Levenberg–Marquardt algorithm for training RNN method. 
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Figure 6. SCI profile for training RNN algorithm. 
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Figure 7. MCI profile for training RNN algorithm. 
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Figure 8. Methodological flow diagram for MCI profile to train the RNN-based algorithm. 
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Figure 9. Proposed MCI profile with input data format configuration together with the training data format and testing dataset. 
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Figure 10. SCI profile-based RUL prediction curve for different batteries: (a) B0005, (b) B0006, (c) B0007, and (d) B0018. 
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Figure 11. SCI profile-based RUL prediction curve for different batteries: (a) B0005, (b) B0006, (c) B0007, and (d) B0018. 
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Figure 12. MCI profile for RUL prediction by employing two datasets for each battery under test. For B0005, (a) training with B0006 B0007, (b) training with B0007 B0018, and (c) training with B0006 B0018. For B0006, (d) training with B0005 B0007, (e) training with B0007 B0018, (f) and training with B0005 B0018. For B0007, (g) training with B0005 B0006, (h) training with B0006 B0018, (i) and training with B0005 B0018. For B0018, (j) training with B0005 B0006, (k) training with B0006 B0007, (l) and training with B0005 B0007. 
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Figure 13. MCI profile for RUL prediction by employing one dataset for each battery under test. For B0005, (a) training with B0006, (b) training with B0007, (c) training with B0006. For B0006, (d) training with B0005, (e) training with B0007, (f) training with B0018. For B0007, (g) training with B0005, (h) training with B0006, (i) training with B0018. For B0018, (j) training with B0005, (k) training with B0006, (l) training with B0007. 
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Table 1. RUL prediction for SCI profile.
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Battery Dataset

	
Methods

	
Performance Metrics

	
Actual RUL

	
Predicted RUL

	
RUL Error




	
MSE

	
RMSE

	
MAPE

	
MAE

	
SD






	
B0005

	
BPNN

	
0.0061

	
0.7823

	
0.3958

	
0.2883

	
0.7756

	
126

	
124

	
−2




	
FNN

	
0.0027

	
0.5154

	
0.2842

	
0.1948

	
0.4930

	
126

	
124

	
−2




	
FFNN

	
0.0013

	
0.3674

	
0.2505

	
0.1732

	
0.3501

	
126

	
125

	
−1




	
CFNN

	
0.0011

	
0.3311

	
0.2365

	
0.1544

	
0.3311

	
126

	
125

	
−1




	
RNN

	
2.9164 × 10−4

	
0.1708

	
0.0960

	
0.0684

	
0.1566

	
126

	
125

	
−1




	
B0006

	
BPNN

	
0.0287

	
1.6949

	
0.8255

	
0.6419

	
1.5140

	
110

	
113

	
+3




	
FNN

	
0.0166

	
1.0749

	
0.3468

	
0.2580

	
1.0446

	
110

	
112

	
+2




	
FFNN

	
0.0086

	
0.9259

	
0.3959

	
0.2975

	
0.8887

	
110

	
112

	
+1




	
CFNN

	
0.0028

	
0.5323

	
0.2649

	
0.1709

	
0.5178

	
110

	
111

	
+1




	
RNN

	
0.0016

	
0.4017

	
0.1883

	
0.1332

	
0.4015

	
110

	
111

	
+1




	
B0007

	
BPNN

	
0.0152

	
1.2346

	
0.6278

	
0.4211

	
1.1073

	
122

	
124

	
+2




	
FNN

	
0.0023

	
0.4806

	
0.2460

	
0.1601

	
0.4703

	
122

	
123

	
+1




	
FFNN

	
0.0013

	
0.3552

	
0.2357

	
0.1512

	
0.3426

	
122

	
120

	
−2




	
CFNN

	
9.1250 × 10−4

	
0.3021

	
0.1973

	
0.1268

	
0.3029

	
122

	
121

	
−1




	
RNN

	
7.3445 × 10−4

	
0.2710

	
0.1376

	
0.0925

	
0.2596

	
122

	
121

	
−1




	
B0018

	
BPNN

	
0.0030

	
0.5436

	
0.2736

	
0.1920

	
0.5382

	
92

	
93

	
+1




	
FNN

	
0.0020

	
0.4458

	
0.2418

	
0.1650

	
0.4475

	
92

	
93

	
+1




	
FFNN

	
0.0015

	
0.3868

	
0.2066

	
0.1438

	
0.3694

	
92

	
93

	
+1




	
CFNN

	
0.0012

	
0.3473

	
0.1690

	
0.1140

	
0.3467

	
92

	
91

	
−1




	
RNN

	
7.2506 × 10−4

	
0.2693

	
0.1173

	
0.0808

	
0.2685

	
92

	
91

	
−1
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Table 2. RUL prediction accuracy when trained with three datasets.






Table 2. RUL prediction accuracy when trained with three datasets.





	
Testing Dataset

	
Training Dataset

	
Methods

	
Performance Metrics

	
Actual RUL

	
Predicted RUL

	
RUL Error




	
MSE

	
RMSE

	
MAPE

	
MAE

	
SD






	
B0005

	

	
BPNN

	
0.0061

	
0.7823

	
0.3958

	
0.2883

	
0.7756

	
126

	
124

	
−2




	
B0006

	
FNN

	
0.0027

	
0.5154

	
0.2842

	
0.1948

	
0.4930

	
126

	
124

	
−2




	
B0007

	
FFNN

	
0.0013

	
0.3674

	
0.2505

	
0.1732

	
0.3501

	
126

	
125

	
−1




	
B0018

	
CFNN

	
0.0011

	
0.3311

	
0.2365

	
0.1544

	
0.3311

	
126

	
125

	
−1




	

	
RNN

	
2.9164 × 10−4

	
0.1708

	
0.0960

	
0.0684

	
0.1566

	
126

	
125

	
−1




	
B0006

	

	
BPNN

	
0.0287

	
1.6949

	
0.8255

	
0.6419

	
1.5140

	
110

	
113

	
+3




	
B0005

	
FNN

	
0.0166

	
1.0749

	
0.3468

	
0.2580

	
1.0446

	
110

	
112

	
+2




	
B0007

	
FFNN

	
0.0086

	
0.9259

	
0.3959

	
0.2975

	
0.8887

	
110

	
112

	
+1




	
B0018

	
CFNN

	
0.0028

	
0.5323

	
0.2649

	
0.1709

	
0.5178

	
110

	
111

	
+1




	

	
RNN

	
0.0016

	
0.4017

	
0.1883

	
0.1332

	
0.4015

	
110

	
111

	
+1




	
B0007

	

	
BPNN

	
0.0152

	
1.2346

	
0.6278

	
0.4211

	
1.1073

	
122

	
124

	
+2




	
B0005

	
FNN

	
0.0023

	
0.4806

	
0.2460

	
0.1601

	
0.4703

	
122

	
123

	
+1




	
B0006

	
FFNN

	
0.0013

	
0.3552

	
0.2357

	
0.1512

	
0.3426

	
122

	
120

	
−2




	
B0018

	
CFNN

	
9.1250 × 10−4

	
0.3021

	
0.1973

	
0.1268

	
0.3029

	
122

	
121

	
−1




	

	
RNN

	
7.3445 × 10−4

	
0.2710

	
0.1376

	
0.0925

	
0.2596

	
122

	
121

	
−1




	
B0018

	

	
BPNN

	
0.0030

	
0.5436

	
0.2736

	
0.1920

	
0.5382

	
92

	
93

	
+1




	
B0005

	
FNN

	
0.0020

	
0.4458

	
0.2418

	
0.1650

	
0.4475

	
92

	
93

	
+1




	
B0006

	
FFNN

	
0.0015

	
0.3868

	
0.2066

	
0.1438

	
0.3694

	
92

	
93

	
+1




	
B0007

	
CFNN

	
0.0012

	
0.3473

	
0.1690

	
0.1140

	
0.3467

	
92

	
91

	
−1




	

	
RNN

	
7.2506 × 10−4

	
0.2693

	
0.1173

	
0.0808

	
0.2685

	
92

	
91

	
−1
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Table 3. RUL prediction accuracy when trained with two datasets.






Table 3. RUL prediction accuracy when trained with two datasets.





	
Testing Dataset

	
Training Dataset

	
Methods

	
Performance Metrics

	
Actual RUL

	
Predicted RUL

	
RUL Error




	
MSE

	
RMSE

	
MAPE

	
MAE

	
SD






	
B0005

	

	
BPNN

	
9.2505 × 10−4

	
0.3041

	
0.2364

	
0.1506

	
0.3008

	
126

	
123

	
−3




	
B0006

	
FNN

	
2.0229 × 10−4

	
0.1422

	
0.1058

	
0.0663

	
0.1363

	
126

	
124

	
−2




	
B0007

	
FFNN

	
4.3063 × 10−5

	
0.0656

	
0.0508

	
0.0315

	
0.0651

	
126

	
124

	
−2




	

	
CFNN

	
1.5813 × 10−5

	
0.0398

	
0.0394

	
0.0254

	
0.0054

	
126

	
125

	
−1




	

	
RNN

	
1.7412 × 10−6

	
0.0132

	
0.0088

	
0.0056

	
0.0131

	
126

	
125

	
−1




	

	
BPNN

	
0.0028

	
0.5276

	
0.3948

	
0.2518

	
0.5168

	
126

	
124

	
−2




	
B0007

	
FNN

	
7.5118 × 10−5

	
0.0867

	
0.0743

	
0.0491

	
0.0811

	
126

	
124

	
−2




	
B0018

	
FFNN

	
2.5709 × 10−4

	
0.1603

	
0.1169

	
0.0761

	
0.1608

	
126

	
124

	
−2




	

	
CFNN

	
1.7999 × 10−5

	
0.0424

	
0.0347

	
0.0241

	
0.0319

	
126

	
125

	
−1




	

	
RNN

	
4.1439 × 10−6

	
0.0204

	
0.0144

	
0.0089

	
0.0197

	
126

	
125

	
−1




	

	
BPNN

	
0.0382

	
1.9547

	
1.6306

	
1.0215

	
1.8250

	
126

	
116

	
−10




	
B0006

	
FNN

	
7.0358 × 10−4

	
0.2653

	
0.1922

	
0.1232

	
0.2173

	
126

	
120

	
−6




	
B0018

	
FFNN

	
9.6784 × 10−4

	
0.3111

	
0.1353

	
0.0854

	
0.3116

	
126

	
128

	
+2




	

	
CFNN

	
3.1315 × 10−5

	
0.0560

	
0.0305

	
0.0178

	
0.0526

	
126

	
124

	
−2




	

	
RNN

	
2.7048 × 10−5

	
0.0520

	
0.0336

	
0.0208

	
0.0521

	
126

	
125

	
−1




	
B0006

	

	
BPNN

	
0.0682

	
2.6113

	
2.0469

	
1.3950

	
2.6118

	
110

	
116

	
+6




	
B0005

	
FNN

	
0.0030

	
0.5473

	
0.4082

	
0.2754

	
0.5393

	
110

	
108

	
−2




	
B0007

	
FFNN

	
0.0021

	
0.4588

	
0.2369

	
0.1464

	
0.4578

	
110

	
108

	
−2




	

	
CFNN

	
4.9482 × 10−5

	
0.0703

	
0.0467

	
0.0287

	
0.0702

	
110

	
109

	
−1




	

	
RNN

	
3.1804 × 10−5

	
0.0564

	
0.0228

	
0.0131

	
0.0556

	
110

	
109

	
−1




	

	
BPNN

	
0.0180

	
1.3409

	
0.8992

	
0.5827

	
1.2640

	
110

	
108

	
−2




	
B0007

	
FNN

	
0.0041

	
0.6434

	
0.3580

	
0.2668

	
0.6023

	
110

	
108

	
−2




	
B0018

	
FFNN

	
0.0023

	
0.4768

	
0.2561

	
0.1534

	
0.4751

	
110

	
108

	
−2




	

	
CFNN

	
9.5339 × 10−5

	
0.0977

	
0.0810

	
0.0568

	
0.0899

	
110

	
109

	
−1




	

	
RNN

	
8.3644 × 10−5

	
0.0915

	
0.0308

	
0.0190

	
0.0912

	
110

	
109

	
−1




	

	
BPNN

	
0.0065

	
0.8064

	
0.5697

	
0.3835

	
0.8087

	
110

	
108

	
−2




	
B0005

	
FNN

	
0.0021

	
0.4540

	
0.2913

	
0.1869

	
0.4553

	
110

	
108

	
−2




	
B0018

	
FFNN

	
0.0011

	
0.3344

	
0.2671

	
0.1881

	
0.2664

	
110

	
109

	
−1




	

	
CFNN

	
6.5913 × 10−5

	
0.0812

	
0.0789

	
0.0518

	
0.0191

	
110

	
109

	
−1




	

	
RNN

	
1.8108 × 10−5

	
0.0426

	
0.0215

	
0.0141

	
0.0396

	
110

	
109

	
−1




	
B0007

	

	
BPNN

	
0.0188

	
1.3718

	
0.9669

	
0.5621

	
1.3652

	
122

	
120

	
−2




	
B0005

	
FNN

	
2.3479 × 10−4

	
0.1532

	
0.1164

	
0.0718

	
0.1226

	
122

	
120

	
−2




	
B0006

	
FFNN

	
7.6538 × 10−5

	
0.0875

	
0.0608

	
0.0360

	
0.0877

	
122

	
121

	
−1




	

	
CFNN

	
3.7793 × 10−5

	
0.0615

	
0.0521

	
0.0302

	
0.0331

	
122

	
121

	
−1




	

	
RNN

	
2.0039 × 10−6

	
0.0142

	
0.0107

	
0.0064

	
0.0142

	
122

	
121

	
−1




	

	
BPNN

	
0.1132

	
3.3646

	
2.7413

	
1.6852

	
3.2590

	
122

	
114

	
−8




	
B0006

	
FNN

	
0.0023

	
0.4757

	
0.4234

	
0.2591

	
0.4407

	
122

	
125

	
−3




	
B0018

	
FFNN

	
0.0014

	
0.3692

	
0.2967

	
0.1779

	
0.3679

	
122

	
120

	
−2




	

	
CFNN

	
3.3179 × 10−5

	
0.0576

	
0.0414

	
0.0254

	
0.0521

	
122

	
120

	
−2




	

	
RNN

	
1.5112 × 10−5

	
0.0389

	
0.0291

	
0.0169

	
0.0295

	
122

	
121

	
−1




	

	
BPNN

	
0.0134

	
1.1556

	
0.8075

	
0.4876

	
1.1146

	
122

	
120

	
−2




	
B0005

	
FNN

	
8.2667 × 10−4

	
0.2875

	
0.1701

	
0.0988

	
0.2336

	
122

	
120

	
−2




	
B0018

	
FFNN

	
1.7690 × 10−4

	
0.1330

	
0.0591

	
0.0348

	
0.1301

	
122

	
120

	
−2




	

	
CFNN

	
1.718 × 10−5

	
0.0414

	
0.0347

	
0.0208

	
0.0411

	
122

	
121

	
−1




	

	
RNN

	
5.1220 × 10−6

	
0.0226

	
0.0119

	
0.0067

	
0.0222

	
122

	
121

	
−1




	
B0018

	

	
BPNN

	
0.0416

	
2.0401

	
1.5852

	
1.0448

	
1.8977

	
92

	
102

	
+10




	
B0005

	
FNN

	
0.0061

	
0.7813

	
0.5764

	
0.3771

	
0.5925

	
92

	
96

	
+4




	
B0006

	
FFNN

	
0.0038

	
0.6136

	
0.5010

	
0.3231

	
0.3954

	
92

	
95

	
+3




	

	
CFNN

	
1.2124 × 10−4

	
0.1101

	
0.0385

	
0.0247

	
0.1095

	
92

	
93

	
+1




	

	
RNN

	
3.6099 × 10−5

	
0.0601

	
0.0310

	
0.0192

	
0.0544

	
92

	
91

	
−1




	

	
BPNN

	
0.1032

	
3.2130

	
2.2695

	
1.4028

	
2.8098

	
92

	
88

	
−4




	
B0006

	
FNN

	
0.0063

	
0.7934

	
0.3238

	
0.2046

	
0.7633

	
92

	
89

	
−3




	
B0007

	
FFNN

	
0.0018

	
0.4262

	
0.3026

	
0.1957

	
0.3568

	
92

	
90

	
−2




	

	
CFNN

	
5.6511 × 10−5

	
0.0752

	
0.0255

	
0.0157

	
0.0726

	
92

	
91

	
−1




	

	
RNN

	
1.8961 × 10−5

	
0.0435

	
0.0168

	
0.0106

	
0.0437

	
92

	
91

	
−1




	

	
BPNN

	
0.0651

	
2.5514

	
2.1803

	
1.4277

	
1.8171

	
92

	
86

	
−6




	
B0005

	
FNN

	
0.0155

	
1.0726

	
0.5963

	
0.3873

	
1.0767

	
92

	
88

	
−4




	
B0007

	
FFNN

	
0.0011

	
0.3335

	
0.2561

	
0.1711

	
0.2576

	
92

	
90

	
−2




	

	
CFNN

	
9.0269 × 10−4

	
0.3004

	
0.1612

	
0.1075

	
0.2707

	
92

	
90

	
−2




	

	
RNN

	
1.5726 × 10−4

	
0.1254

	
0.0450

	
0.0284

	
0.1226

	
92

	
91

	
−1
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Table 4. RUL prediction accuracy when trained with one dataset.
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Testing Dataset

	
Training Dataset

	
Methods

	
Performance Metrics

	
Actual RUL

	
Predicted RUL

	
RUL Error




	
MSE

	
RMSE

	
MAPE

	
MAE

	
SD






	
B0005

	
B0006

	
BPNN

	
0.1671

	
4.0880

	
3.4556

	
2.2650

	
3.8375

	
126

	
132

	
+6




	
FNN

	
0.0117

	
1.0818

	
0.7972

	
0.4799

	
0.9484

	
126

	
129

	
+3




	
FFNN

	
0.0053

	
0.7252

	
0.6008

	
0.3703

	
0.7191

	
126

	
128

	
+2




	
CFNN

	
0.0018

	
0.4279

	
0.4174

	
0.2693

	
0.1433

	
126

	
125

	
+1




	
RNN

	
2.5076 × 10−4

	
0.1584

	
0.1086

	
0.0669

	
0.1519

	
126

	
125

	
+1




	
B0007

	
BPNN

	
0.4506

	
6.7126

	
6.2497

	
3.9541

	
2.5462

	
126

	
142

	
+16




	
FNN

	
0.0130

	
1.1383

	
0.7377

	
0.4945

	
0.1281

	
126

	
122

	
−4




	
FFNN

	
0.0056

	
0.7502

	
0.5728

	
0.3702

	
0.6835

	
126

	
124

	
−2




	
CFNN

	
0.0023

	
0.4808

	
0.5728

	
0.3702

	
0.6835

	
126

	
125

	
−1




	
RNN

	
0.0016

	
0.4013

	
0.3003

	
0.1867

	
0.3057

	
126

	
125

	
−1




	
B0018

	
BPNN

	
0.2634

	
5.1323

	
3.9706

	
2.5402

	
4.7825

	
126

	
129

	
+3




	
FNN

	
0.0932

	
3.0526

	
2.0003

	
1.2279

	
2.3591

	
126

	
123

	
−3




	
FFNN

	
0.0657

	
2.5631

	
1.8745

	
1.2129

	
2.0677

	
126

	
124

	
−2




	
CFNN

	
0.0360

	
1.8977

	
0.8157

	
0.5003

	
1.7679

	
126

	
124

	
−2




	
RNN

	
0.0329

	
1.8147

	
0.6579

	
0.3901

	
1.8201

	
126

	
125

	
−1




	
B0006

	
B0005

	
BPNN

	
0.1943

	
4.4079

	
3.4827

	
2.2576

	
4.4039

	
110

	
118

	
+8




	
FNN

	
0.0485

	
2.2019

	
1.6560

	
1.0824

	
2.1430

	
110

	
116

	
+6




	
FFNN

	
0.0375

	
1.9354

	
1.7361

	
1.1543

	
1.3600

	
110

	
114

	
+4




	
CFNN

	
0.0158

	
1.2576

	
1.0324

	
0.6541

	
1.2566

	
110

	
113

	
+3




	
RNN

	
0.0079

	
0.8885

	
0.7224

	
0.4963

	
0.6578

	
110

	
112

	
+2




	
B0007

	
BPNN

	
0.6952

	
8.3377

	
6.5960

	
4.3897

	
8.3393

	
110

	
126

	
+16




	
FNN

	
0.2652

	
5.1498

	
4.4517

	
3.0587

	
2.9582

	
110

	
122

	
+12




	
FFNN

	
0.0930

	
3.0501

	
2.4023

	
1.6615

	
3.0295

	
110

	
113

	
+3




	
CFNN

	
0.0523

	
2.2870

	
2.0459

	
1.3821

	
1.5281

	
110

	
116

	
+6




	
RNN

	
0.0420

	
2.0486

	
1.5358

	
0.9510

	
1.6905

	
110

	
112

	
+2




	
B0018

	
BPNN

	
0.3035

	
5.5086

	
3.9863

	
2.6282

	
5.4911

	
110

	
124

	
+14




	
FNN

	
0.1459

	
3.8194

	
2.4805

	
1.4876

	
3.7212

	
110

	
114

	
+4




	
FFNN

	
0.1142

	
3.3789

	
1.8470

	
1.1559

	
3.3501

	
110

	
113

	
+3




	
CFNN

	
0.0672

	
2.5931

	
1.4095

	
0.8477

	
2.2401

	
110

	
112

	
+2




	
RNN

	
0.0485

	
2.2023

	
1.2024

	
0.6914

	
1.9405

	
110

	
112

	
+2




	
B0007

	
B0005

	
BPNN

	
0.0740

	
2.7211

	
2.3071

	
1.4089

	
2.7292

	
122

	
126

	
+4




	
FNN

	
0.0249

	
1.5781

	
1.1815

	
0.6888

	
1.5521

	
122

	
125

	
+3




	
FFNN

	
0.0085

	
0.9239

	
0.7320

	
.4353

	
0.9209

	
122

	
125

	
+3




	
CFNN

	
0.0018

	
0.4274

	
0.3538

	
0.2138

	
0.2432

	
122

	
124

	
+2




	
RNN

	
0.0016

	
0.3995

	
0.2422

	
0.1369

	
0.3819

	
122

	
124

	
+2




	
B0006

	
BPNN

	
0.2901

	
5.3864

	
4.6191

	
2.8416

	
3.5351

	
122

	
116

	
−6




	
FNN

	
0.0493

	
2.2202

	
1.9066

	
1.1869

	
1.5142

	
122

	
126

	
+4




	
FFNN

	
0.0453

	
2.1293

	
1.5508

	
0.9761

	
1.5118

	
122

	
118

	
−4




	
CFNN

	
0.0129

	
1.1360

	
0.5775

	
0.3522

	
1.0993

	
122

	
120

	
−2




	
RNN

	
0.0051

	
0.7132

	
0.5286

	
0.3181

	
0.7068

	
122

	
121

	
−1




	
B0018

	
BPNN

	
0.2946

	
5.4273

	
4.5280

	
2.7229

	
5.0548

	
122

	
128

	
+6




	
FNN

	
0.1792

	
4.2332

	
3.0993

	
1.7532

	
3.2424

	
122

	
125

	
+3




	
FFNN

	
0.1173

	
3.4253

	
2.4642

	
1.4629

	
3.4334

	
122

	
126

	
+4




	
CFNN

	
0.0906

	
3.0104

	
1.8602

	
1.1069

	
2.7933

	
122

	
123

	
+1




	
RNN

	
0.0310

	
1.7598

	
1.2856

	
0.7642

	
1.7019

	
122

	
121

	
−1




	
B0018

	
B0005

	
BPNN

	
0.4887

	
6.9907

	
5.2274

	
3.3572

	
5.5300

	
92

	
88

	
−4




	
FNN

	
0.0414

	
2.0344

	
1.3561

	
0.8613

	
1.9467

	
92

	
96

	
+4




	
FFNN

	
0.0355

	
1.8855

	
1.3615

	
0.9355

	
1.6326

	
92

	
95

	
+3




	
CFNN

	
0.0217

	
1.4732

	
1.1000

	
0.6997

	
1.2514

	
92

	
90

	
−2




	
RNN

	
0.0172

	
1.3110

	
0.7933

	
0.4922

	
1.2266

	
92

	
93

	
+1




	
B0006

	
BPNN

	
0.2862

	
5.3496

	
3.8865

	
2.3794

	
5.3341

	
92

	
94

	
+2




	
FNN

	
0.0251

	
1.5831

	
0.9067

	
0.5552

	
1.3582

	
92

	
94

	
+2




	
FFNN

	
0.0064

	
0.8031

	
0.5503

	
0.3538

	
0.7687

	
92

	
90

	
−2




	
CFNN

	
0.0101

	
1.0060

	
0.3438

	
0.2271

	
1.0076

	
92

	
90

	
−2




	
RNN

	
0.0092

	
0.9569

	
0.4539

	
0.2962

	
0.9392

	
92

	
91

	
−1




	
B0007

	
BPNN

	
0.3924

	
6.2645

	
4.4663

	
2.9252

	
5.6851

	
92

	
86

	
−6




	
FNN

	
0.1155

	
3.3991

	
2.5947

	
1.6493

	
3.3255

	
92

	
96

	
+4




	
FFNN

	
0.0426

	
2.0628

	
1.7292

	
1.1177

	
1.9258

	
92

	
95

	
+3




	
CFNN

	
0.0377

	
1.8362

	
0.9305

	
0.5910

	
1.8379

	
92

	
93

	
+1




	
RNN

	
0.0187

	
1.3669

	
0.9362

	
0.5926

	
1.3400

	
92

	
91

	
−1
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