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Abstract: Although many meteorological prediction models have been developed recently, their
accuracy is still unreliable. Post-processing is a task for improving meteorological predictions. This
study proposes a post-processing method for the Climate Forecast System Version 2 (CFSV2) model.
The applicability of the proposed method is shown in Iran for observation data from 1982 to 2017.
This study designs software to perform post-processing in meteorological organizations automatically.
From another point of view, this study presents a decision support system (DSS) for controlling
precipitation-based natural side effects such as flood disasters or drought phenomena. It goes without
saying that the proposed DSS model can meet sustainable development goals (SDGs) with regards to
a grantee of human health and environmental protection issues. The present study, for the first time,
implemented a platform based on a graphical user interface due to the prediction of precipitation
with the application of machine learning computations. The present research developed an academic
idea into an industrial tool. The final finding of this paper is to introduce a set of efficient machine
learning computations where the random forest (RF) algorithm has a great level of accuracy with
more than a 0.87 correlation coefficient compared with other machine learning methods.

Keywords: CFSV2; post-processing; regression; random forest; decision support system; sustainable
development goals

1. Introduction

Weather predictions have a great impact on humans’ lives and all urbanization and
industrial projects [1–3]. Without a doubt, several political, economic, environmental,
and social programs are linked with an accurate weather prediction [4–7]. Most people
take weather predictions seriously in many of their schedules, from their personal to
their business settings. Hydrological numerical models usually complete weather pre-
dictions [8–10]. These models predict different hydrological variables’ outputs such as
precipitation, temperature, etc. Many researchers have studied the problems related to
precipitation [8–13].

One of the important concepts in weather prediction models is post-processing. Post-
processing is a task in which the prediction model is updated to eliminate the errors in the
model, lack of data for building the model, and large-scale limitations. Most hydrological
models have a limited scale. Therefore, they do not have an exact prediction for every point
on the earth’s surface. Post-processing could help to overcome this issue by having an
accurate prediction [12–15].
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The research on the post-processing models and prediction algorithms is active, and
there are many post-processing methods for different hydrological variables [16–24]. We
can classify these papers into two main categories. A first category is a group of stud-
ies that developed new prediction models for post-processing [25–32]. Different post-
processing algorithms utilize the second category for post-processing using one or multiple
variables [33–45].

To study the most recent papers in the first category, Monache et al. [22] proposed
two post-processing methods based on the Kalman filter and weighted average on analog
data [22]. Robertson et al. [20] proposed a post-processing method for rain forecasts [20].
Bayesian joint probability modeling was used in their method to produce rain probability
distributions in different locations. In this regard, ensemble forecasts are generated by
combining these probabilities using the Schaake shuffle.

During the last decade, this research area was very active and many statistical and
computational methods have been studied [46–63]. In another study, Scheuerer et al. [64]
proposed a statistic method for post-processing temperature ensemble forecasts in COSMO-
DE [64]. Madadgar et al. [50] proposed a novel method based on copula functions for
post-processing ensemble forecasts [50]. As such, Chen et al. [17] proposed a statistical
post-processing method for ensemble forecasts using a stochastic weather generator [17].
Scheuerer et al. [65] proposed a post-processing method that transforms raw ensemble
precipitation forecasts from the Global Ensemble Forecast System (GEFS) into probability
distributions, and after that a regression model is used to link the distributions [65].

Among the methods in the literature review, post-processing methods are highly
recommended in recent studies [65–76]. For example, Stauffer et al. [71] proposed a post-
processing method for daily precipitation on the standardized anomaly model output
statistics [71]. Shrestha et al. [68] used the Bayesian joint probability and Schaake shuffle to
create calibrated quantitative precipitation ensembles [68]. Dabernig et al. [21] proposed
a new post-processing method based on standardized anomalies [21]. Rasp et al. [57]
proposed a neural network-based post-processing method for temperature in Germany [57].

Advanced statistical and machine learning models are highly interested by the scholars
recently [77–84]. For example, Wutzler et al. [85] developed a package in the R language
for post-processing measurements of eddy covariance flux data [85]. Last but not least, El
Ayari et al. [52] proposed doubly truncated Bayesian model averaging for post-processing.
This method is evaluated on water level forecasts on the river Rhine [52].

Post-processing methods in the literature highly dominates other existing methods.
For example, Lin et al. [49] developed the post-processed precipitation forecasts in Canada
in winter from the GCM model [49]. Rincon et al. [1] applied three post-processing methods
for short term irradiance [1]. Vashani et al. [60] evaluated five different post-processing
methods for temperature in the WRF model in Iran [60]. Bentzien et al. [11] post-processed
precipitation from the DOSMO-DE-EPS model in Germany using regression methods [11].
Roulin et al. [58] utilized extended logistic regression to post-process precipitation fore-
casts from the ECMWF model in Belgium [58]. Verkade et al. [78] used a post-processing
method based on regression for precipitation and temperature in the ECMWF (Euro-
pean Centre for Medium-Range Weather Forecasts) ensemble [78]. Sweeney et al. [73]
post-processed wind speed forecasts in the COSMO model using seven different adap-
tive post-processing algorithms [73]. Williams et al. [83] evaluated four different post-
processing methods for post-processing extreme events in the Lorenz 1996 model [83].
Bogner et al. [40] evaluated different post-processing methods for updating flood forecasts
in Switzerland [40]. Vogel et al. [79] used Bayesian model averaging (BMA) and ensemble
model output statistics (EMOS) for post-processing precipitation forecasts in the monsoon
period in West Africa [79]. Yang et al. [86] investigated Bayesian model averaging and
heteroscedastic censored logistic regression for post-processing precipitation forecasts in
the U.S. mid-Atlantic region [86]. Whan et al. [82] utilized extended logistic regression,
ensemble model output statistics, and quantile random forest for post-processing precipita-
tion forecasts [82]. Erickson et al. [24] used bias correction for post-processing SREF system
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forecasts for fire weather days [24]. Vogel et al. [80] applied Bayesian model averaging and
ensemble model output statistics for post-processing rainfall forecasts in north Africa [80].
Wu et al. [84] evaluated three different variants of the Schaake shuffle for post-processing
precipitation forecasts [84]. Taillardat et al. [74] performed a quantile regression forest and
gradient regression for post-processing precipitation forecasts in France [74]. More recently,
Fathollahi-Fard et al. [28] developed a sustainable water network design considering the
environmental, social, and weather conditions. A multi-objective stochastic model was
developed, and a heuristic algorithm was introduced to solve it.

1.1. Relevant and Recent Literatures

Here, we focus on recently published papers in this research area. For example,
Sparrow et al. [69] developed a platform for a climate prediction and monitoring sys-
tem based on citizens’ participation named OpenIFS@home version 1. In the declared
system and climate change monitoring, feedback from citizens can improve the quality
of the model, and it is a sample of a techno-social system. Plus, Kang and Sridhar [41]
presented the soil and water assessment tool (SWAT) model due to drought prediction. All
computations are completed based on mathematical modelling of soil and hydrological
historical data analysis in the mentioned process. An-Vo et al. [9] presented a prediction
model for rainfall amounts in rice farms in a case study in the Greater Mekong Region
(GMR), Southeast Asia. Through the research, plus the climate forecasting system, a bio-
economic assessment framework is introduced, which can be utilized in the agriculture
appraisal process. Sheela et al. [67] applied Naive’s algorithm for agricultural climate
estimation. In the study, farmers examined this dashboard’s performance in different cases.
Akhila et al. [5] presented a model based on an artificial recurrent neural network (RNN)
system for long and short-term estimations of the climate. In the declared study, the tem-
perature is measured as a climate indicator, and the accuracy of models are assessed by
statistical error functions such as the mean absolute percentile error.

One of the main applications of the climate-forecasting system is climate change con-
trolling with the concentration of sustainability [4,27–30]. Furthermore, Gandini et al. [32]
presented a method due to climate change risk assessment in megacities by integrated
multi-perspective decision making and multi-scale urban modelling. The case study of the
mentioned study was Donostia-San Sebastián, Spain, and all decision-making modelling
were implemented in the CityGML platform. In addition, Cohen et al. [19] evaluated the ef-
fects of climate change actions and plans on the sustainable development goals (SDGs). The
main purpose of the research was to create the framework for policy-making in sustainable
cities. Barry and Hoyne [10] presented a concept due to the New Green Deal Era definition
with the assessment of the SDGs indicators. During the investigation, using the indicators,
the impacts of climate change on SDGs were appraised. Through the research, all economic
and socio-cultural dimensions of SDGs were analyzed and measured in climate change
conditions. Hidalgo et al. [38] presented a novel idea for executing sustainable water
resource management during climate change adaptation plans. In the current strategies,
social, economic, environmental, technical, and policy governance is considered in the same
weights. However, the main concentration of the study is linked to social responsibility to
the climate change adaptation plans. Finally, Abbass et al. [2] reviewed all connections of
climate change adaptation actions and SDGs and presented a framework due to sustainable
mitigation measures. The present research outcomes can obtain a tool for examining climate
change prediction and SDGs evaluations.

The novelty of this research is using regression methods for post-processing on new
data from the CFSV2 model. Additionally, the main difference of the present study with
the other ones is linked to comprehensive evaluations of machine learning computations’
performance for precipitation prediction. In addition, in the present investigation, software
is developed in the MATLAB environment for the first time comprehensively and locally.
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1.2. Contributions

Building on previous studies on post-processing numerical weather predictions, a
method for post-processing precipitation rate predictions of the CFSV2 model is proposed.
CFSV2 model data from 1982–2017 and observation data from 274 weather stations in
Iran are used in the proposed method. Methods based on regression are proposed for
post-processing.

The importance and contributions of the present study contain:

• The case study’s prediction of rainfall in arid and semi-arid areas for controlling flood
and famine.

• Implementation of climate change adaptation action based on forecasting values in
the short, middle, and long term.

• Allocation of water resources in limited regions to different applications, specifically,
irrigation usages.

• Improving cities’ resiliency based on passive defense programs against flash-flood
and famine.

The rest of the paper is organized as follows. In Section 2, the regression methods
used for post-processing are explained. In Section 3, the proposed method is detailed. In
Section 4, the experimental results are reported, and in Section 5, the managerial insights
and sustainability issues are discussed. Finally, Section 6 evaluates the conclusion of the
present study and suggestions for future studies.

2. Material and Methods
2.1. Material

The material section is divided into the CFSV2 model and case study presented in
the following.

2.1.1. CFSV2 Model

Climate Forecast System Version 2 (CFSV2) is a numerical weather prediction model
that predicts a great range of weather variables [62]. The variables are in different groups
including (a) surface and radiative fluxes variables, (b) 3-D pressure level variables, (c) 3-D
ocean data variables, and (d) 3-D isentropic variables. CFSV2 is an ensemble prediction
system executed 16 times every day. Four runs are for monthly predictions for the next
nine months, three runs for season forecasts, and nine runs for 45-day forecasts.

2.1.2. Case Study

The research is completed on CFSV2 model precipitation predictions in Iran. CFSV2
is a model with monthly forecasts. The CFSV2 data used here are from 1982 to 2017. The
predictions used are in the surface and radiative fluxes variables. There are 107 variables
in this group. Only 90 variables that had numerical values are used in this research as
input variables. The output variable is the precipitation observation from the weather
station. The precipitation observation data are from 274 weather stations all over Iran.
Figure 1 shows the CFSV2 precipitation predictions in Iran for different regions compared
to precipitation observations.
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Each precipitation prediction in the CFSV2 model is for a specific year and month.
The model is executed several times each day and on different days. Therefore, it has
multiple predictions for each month. These predictions with 90 variables for each and
the observations for the same year and month are matched together, so the dataset for
post-processing is created. In Figure 1, the CFSV2 precipitation predictions in Iran have
been compared with observations.

2.2. Methods

In this section, the methods used in the research are reported.

2.2.1. Problem

Post-processing is a task completed on numerical weather predictions with different
purposes [80–82]. One of the purposes is that some models do not have predictions in
some areas due to scalability limitations [83–87]. Post-processing helps to have predictions
everywhere. Another goal of post-processing is to enhance the predictions.

2.2.2. Machine Learning Post-Processing

The significant contribution of this research is to merge a regression method for
post-processing on new data from the CFSV2 model with efficient machine learning com-
putations like the random forest algorithm.

2.2.3. Machine Learning Pre-Processing Methods

In machine learning, pre-processing is the tasks completed on data before the learning
task [63]. Pre-processing makes the data ready for learning operations. The data are investi-
gated, and two main challenges are observed: imbalanced data and missing values [64,65].
These concepts are detailed next.

Imbalanced Data

Imbalanced data are an important challenge in machine learning [37]. This challenge
usually occurs in classification tasks in which data in one class are much more than data in
another class. Regression is another type of learning in which an imbalance may occur [13].
Imbalance in regression means that some output values occur much more than others.

Here, the output variable is the precipitation observation in the weather station. It was
investigated that most of the observations are zero; therefore, a data imbalance exists. In
Torgo et al. [13], a pre-processing algorithm based on SMOTE [16], has been proposed to
handle an imbalance in regression. There is an R software package for this research [12,13].
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Missed Values

Missed values are another challenge in machine learning, in which some features
do not have values due to problems in data acquisition [49]. Different methods could
handle missed values. Here, chained equations are used to impute missed values [77]. In a
study [77], an R software package has been developed for imputing missed values using
chained equations.

Feature Selection

Feature selection is one of the most important pre-processing tasks in machine learn-
ing [6]. Feature selection aims to reduce the dimensions of the learning problem. There are
different methods for feature selection. Here, a filter method based on Pearson correlation
is used to find the correlation between each variable and the observation. Variables that
have a low correlation are omitted.

As mentioned earlier, in the CFSV2 data, there are 90 variables. After performing the
feature selection method, the variables are reduced to 47. Therefore, the time for learning
is reduced.

2.2.4. Regression Methods

Numerical weather predictions are usually continuous values, and the post-processing
method aims to change these forecasts to another continuous value. With this explanation,
regression methods are a suitable mechanism for post-processing. In regression methods,
the predicted variable is continuous [6]. The next sections explain different regression
methods used in this research.

General Regression Neural Network (GRNN)

GRNN is a memory-based neural network suitable for linear and non-linear regression
tasks [70]. GRNN is built of three layers: the pattern layer, summation layer, and output
layer. Each neuron is a cluster center in the pattern layer, and the similarity of the input to
each cluster is computed. The summation layer sums up the result of the pattern layer and
the output layer gives the final prediction (Equations (1)–(3)).

Y(x) =
∑N

k=1 ykK(x, xk)

∑N
k=1 K(z, xk)

(1)

K(x, xk) = e−dk/2σ2
(2)

dk = (x − xk)T(x − xk) (3)

In Equations (1)–(3), Y(x) is the predicted output for input x; yk is the activation weight
for the pattern layer neuron at k; K(x, xk) is the radial basis function kernel; dk is the squared
Euclidean distance between the training samples xk and the input x.

Extreme Learning Machine (ELM)

ELM is a neural network in which the hidden layer weights are not trained and have
random values [39]. ELM can have multiple hidden layers. The output layer in ELM has
weights, and only these weights are trained. This enables ELM to estimate weights with an
equation and there is no need to use a backpropagation algorithm. ELM has faster training
and does not fall into local minimums. ELM can be used for regression (Equation (4)).

∑N
i=1 βig

(
wi ∗ xj + bi

)
= oj (4)

In Equation (4), oj is the prediction; N is the number of training instances; wi is the
weight of the hidden layer; βi is the between hidden and output layer; and bi is the bias.
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Neural Network (NN)

Neural networks are a popular learning algorithm [81]. Here a multi-layer perceptron
(MLP) is used for regression. The hidden layer has 50 neurons with tangent sigmoid
activation. The output layer has one neuron with linear activation. The output layer neuron
gives the final prediction of the network. Backpropagation is used for training the MLP.

Binary Regression Tree (BRT)

Binary regression trees are a decision tree for regression [44]. In this decision tree, the
nodes are divided based on limits on feature values. The features are selected based on the
GINI index. The learning function is recursive, and the operation completed on each tree
leaf is the same. The training stops when there are no more leaves to extend, and all leaves
are labels, not features (Equation (5)).

G =
1

Nm
∑iεNm

(yi − ym)
2 (5)

In Equation (5), Nm is the number of training instances that the conditions of the tree
are true for them; yi is the target output; ym is the prediction.

Random Forest (RF)

Random forest is an ensemble of decision trees combined based on the bagging
approach [14]. In bagging, each learner gives a prediction or vote, and the result prediction
is the majority of votes [43]. In building each tree, the random forest has a special strategy.
It selects one of the attributes randomly. That is where the word random comes from
(Equation (6)).

F(x) =
1
B ∑B

b=1 Tb(x) (6)

In Equation (6), F(x) is the prediction of the model; B is the number of models; Tb(x) is
the prediction of each model.

Lasso Boosting (LB)

Lasso boosting is an ensemble of decision trees combined using the boosting method [87].
It belongs to a big family of learners called “Gradient Boosting” methods. In boosting,
the general idea is to start from a weak learner and try to enhance iteratively based on
each iteration’s error [42]. Lasso, generally, is an iterative optimization method. In lasso
boosting, the lasso is used in combination with boosting to optimize the training procedure.

3. Results and Discussion

In this section, experiments were conducted to evaluate the effectiveness of the pro-
posed method. In the experiments, MATLAB 2017 was used for the simulations. In the
GRNN method, the spread parameter was set to 0.3. In the NN and ELM methods, there
were 50 neurons in the hidden layer and one neuron in the output layer. In random forest,
the number of trees was set to 100. For lasso boosting and the binary regression tree, no
specific parameter was set. Finally, after evaluating the outcomes with other research, three
sections contained sustainability and climate change, the decision support system (DSS)
with a focus on managerial insights, and sustainable development goals.

3.1. Metrics

Four different metrics were used to evaluate the results: the RMSE (Equation (7)),
Pearson correlation (Equation (8)), ROC analysis plot, and Q-Q plot.

RMSE =

√
1
n ∑n

i=1

(
yt − yp

)2 (7)
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Pearson Corr(X, Y) =
cov(X, Y)

σXσY
(8)

K-fold cross validation with K = 10, was used to compute the metrics. In K-fold, the
dataset is divided into K parts, and (K − 1) parts are used for training, and one part for
testing, and this process is repeated K times. The final evaluation is the mean of K times
of execution.

3.2. Results

In this section, the results for the metrics are reported.

3.2.1. RMSE and Correlation Metric

In Table 1, the RMSE and correlation results are shown. The results are the mean of
10 executions.

Table 1. The outcomes of RSME through the present study (the bold values are the best).

Method RSME Pear_Corr

GRNN 41.99 0.67

NN 41.79 0.58

ELM 51.19 0.15

BRT 36.81 0.74

RF 25.94 0.87

LB 33.02 0.77

From the results of Table 1, it is concluded that in this data, tree-based methods (BRT,
RF, LB) had better results than neural network methods (GRNN, NN, ELM). Among the
tree-based methods, random forest had the best results.

3.2.2. ROC Curve

The ROC plot is a metric used for classification problems. Here, the problem was a
regression problem; therefore, it needed to be converted. To achieve this, the predictions
and observations were categorized into three groups: below normal (BN), normal (NN),
and above normal (AN). Below normal means the precipitation was less than 80 percent of
average long-term reforecast precipitation. Normal means the precipitation was between
80 percent and 120 percent average, and above normal means the precipitation was higher
than the 120 percent average. In Figure 2, the result without post-processing is shown.
The gray line is useful in this chart to compare the observations for the blue, red and
green lines.

From Figure 2, it could be concluded that CFSV2 did not have suitable predictions on
observations above normal. In Figure 3, the ROC plots for six post-processing algorithms
are shown. The gray line is useful in this chart to compare the observations for the blue,
red and green lines.
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3.2.3. Q-Q Plot

The Q-Q plot is used to investigate if two sample data are from the same distribution.
Here, the two-sample data were the observations and predictions. If the observation and
predictions came from the same distribution, the result was a linear plot. In Figure 4, the
Q-Q plot is shown for predictions before post-processing. The gray line is useful in this
chart to compare the observations for the blue, red and green lines.

From Figure 4, it could be concluded that CFSV2 predictions did not have a similar
distribution to the observations. In Figure 5, the Q-Q plots after post-processing are shown.
The gray line is useful in this chart to compare the observations for the blue, red and
green lines.
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From Figure 5, it could be concluded that the post-processing algorithms improved
the CFSV2 predictions. GRNN and BRT have the best Q-Q plot result between the six
algorithms. The gray line is useful in this chart to compare the observations for the blue,
red and green lines.

3.3. Sensitivity Analysis

In this section, the sensitivity of the learned post-processing algorithms was analyzed.
In this analysis, CFSV2 precipitation predictions and observation data from Iran weather
stations in 2018 were collected and used.

The sensitivity analysis examined both Q-Q and ROC plots based on analyzing ob-
served and predicted data. The figures are the ROC and Q-Q plots for each regression
method results. The Q-Q plot shows the similarity between predictions and observations.
The more they are similar, the more the Q-Q plot would be linear.

3.3.1. ROC Plot

The ROC plot for CFSV2 precipitation predictions before post-processing is shown in
Figure 6. The gray line is useful in this chart to compare the observations for the blue, red
and green lines.
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Figure 6. ROC plot comprehensively for CFSV2 predictions.

From Figure 6, it could be concluded that CFSV2 had better predictions for the
BN category.

Figure 7 shows that post-processing algorithms improved CFSV2 predictions in the
BN category. RF and LB had better results compared to other algorithms.

The sensitivity analysis of learned post-processing algorithms with ROC metric on
CFSV2 data in 2018 had similar results to the main results in 1982–2017.

From Figure 8, it could be concluded that CFSV2 predictions had an approximately
similar distribution to the observations. The Q-Q plots for post-processing algorithms are
shown in Figure 9. The gray line is useful in this chart to compare the observations for the
blue, red and green lines.
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3.3.2. Q-Q Plot

The Q-Q plot before post-processing is shown in Figure 8.
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From Figure 9 it could be concluded that the post-processing algorithms improved the
CFSV2 predictions. RF and LB had the best Q-Q plot results between the six algorithms.

The sensitivity analysis of learned post-processing algorithms with Q-Q plot on CFSV2
data in 2018 did not have similar results to the main results in 1982–2017.

4. Implemented Software

A software was developed for Iran Meteorological Organization (IMO) to use this
research for post-processing in practice (Figure 10). The software was designed and
implemented using MATLAB 2017 and Mysql database 8. The functions were implemented
in MATLAB 2017, and the data were stored in the Mysql database. This software could be
used to perform the post-processing tasks in IMO.
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The main part of this software is automatic post-processing (Figure 11). Automatic
post-processing means that by pressing the start button, the software starts to download
CFSV2 model predictions from the site and saves them in the specified path, and then the
post-processing function is called, and it is performed for the specified regions. The result
of post-processing is saved in the specified path as Excel files and maps.

Whenever this process stops, it is the result of software or hardware reasons. The
process could be continued after restarting the software.

The last part of the software is maps (Figure 12). In this tab, the post-processing
outputs could be viewed as maps. There are four types of maps. However, because of the
integration of machine learning and optimization methods, the volume of computations
was so huge that run time was extended in the following. In addition, in the present
investigation, the speed of computations is so high, and it can be utilized as a real-time
soft-sensor.
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There are many approaches due to the simulation of climate change in limited and
unlimited regions. Furthermore, each method has specific advantages and disadvantages
which can be used in the specific application. In the present study, climate conditions are
simulated based on open programming in the MATLAB environment; therefore, the created
system, after calibration, validation, and verification, has more flexibility due to adjusting
the model in case studies [75]. Climate FieldviewTM is commercial software that can be
used to model, predict, and control climate adaptation in the farming process. Indeed, the
developed software in the present research can be utilized in different applications, and it
is not limited to agriculture [30]. Interactive Data Visualization Software Solution (IDL) is a
commercial platform for data evaluation of climate adaptation [31]. The declared system
can be used to calibrate the designed system in the present investigation.

In total, each climate software and the system should include data documentation,
data computations, and graphical outputs. However, most of the existing software and
platforms are validated by different experimental practices [42]. Bienvenue Sur le netCDF
Operator (NCO) [55], Climate Data Operators (CDO) [23], netCDF visual (NCView) [59],
and Panoply (which is related to National Aeronautics and Space Administration) [3] are
assumed as command line operators and viewers for a climate data mining process which
is validated by high credit organizations such as the National Center for Atmospheric
Research (NCAR) and National Aeronautics and Space Administration (NASA). Due to the
validation of the created system in the present research, a case study can be modelled in
both the command line and the climate-forecasting system (this study) and tuned to the
model based on the verified platforms.

The implementation of the present dashboard in developing countries has four stages
which include:

• Data validation and removing false inputs which are obtained from climatology
instruments by soft-filtration [51].

• Model tuning based on random false data monthly [51].
• Determination of thresholds for early warning management of famine and flood in

case studies [15].
• Execution of re-simulation system after decision-making by managers due to imple-

mentation of machine-human-machine decision chain [56].

The same stages should be completed in developed countries, although data valida-
tion is available and just the databank should be connected to the system. Then, model
tuning is essential in each condition, and instead of threshold framing and a re-simulation
process, the existence knowledge management bank [54] is linked to the early warning
management section.

5. A Discussion on Sustainability Issues

Through this section, meeting the sustainable development goals (SDGs) is appraised.
Then, the proposed decision support system (DSS) is implemented, and a comprehensive
discussion is argued.

5.1. Sustainability

According to Figure 13, through the implementation of the present study’s outcomes,
precipitation can be predicted with high efficiency, and then in the following, drought
and flood disasters can be controlled. Human risks and environmental and infrastructure
damages are reduced by the outputs. Finally, after the execution of the early reaction
systems, social satisfaction increases, and the public trusts the local government. Therefore,
as well as technical aspects, this investigation’s results help with social and economic
aspects. Finally, two aspects of the SDGs, Sustainable Cities and Communities [33–40] and
Good Health and Well Being [7–10], are met.
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Figure 13. The schematic plan of SDGs meeting through the present research.

In the Good Health and Well-Being goal, some subsections include (i) early warn-
ing, risk reduction, and management of national and global health risks and (ii) achieve
universal health coverage, including financial risk protection. In the present research, by
implementing the present software, the level of precipitation can be detected; therefore,
flood and famine events will be forecasted. Therefore, the future human risks are controlled,
and the goals are met [34–36].

In the Sustainable Cities and Communities section of the SDGs, there are two different
targets for safe cities against disasters (Target 11.5) and environmental impacts’ control in
cities (Target 11.6). In addition, with the application of the present DSS, both environmental
impacts and disaster control will be met during drought and flood [26–28].

5.2. DSS Concept

One of the main goals of this study is the implementation of the DSS for monitoring,
predicting, and controlling the side-effects of increased and decreased precipitation events
such as drought and flood. The conceptual model of the DSS is illustrated in Figure 14.
The monitoring section is organized by online/offline achieved data through the men-
tioned DSS. Then, the efficiency of GRNN, NN, ELM, BRT, RF, and LB are assessed by
rainfall data, and the best algorithm is selected for future estimation. Finally, by predicted
precipitation amounts, alarm management is completed based on a comparison with thresh-
olds. Meanwhile, the thresholds are determined in specific values, which are variances in
different regions.
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According to the World Bank database, Iran is divided into six main watersheds
(Figure 15), and the combination of temperature and precipitation diagrams of the men-
tioned zones from 1991 to 2020 are presented according to Figure 16a–f. The figures express
that Iran has had lots of fluctuations throughout the whole period. Therefore, the predic-
tion of rainfall in Iran is complex, and this post-processing system operates multifaceted
problems through climatology issues.
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A DSS includes monitoring, prediction, and control sections, and in the present
research, the monitoring stage is met by connecting climatology data provided by field and
sensor data gathering to smart computations as an input. Next, with the application of
machine learning computations, values of precipitation are estimated with a high level of
precision, and finally with checking thresholds, the control algorithms and early warning
systems are executed. Less than the first quarter of hydro-statistical precipitation data
distribution will be alarmed in drought possibility, and more than the fourth quarter values
are related to flood. On the other hand, when the predicted amount of precipitation is more
than the fourth quarter of data frequency (the biggest section of precipitation amounts),
flood is possible. Furthermore, in the first lowest section of precipitation frequency based
on estimated amounts, drought may have occurred.

5.3. Importance of Viewpoints

For the determination of the study position in scientific communications, the library
evaluation is operated by applying the VOSviewer software and Scopus database. Whereas,
for the declared goals, the precipitations and machine learning keywords are documented
with simple searching, and then the outputs are filtered by authors (Figure 17a), country
(Figure 17b), and keywords’ occurrences (Figure 17c). Based on Figure 17a, Y. Liu, X. Zhang,
and Y. Zhang contributed more than most studies about the usage of machine learning in
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the precipitation estimation research area. In addition, as per Figure 17b, the United States
and China published the most documents in the declared field. Rainfall estimation is a hot
issue in Iran, illustrated in Figure 17b. Finally, according to Figure 17c, the integration of
machine learning and precipitation issues are combined with climate changes as a novel
subject suggested by this investigation.
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Based on Figure 18, which is provided by the World Bank Data Center, the distribution
of rainfall in the world map demonstrated that Iran is located in an arid area through time.
Thus, the exact prediction of precipitation is necessary in the case study, and, based on
flood/drought phenomenon occurrences in Iran, establishing a highly efficient forecasting
system is assumed as a crucial implementation. Considering the outcomes of this study,
it is clear that the declared gap can be filled. According to previous notices, the gap is
related to the implementation of the CFSV2 model for the prediction of precipitation and
the implementation of flood/drought early warning management.

Although this study provided a strong prediction model compared to the majority of
the previous literature, there are many limitations that can help us for future work. First,
the proposed model may be extended by other hydrological numerical models [45–50].
Finally, our prediction models can be combined with recent advances in swarm intelligence
and computational methods [85–89] to improve the accuracy and robustness of our model.

The main limitations of the present research are:

• A lack of exact flood and drought data linking to climate data bank and extending
the model.

• A lack of enough permission due to the comprehensive implementation of the present
system on a full scale.

• A lack of metaheuristic utilization to reduce prediction errors [24–26].
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6. Conclusions

Weather predictions are an important issue in everyday life. Hydrological numerical
predictions have errors and are sometimes unreliable. Post-processing methods could be
used to manage this issue. Increasing the scale of predictions is another goal for post-
processing. In this study, regression methods are used to improve CFSV2 precipitations
in Iran. CFSV2 predictions and weather station observations from 1982–2017 build up
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the data. A generalized regression neural network, extreme learning machine, binary
regression tree, random forest, and lasso boosting are the methods used for post-processing.
The present study’s main novelty is related to creating a holistic view due to a sustainable
climate-forecasting system for the post-processing of precipitation with consideration of all
main dimensions of regression models as a dynamic tool. The results show improvements
in predictions with different metrics. Random forest shows better results in RMSE and a
correlation and ROC plot. The generalized regression neural network and binary regression
tree show better results in the Q-Q plot. Finally, the sensitivity of learned models is analyzed.
The analysis is completed for CFSV2 predictions and weather station observations in 2018.
The results are approximately similar to 1982–2017, with some minor differences. Finally,
it is clear that with the execution of the present sustainable system in different regions,
rainfall values can be predicted with high accuracy, and managerial insights can prevent
both flood and drought. Likewise, as well as meeting the SDGs, the resiliency of cities is
enhanced against water disasters.

For future studies, this research suggests applying metaheuristic algorithms to op-
timize machine learning errors through the precipitation process. In addition, after fore-
casting precipitation, multi-criteria decision making (MCDM) techniques can be coupled
with machine learning computations for online decision making through flood or drought
controlling systems. In the other suggestion, the social-based systems’ application for the
validation of prediction platforms can be useful for the designed software in the MATLAB
environment. For example, in the online series of the DSS, citizens can send feedback to
examine system outputs.
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