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Abstract: The use of manipulators can improve sustainable energy utilization efficiency and increase
sustainable manufacturing practices for solar tracking systems and manufactures, and thus it is signif-
icant to guarantee a high tracking accuracy for manipulators. In this paper, an error-tracking adaptive
iterative learning control (AILC) method is proposed for a constrained flexible-joint manipulator
(FJM) with initial errors. Due to the existence of the repeated positioning drift, the accuracy of the
actual manipulator and the sustainable energy utilization efficiency are affected, which motivates the
error-tracking approach proposed in this paper to deal with the repeat positioning problem. The de-
sired error trajectory is constructed, such that the tracking error can follow the desired error trajectory
without arbitrary initial values and iteration-varying tasks. Then, the system uncertainties are approx-
imated by the capability of fuzzy logic systems (FLSs), and the combined adaptive laws are designed
to update the weight and the approximating error of FLSs. Considering the safety operation of the
flexible-joint manipulator, both input and output constraints are considered, a quadratic-fractional
barrier Lyapunov function (QFBLF) is constructed, such that the system output is always within the
constrained region. Therefore, the proposed method can guarantee the output tracking accuracy of
manipulators under arbitrary initial values and iteration-varying tasks and keep the system output
within the constraints to improve the transient performance, such that the energy utilization and
accessory manufacturing efficiency can be improved. Through the Lyapunov synthesis, it is proved
that the tracking error can converge to zero as the number of iterations goes to infinity. Finally,
comparative simulations are carried out to verify the effectiveness of the proposed method.

Keywords: flexible-joint manipulator; constraints; error-tracking AILC; fuzzy logic systems; barrier
Lyapunov function; sustainable energy utilization efficiency

1. Introduction

With the acceleration of industrialization, the social demand for energy is also increas-
ing rapidly. Renewable energy systems using sustainable energy have attracted extensive
attention and utilization. In order to improve the efficiency and use of renewable en-
ergy system, industrial manipulators and unmanned aerial vehicles have been widely
applied [1–5]; for example, a solar photovoltaic system uses the manipulator to realize
the real-time tracking of solar energy, the development of intelligent charging manipulator
is also extremely important to solve the problem of “difficult charging” of new energy
vehicles, and so on. The flexible-joint manipulator has a series of advantages, such as
being lightweight, having a low energy consumption, and a high flexibility, and the FJMs
have favorable physical compliance and safety [6–9]. Therefore, in the industrial produc-
tion including renewable energy systems, the FJMs are in great demand. However, the
flexible-joint manipulator is an underactuated system with strong coupling and unknown
uncertainties [9], and the existence of the joint elasticity causes the oscillation, which brings
challenges in the control design of the flexible-joint manipulator that cannot be neglected.
As is known, manipulators have been widely applied in many sustainable manufacturing
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and sustainable energy systems to ensure products’ economic characteristics, maintain
safety, and reduce energy and resource consumption [10–12]; for instance, sustainable
manufacturing robots [12], solar panel cleaning robots [13], solar tracking robots [14], and
so forth. ABB’s (Asea Brown Boveri) robots help Absolicon stably produce solar panels,
improve the capacity of the new energy industry, and play a key role in global sustainable
technology. A large-workspace two-DOF parallel robot for solar tracking systems was
proposed in [14] for solar tracking systems, where the manipulators could follow the sun’s
apparent motion during the year. A U-2PUS parallel robot was presented in [15], as an effi-
cient solar tracking system that could operate at different latitudes. With the development
of the equipment and the requirement for a high energy utilization, higher requirements
are put forward for tracking accuracy of the manipulators. Consequently, it is significant to
design a manipulator controller to guarantee the high tracking accuracy of manipulators.

To this day, various control methods have been presented for the tracking problem of
the flexible-joint manipulator, such as adaptive control, robust control, sliding mode control,
iterative learning control, and so on [16–18]. Due to the repeatability of the operation
tasks of the FJM, the contraction-mapping-based iterative learning control (ILC) method
improves the tracking performance gradually by utilizing the previous information of the
control input and error [19–21]. Different from the ILC methods based on the contraction
mapping theory, the adaptive iterative learning control (AILC) method is a parametric
learning method based on the Lyapunov theorem, which contains the advantages of both
the ILC and the adaptive control methods, and the AILC method can indirectly improve the
control performance by updating the estimation of the unknown control parameters [22–26].
One of the essential assumptions of the ILC and AILC methods is the identical initial
condition. In fact, the identical initial condition can be hardly satisfied due to the limitation
of the system repeatability in practical industrial operations. To relax the restriction on
the initial condition, two main techniques containing a boundary layer method and an
initial rectifying method were proposed based on the ILC and AILC methods [27–29]. The
initial rectifying method rectified the original reference trajectory by constructing a smooth
transition trajectory, such that the identical initial condition was achieved artificially, and
the arbitrary initial state value was allowed. As an alternative, the error-tracking approach
proposed in [30] could guarantee the actual output error tracked the desired error reference
trajectory perfectly over a period of time. In our previous works [31,32], it could be seen
that the desired error trajectory was independent of the original reference trajectory, such
that the controller design would be carried out with ease with the iteration-varying tasks.
Another essential assumption of the ILC and AILC methods is the iteration-invariant
tasks. In fact, due to the unpredictable factors in the practical industrial operations, the
tasks are always iteration-varying [33]. The iteration-varying tasks make the previous
learning information become invalid, and the system needs to restart the learning process
for even a small change of the tasks. In order to address the iteration-varying tasks, some
effective works have been developed on the ILC and AILC design [34–36]. However, the
aforementioned results on the AILC methods cannot directly be applied in the constrained
flexible-joint manipulator under arbitrary initial values and iteration-varying tasks.

It should be noted that constraints commonly exist in industrial operations, such as
input saturation, hysteresis, friction, and so on, which may result in a system performance
degradation and even instability [37–41]. To compensate for the effect of unknown input
constraints, many advanced approximation tools including fuzzy logic systems and neural
networks have been utilized in the controller design [42,43]. Meanwhile, the output
constraint has also attracted attention since when the output of the system violates the
limitation of the system, the system tracking performance is affected and even unstable. In
order to handle the output constraint, barrier Lyapunov functions (BLFs) including Tan-
type BLF and log-type BLF were proposed [44–47], so that the violation of the system output
constraints could be avoided. In [46], an adaptive fuzzy fault-tolerant control for switched
systems was proposed based on a log-type BLF, the unmeasurable states were handled by
a switched state observer, and the system output satisfied the constrained interval. The
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proposed universal BLF in [47] could effectively deal with the output constraints and could
work greatly in both constrained and unconstrained situations. Moreover, the flexible-joint
manipulator was constrained by the limitation of the torque input, and the end-effector
should be constrained for the safety of the operation [48–50]. Therefore, it is significant to
take the input and output constraints into account in the controller design.

Inspired by the aforementioned discussions, an error-tracking adaptive learning con-
trol method is proposed for a constrained flexible-joint manipulator with initial errors. The
restrictions on the initial value and the operation tasks are relaxed by the proposed method,
and the accessory manufacturing, and energy utilization efficiency are improved. The
uncertainties of the flexible-joint manipulator are approximated by FLSs. For the operation
safety of the flexible-joint manipulator, the input and output constraints are considered,
and with the constructed quadratic-fractional barrier Lyapunov function, the constraint
is not violated within the finite time interval. The main contributions are summarized
as follows.

(i) The error-tracking adaptive learning control method is proposed for a constrained
flexible-joint manipulator with initial errors, which can solve the output tracking problem
under arbitrary initial values and iteration-varying tasks. The system uncertainties are
approximated by FLSs, and the combined adaptive laws are designed to update the weights
of the FLSs.

(ii) For the safety operation of the constrained flexible-joint manipulator, the quadratic-
fractional barrier Lyapunov function is constructed, such that the system output is always
within the constraints. The tracking error is guaranteed to converge to zero as the number
of iterations goes to infinity by a rigorous stability analysis.

The rest of this article is organized as follows. The transformation of the flexible-joint
manipulator and some preliminaries are shown in Section 2. In Section 3, the error-tracking
adaptive learning control and the combined adaptive law are designed, and the quadratic-
fractional barrier Lyapunov function is constructed for the safety operation. A stability
analysis of the constrained flexible-joint manipulator is given in Section 4. In Section 5, the
comparative simulations are shown, and the superiority of the proposed method is verified.
A significant conclusion is drawn in Section 6.

2. Problem Formulation
2.1. System Description and Transformation

Considering a constrained flexible-joint manipulator performing iteration-varying
tasks, shown in Figure 1, the dynamic model of the constrained FJM [6] is described by

Iq̈1,k + K(q1,k − q2,k) + MgL sin(q1,k) = 0

Jq̈2,k − K(q1,k − q2,k) = sat(uk)
(1)

where q1,k and q2,k are the angles of the link and motor at the kth iteration, respectively; I
and J are the inertia of the link and motor, respectively; K is the spring stiffness; g is the
gravity term; M is the link mass; L is the length between the center of gravity the flexible
joint; and sat(uk) is the control torque with the input saturation at the kth iteration.

J

L I, M

K

u q2

q1

Figure 1. The model of a single-link flexible-joint manipulator.
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Let x1,k = q1,k, x2,k = q̇1,k, x3,k = q2,k, x4,k = q̇2,k. The system (1) can be rewritten as

ẋ1,k = x2,k

ẋ2,k = −
K
I
(x1,k − x3,k)−

MgL
I

sin(x1,k)

ẋ3,k = x4,k

ẋ4,k =
K
J
(x1,k − x3,k) +

1
J

sat(uk)

(2)

The input saturation is expressed as

sat(uk) =


umax, uk ≥ umax

uk, umin ≤ uk ≤ umax

umin, uk ≤ umin

(3)

where umax > 0 and umin < 0 are the maximum and minimum values of the control
input, respectively.

The saturation is compensated by the hyperbolic function in the form of

r(uk) = umax × tanh
(

uk
umax

)
= umax

e
uk

umax − e−
uk

umax

e
uk

umax + e−
uk

umax

(4)

Then, the input saturation can be rewritten as

sat(uk) = r(uk) + ∆uk (5)

where ∆uk = sat(uk) − r(uk) is a bounded estimating error, which satisfies
|∆uk| = |sat(uk)− r(uk)| ≤ umax(1− tanh(1)) = Ds′ .

Through the mean-value theorem, one has

r(uk) =r(u0) + ru$(uk − u0) (6)

where u$ = $uk + (1 − $)u0, u0 ∈ [0, uk], and $ ∈ (0, 1) is a positive constant.

ru$ = ∂r(uk)
∂uk
|uk=u$ , and ru$ ∈ (0, 1].

By choosing u0 = 0, (6) can be rewritten as

r(uk) = ru$ uk (7)

Taking (7) into (5) yields
sat(uk) = ru$ uk + ∆uk (8)

Then, substituting (8) into (2) leads to

ẋ1,k = x2,k

ẋ2,k = −
K
I
(x1,k − x3,k)−

MgL
I

sin(x1,k)

ẋ3,k = x4,k

ẋ4,k =
K
J
(x1,k − x3,k) +

1
J

ru$ uk +
1
J

∆uk

(9)
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The nonlinear state coordinate transformation is defined as

z1,k = x1,k

z2,k = x2,k

z3,k = −
K
I
(x1,k − x3,k)−

MgL
I

sin(x1,k)

z4,k = −
K
I
(x2,k − x4,k)−

MgL
I

x2,k cos(x1,k)

(10)

Therefore, by the transformation (10), the flexible-joint manipulator (9) can be trans-
formed into 

ż1,k = z2,k

ż2,k = z3,k

ż3,k = z4,k

ż4,k = f (z̄k) + buk +
K
I J

∆uk

(11)

where f (z̄k) =
MgL

I sin(z1,k)(z2
2,k −

K
J )− (MgL

I cos(z1,k) +
K
J + K

I )z3,k, z̄k = [z1,k, z2,k, z3,k]
T ,

f (z̄k) is abbreviated for fk, and b = K
I J ru$ is an unknown gain constant. From |∆uk| ≤ Ds′ < 0,

ru$ ∈ (0, 1], and K, I, J are unknown positive constants, one has K
I J |∆uk| ≤ Ds < 0, and

b > 0 is an unknown bounded constant. It is assumed that there exists a positive constant
bmin, such that 0 < bmin ≤ b.

The output tracking error and the state errors are defined as

e1,k = z1,k − yd,k, e2,k = z2,k − ẏd,k

e3,k = z3,k − ÿd,k, e4,k = z4,k − y(3)d,k

(12)

where yd,k is the iteration-varying reference trajectory, which is continuous and fourth-
order differentiable.

From (11) and (12), the error dynamic of the flexible-joint manipulator is obtained as

ė1,k = e2,k

ė2,k = e3,k

ė3,k = e4,k

ė4,k = fk + buk +
K
I J

∆uk − y(4)d,k

(13)

2.2. Construction of the Desired Error Trajectory

Adaptive iterative learning control (AILC) is an effective control method to achieve
high accuracy when operating repetitive tasks. However, there is the practical problem of
repeated positioning drift, which affects the accuracy of the actual manipulator and even
affects the sustainable energy utilization efficiency. Identical initial condition is a common
restriction to solve the repeated positioning drift in the learning process of the traditional
ILC and AILC design [19],

z1,k(0) = yd,k(0),z2,k(0) = ẏd,k(0)

z3,k(0) = ÿd,k(0),z4,k(0) = y(3)d,k (0)
(14)

However, due to the limitation of repositioning accuracy and unpredictable factors
in the operation of the flexible-joint manipulator, the restriction is hardly satisfied. In
order to relax the repeated setting of the initial value in the flexible-joint manipulator
operation, initial rectifying methods, time-varying boundary layer methods, and some
other methods have been proposed [27–29]. Different from those various methods, the
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error-tracking iterative learning control approach proposed in this section effectively deals
with the initial state problem by constructing a smooth fourth-order desired error trajectory
for the flexible-joint manipulator performing iteration-varying tasks (11), and the amount
of calculation is decreased, since there is no need to reconstruct the desired error trajectory.

The construction conditions of the desired error trajectory er,k(t) are given as follows,

er,k(0) = e1,k(0), e(m)
r,k (0) =

1
m!

e(m)
1,k (0), e(4)r,k (0) = 0, (15)

e(ι)r,k(Ts) = 0, (16)

where er,k(0) and e(m)
r,k (0) are the initial values of the desired error trajectory and its deriva-

tives, e1,k(0) and e(m)
1,k (0) are the initial values of the output error and state errors of the

flexible-joint manipulator, er,k(Ts) and e(ι)r,k(Ts) are the values of the desired error trajectory
and its derivatives at the access point Ts, where m = 1, 2, 3, ι = 0, 1, · · · , 4.

The fourth-order desired error trajectory is constructed as

er,k(t) =

{
eξ,k(t), t ∈ [0, Ts]

0, t ∈ (Ts, T]
(17)

Remark 1. The desired error trajectory is constructed by a transition trajectory eξ,k(t) and a
trajectory with a value of zero. In order to relax the initial restriction, the condition (15) is needed
to keep the same initial values of er,k(0) and e1,k(0), e(m)

r,k (0) and e(m)
1,k (0), respectively. Moreover,

the condition (16) is important to keep the desired error trajectory smooth and differentiable at the
access point t = Ts. Furthermore, the construction conditions do not restrict the initial state and
error values, and e1,k(0) can be arbitrary bounded value.

The transition trajectory is designed as

eξ,k(t) =
9

∑
σ=0

γσtσ (18)

in which,

γ0 = e1,k(0), γ1 = ė1,k(0), γ2 =
1
2

ë1,k(0), γ3 =
1
6

e(3)1,k (0), γ4 = 0,

γ5 = − 1
T5

s
(15γ3T3

s + 35γ2T2
s + 70γ1Ts + 126γ0),

γ6 =
1

T6
s
(40γ3T3

s + 105γ2T2
s + 224γ1Ts + 420γ0),

γ7 = − 1
T7

s
(45γ3T3

s + 126γ2T2
s + 280γ1Ts + 540γ0),

γ8 =
1

T8
s
(24γ3T3

s + 70γ2T2
s + 160γ1Ts + 315γ0),

γ9 = − 1
T9

s
(5γ3T3

s + 15γ2T2
s + 35γ1Ts + 70γ0),

and e1,k(0), ė1,k(0), ë1,k(0), e(3)1,k (0) are the initial values of the output tracking error and its
differentiations. Ts is the access point, and T is the time interval at each iteration.
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Remark 2. The transition trajectory coefficients γσ, σ = 0, 1, · · · , 9 are calculated based on the
construction conditions (15) and (16),

γ0 = e1,k(0), γ1 = ė1,k(0), γ2 =
1
2!

ë1,k(0), γ3 =
1
3!

e(3)1,k (0), γ4 = 0,

9

∑
σ=0

γσTσ
s = 0,

9

∑
σ=1

σγσTσ−1
s = 0,

9

∑
σ=2

σ(σ− 1)γσTσ−2
s = 0,

9

∑
σ=3

σ(σ− 1)(σ− 2)γσTσ−3
s = 0,

9

∑
σ=3

σ(σ− 1)(σ− 2)(σ− 3)γσTσ−4
s = 0

such that the desired error trajectory is smooth and differentiable, and the initial state and error
values can be arbitrary bounded values.

The control objective is to design an error-tracking adaptive iterative learning controller
for a flexible-joint manipulator (1) with input saturation (3) under the constraints, such
that the output tracking error e1,k can completely track the desired error trajectory during
t ∈ [0, T] as the number of iterations goes to infinity; in other words, the system output x1,k
can completely track the iteration-varying reference trajectory yd,k during t ∈ [Ts, T].

2.3. Fuzzy Logic Systems

Typical fuzzy logic systems are composed of four basic parts: the knowledge base,
the fuzzy inference engine, the fuzzifier, and the defuzzifier [43]. The knowledge base is
formed from fuzzy inference rules, i.e., “IF-THEN” rules:

Rl:If x1 is Fl
1 and x2 is Fl

2 and · · · and xn is Fl
n, then y is Gl , l = 1, · · · , N. where

x = [x1, · · · , xn]T ∈ Rn and y ∈ R are the input and output of the fuzzy logic system, respec-
tively, Fl

i and Gl are the fuzzy set, and N is the number of fuzzy inference rules. The fuzzy
membership functions of Fl

i and Gl are given as µFl
i
(xi) and µGl

i
(y), i = 1, · · · , N, respectively.

Then, by applying the singleton fuzzifier, the product inference, and the center average
defuzzification, the output of the FLS can be written as

y(x) =
∑N

l=1 ϑl ∏n
i=1 µFl

i
(xi)

∑N
l=1

[
∏n

i=1 µFl
i
(xi)

] (19)

where ϑl = maxy∈R µGl
i
(y), l = 1, · · · , N.

The fuzzy basis function is defined as

ϕl(x) =
∏n

i=1 µFl
i
(xi)

∑N
l=1

[
∏n

i=1 µFl
i
(xi)

] , l = 1, · · · , N. (20)

Denote φ(X) = [ϕ1(x), · · · , ϕN(x)]T , θT = [ϑ1, · · · , ϑN ]
T ; then, the FLS can be de-

scribed as
y(x) = θTφ(X). (21)

Lemma 1 ([51]). Suppose that the input universe of discourse Ω is a compact set in Rn. Then, for
any given real continuous function h(x) on Ω and arbitrary δ∗ > 0, there exists an FLS (21) and
an optimal parameter vector θ∗ such that

sup
x∈Ω
|h(x)− θ∗Tφ(X)| ≤ δ∗ (22)

3. Error-Tracking Iterative Learning Control Design

In this section, an error-tracking iterative learning controller is designed for the con-
strained flexible-joint manipulator (11) with initial errors based on the constructed error-
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tracking trajectory (17), such that the output tracking error e1,k can track the desired error
trajectory during t ∈ [0, T] as the number of iterations goes to infinity, and the high accu-
racy and fast tracking of the FJM can be achieved to improve accessory manufacturing,
and sustainable energy utilization efficiency. The following Lemma is introduced for the
controller design.

Lemma 2 ([52]). If the derivative of the sequence zk(t) is uniformly bounded on [0, T], and

lim
k→∞

∫ T

0
z2

k(t)dt = 0, t ∈ [0, T] (23)

then, lim
k→∞

ek(t) = 0 uniformly on [0, T].

Define εi,k, i = 1, · · · , 4 as 
ε1,k = e1,k − er,k

ε2,k = e2,k − ėr,k

ε3,k = e3,k − ër,k

ε4,k = e4,k − e(3)r,k

(24)

and define zk as
zk = λ1ε1,k + λ2ε2,k + λ3ε3,k + ε4,k (25)

where λj,j = 1, · · · , 3 is selected such that P(D) = D3 + λ3D2 + λ2D + λ1 is a Hurwitz
polynomial, and it is clear that zk(0) = 0 from the definition of the desired error trajectory.

Differentiating zk results in

żk =λ1ε2,k + λ2ε3,k + λ3ε4,k + ε̇4,k

=εk + fk + buk +
K
I J

∆uk
(26)

where εk = λ1ε2,k + λ2ε3,k + λ3ε4,k − y(4)d,k − e(4)r,k .
Choose the quadratic-fractional barrier Lyapunov function as

V1,k(t) =
1
2b

z2
k

k2
c − ε2

1,k
(27)

where kc is a positive constant, which is the constraint of ε1,k.
Differentiating (27) yields

V̇1,k(t) =
zk

b(k2
c − ε2

1,k)
żk +

z2
kε1,kε2,k

b(k2
c − ε2

1,k)
2

=
zkρk

b
żk +

z2
kρ2

kε1,kε2,k

b

(28)

where ρk = (k2
c − ε2

1,k)
−1.

Substituting (26) into (28) yields

V̇1,k(t) =
zkρk

b
(εk + fk + buk +

K
I J

∆uk) +
z2

kρ2
kε1,kε2,k

b

=zkρk

(
uk +

K∆uk
I Jb

+
εk + fk

b
+

zkρkε1,kε2,k

b

)
=zkρk

(
uk + f̄k +

K∆uk
I Jb

) (29)
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where f̄k =
1
b (εk + fk + 2ρkzkε1,kε2,k).

Using the approximation tool fuzzy logic system, the unknown function f̄k can be
approximated as

f̄k = θ∗Tφk + δk (30)

where θ∗ ∈ RN is the ideal weight of the fuzzy logic system, φk is the active function, and
δk is the approximating error, which satisfies |δk| ≤ δN .

Taking (30) into (29) leads to

V̇1,k(t) =zkρk

(
uk + θ∗φk + δk +

K∆uk
I Jb

)
≤zkρk(uk + θ∗φk) + |zkρk|

∣∣∣∣δk +
K∆uk

I Jb

∣∣∣∣
≤zkρk(uk + θ∗φk) + |zkρk|δD

(31)

where δD is a positive constant and δD = δN + Ds
bmin
≥ |δk +

K∆uk
I Jb |.

Choose the positive Lyapunov function Vk(t) as

Vk(t) = V1,k(t) + V2,k(t) = V1,k(t) +
1− ζ

2η
θ̃T

k θ̃k +
1− α

2β
δ̃2

k (32)

where θ̃k = θ∗ − θ̂k and δ̃k = δD − δ̂k are the estimation error of θ∗ and δD, respectively, and
θ̂k and δ̂k are the estimation of δD, respectively. ζ, η, α, β are all positive constants.

Differentiating (32) yields

V̇k(t) =V̇1,k(t) +
1− ζ

η
θ̃T

k
˙̃θk +

1− α

β
δ̃k

˙̃δk

≤zkρk(uk + θ∗φk) + |zkρk|δD +
1− ζ

η
θ̃T

k
˙̃θk +

1− α

β
δ̃k

˙̃δk

(33)

Design the adaptive iterative learning controller as

uk = −c1ρ−1
k zk − δ̂ksign(zkρk)− θ̂T

k φk (34)

where c1 is a positive constant.
Taking (34) into (33) leads to

V̇k(t) =− c1z2
k + zkρk

(
−δ̂ksign(zkρk) + θ̃T

k φk

)
+ |zkρk|δD +

1− ζ

η
θ̃T

k
˙̃θk +

1− α

β
δ̃k

˙̃δk

=− c1z2
k + |zkρk|δ̃k + zkρk θ̃T

k φk +
1− ζ

η
θ̃T

k
˙̃θk +

1− α

β
δ̃k

˙̃δk

(35)

The combined adaptive laws are designed to update the θ̂k and δ̂k,

(1− ζ) ˙̂θk = −ζθ̂k + ζθ̂k−1 + ηzkρkφk (36)

(1− α) ˙̂δk = −αδ̂k + αδ̂k−1 + β|zkρk| (37)

where θ̂k(0) = θ̂k−1(T), θ̂−1(t) = 0, δ̂k(0) = δ̂k−1(T), and δ̂−1(t) = 0.

4. Convergence Analysis

In this section, the main results are summarized as the theorem below, and the error
convergence is proved with the proposed control method.

Theorem 1. For the flexible-joint manipulator (1) with output constraint, by designing the fourth-
order desired error trajectory (17), the adaptive iterative learning controller (34), and the combined
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adaptive laws (36) and (37), lim
k→∞

zk(t) = 0 uniformly on [0, T], the output tracking error e1,k can

converge to zero as the number of iterations goes to infinity, and the system output x1,k is guaranteed
within the constraint on [0, T].

The Lyapunov-like function is chosen as

Ek(t) = Vk(t) +
ζ

2η

∫ t

0
θ̃T

k θ̃kdτ +
α

2β

∫ t

0
δ̃2

k dτ (38)

The proof process is divided into three parts in the following.
Part I: The boundedness of the Ek(0).
Substituting (36) and (37) into (35) leads to

V̇k(t) ≤− c1z2
k + |zkρk|δ̃k + zkρk θ̃T

k φk −
1− ζ

η
θ̃T

k
˙̂θk −

1− α

β
δ̃k

˙̂δk

=− c1z2
k + |zkρk|δ̃k + zkρk θ̃T

k φk +
1
η

θ̃T
k
(
ζθ̂k − ζθ̂k−1 − ηzkρkφk

)
+

1
β

δ̃k
(
αδ̂k − αδ̂k−1 − β|zkρk|

)
=− c1z2

k +
ζ

η
θ̃T

k
(
θ̂k − θ̂k−1

)
+

α

β
δ̃k
(
δ̂k − δ̂k−1

)
(39)

Differentiating (38) leads to

Ėk(t) = V̇k(t) +
ζ

2η
θ̃T

k θ̃k +
α

2β
δ̃2

k (40)

Substituting (39) into (40) leads to

Ėk(t) ≤− c1z2
k +

ζ

η
θ̃T

k
(
θ̂k − θ̂k−1

)
+

α

β
δ̃k
(
δ̂k − δ̂k−1

)
+

ζ

2η
θ̃T

k θ̃k +
α

2β
δ̃2

k

=− c1z2
k +

ζ

2η
θ̃T

k θ̃k +
α

2β
δ̃2

k +
ζ

2η

(
−
(
θ̃k − θ̃k−1

)T(
θ̃k − θ̃k−1

)
+ θ̃T

k−1θ̃k−1

− θ̃T
k θ̃k

)
+

α

2β

(
δ̃2

k−1 − δ̃2
k −

(
δ̃k − δ̃k−1

)2
)

≤− c1z2
k +

ζ

2η
θ̃T

k−1θ̃k−1 +
α

2β
δ̃2

k−1

(41)

When k = 0, one has θ̃−1 = θ∗ and δ̃−1 = δD, and z0 = 0. Then, by integrating both
sides of (41), it can be obtained that

E0(t) ≤ E0(0) +
∫ t

0

(
ζ

2η
θ∗Tθ∗ +

α

2β
δ2

D

)
dτ

= V0(0) +
∫ t

0

(
ζ

2η
θ∗Tθ∗ +

α

2β
δ2

D

)
dτ

(42)

In (42), V0(0) is bounded due to the definition of Vk(t) in (27), zk(0) = 0, and θ̃0(0) =
θ̃−1(T) = θ∗. In addition,

∫ t
0

(
ζ

2η θ∗Tθ∗ + α
2β δ2

D

)
dτ is bounded in [0, T]. Then, it can be

obtained that E0(t) is bounded in [0, T], i.e.,

E0(t) ≤V0(0) +
(

ζ

2η
θ∗Tθ∗ +

α

2β
δ2

D

)
T

≤∞
(43)

Part II: The convergence of zk.



Sustainability 2022, 14, 12453 11 of 21

The difference of Ek(t) between two successive iterations is

∆Ek(t) =Ek(t)− Ek−1(t)

=Vk(0) +
∫ t

0
V̇k(t)dτ +

α

2β

∫ t

0

(
δ̃2

k − δ̃2
k−1

)
dτ +

ζ

2η

∫ t

0
(θ̃T

k θ̃k − θ̃T
k−1θ̃k−1)dτ −Vk−1(t)

≤Vk(0)−Vk−1(t) +
∫ t

0

(
− c1z2

k +
ζ

η
θ̃T

k
(
θ̂k − θ̂k−1

)
+

α

β
δ̃k
(
δ̂k − δ̂k−1

))
dτ

+
ζ

2η

∫ t

0

(
θ̃T

k θ̃k − θ̃T
k−1θ̃k−1

)
dτ +

α

2β

∫ t

0

(
δ̃2

k − δ̃2
k−1

)
dτ

(44)

With the algebraic condition (a− b)2 − (a− c)2 = 2(a− b)(c− b)− (b− c)2, one has

∆Ek(t) ≤Vk(0)−Vk−1(t) +
∫ t

0

(
− c1z2

k +
ζ

η
θ̃T

k
(
θ̂k − θ̂k−1

)
+

α

β
δ̃k
(
δ̂k − δ̂k−1

))
dτ

+
ζ

2η

∫ t

0

(
2θ̃T

k (θ̂k−1 − θ̂k)− (θ̂k − θ̂k−1)
T(θ̂k − θ̂k−1)

)
dτ

+
α

2β

∫ t

0

(
2δ̃k(δ̂k−1 − δ̂k)− (δ̂k − δ̂k−1)

2
)

dτ

≤Vk(0)−Vk−1(t)−
∫ t

0
c1z2

kdτ

(45)

When t = T, by using the alignment conditions θ̂k(0) = θ̂k−1(T), δ̂k(0) = δ̂k−1(T) and
zk(0) = 0, (45) can be rewritten as

∆Ek(T) ≤−V1,k−1(T)−
∫ T

0
c1z2

kdτ

≤−
∫ T

0
c1z2

kdτ

(46)

It can be concluded that ∆Ek(t) is negative definite for all iterations. According to the

boundedness of E0(t), the negative definiteness of ∆Ek(t), and Ek(T) = E0(T)+
∞
∑

k=1
∆Ek(T),

one has the boundedness of Ek(T). It can further be found that there exist finite and positive
constants D1 > 0 and D2 > 0, such that

ζ

2η

∫ t

0
θ̃T

k θ̃kdτ +
α

2β

∫ t

0
δ̃2

k dτ ≤ ζ

2η

∫ T

0
θ̃T

k θ̃kdτ +
α

2β

∫ T

0
δ̃2

k dτ

≤ D1 < ∞, ∀t ∈ [0, T].
(47)

V2,k(T) =
1− ζ

2η
θ̃T

k (T)θ̃k(T) +
1− α

2β
δ̃2

k (T) ≤ D2 < ∞ (48)

Substituting (47) into (38) yields

Ek(t) =Vk(t) +
ζ

2η

∫ t

0
θ̃T

k θ̃kdτ +
α

2β

∫ t

0
δ̃2

k dτ

≤Vk(t) + D1

(49)

From (45) and (48), one can obtain

∆Ek(t) ≤Vk(0)−Vk−1(t)−
∫ t

0
c1z2

kdτ

≤V1,k(0)−V1,k−1(t) + V2,k(0)−V2,k−1(t)

=−V1,k−1(t) + V2,k−1(T)−V2,k−1(t)

≤D2 −Vk−1(t)

(50)
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From (49) and (50), one has

Ek+1(t) = Ek(t) + ∆Ek+1(t) ≤Vk(t) + D1 + D2 −Vk(t) = D1 + D2 (51)

According to (51), the uniform boundedness of Ek(t) is obtained. Thus, zk, ε1,k, θ̂k and
δ̂k are uniformly bounded from (38). From (24), (26), and (34), the uniform boundedness of
uk, ei,k, i = 1, 2, 3, 4, zk, and żk can be also obtained.

The finite sum of ∆Ek(T) is given as

k

∑
j=1

∆Ej(T) =
k

∑
j=1

(Ej(T)− Ej−1(T))

=Ek(T)− E0(T)

(52)

Substituting (46) into (52) yields

Ek(T) =E0(T) +
k

∑
j=1

∆Ej(T)

≤E0(T)−
k

∑
j=1

∫ T

0
c1z2

j dτ

=E0(T)− c1

k

∑
j=1

∫ T

0
|zj|2dτ

(53)

For the sake of analysis convenience, (53) can be rewritten as

c1

k

∑
j=1

∫ T

0
|zj|2dτ ≤ E0(T)− Ek(T) (54)

According to the boundedness of E0(T) and the positiveness of Ek(T), from (54), one
has lim

k→∞

∫ T
0 |zk|2dτ = 0. Combining with the uniform boundedness of żk, and according to

the Lemma 2, one has lim
k→∞

zk(t) = 0 uniformly on [0, T].

Remark 3. The sign function in the designed controller (34) and the update law (37) may cause
chattering, which will degrade the control performance of the system. In practice, the chattering
problem can be effectively solved by replacing the sign function with a hyperbolic tangent function.

Part III: The boundedness of e1,k and x1,k.
From the analysis mentioned above, zk and Vk are bounded, and thus |ε1,k| ≤ kc. In

Assumption 1, one has |yd,k| ≤ Dyk . The desired error trajectory is clearly bounded by
|er,k| ≤ De. From the definition of ε1,k = e1,k − er,k = x1,k − yd,k − er,k, both e1,k and x1,k are
bounded, and −kc + xd,k + er,k ≤ x1,k ≤ kc + xd,k + er,k.

5. Simulation
5.1. Numerical Simulation

In this section, comparative illustrations are provided to verify the effectiveness of
the proposed error-tracking adaptive iterative learning control method for a constrained
flexible-joint manipulator with initial errors (1), and the parameters of system (1) are given
as M = 2 kg, L = 1 m, K = 10 N ·m/rad, I = 0.5 kg ·m2, J = 2 kg·m2 and g = 9.8 m/s2.

The iterations number was set as KT = 7, and the iteration-varying trajectory was
given as yd,k = ak sin(wkt) + 0.2 cos(t), where ak = 0.5 + 0.01 k

KT , wk = 1 + 0.01 k
KT , with k

being the current iteration. The initial states in the system (2) were given as x1,k(0) = 0.5,
x2,k(0) = −0.02, x3,k(0) = 1.45, x4,k(0) = −0.05, Jk , max

t∈[0,T]
|z1,k(t)|, and T = 6 s. The de-
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sired error trajectory was designed in (17), and the access point was set as Ts = 0.9 s. For
comparison, control methods with or without considering the output constraint are given.

M1: The proposed method with output constraint. The adaptive iterative learning con-
troller of M1 was proposed in (34), and the combined adaptive laws were designed in (36),
(37). The parameters were set as: c1 = 2, λ1 = 1, λ2 = 2, λ3 = 2, ι = 12, ζ = 0.9, η = 10,
α = 0.9, and β = 2. The constraint of ε1,k was given as kc = 0.07, and kc = kc + xd,k + er,k,
kc = −kc + xd,k + er,k. The control input was constrained by umin = −8 and umax = 20.

M2: The fuzzy-based AILC method without considering output constraint. When the
constraint kc → ∞, the constraint requirement was removed, and the following controller
was given without considering the output constraint,

uk = −c1zk − θ̂T
k φk − δ̂k tanh

( zk
ι

)
(55)

and the combined adaptive laws were designed as

(1− ζ) ˙̂θk = −ζθ̂k + ζθ̂k−1 + ηzkφk (56)

(1− α) ˙̂δk = −αδ̂k + αδ̂k−1 + βzk tanh
( zk

ι

)
(57)

M3: The robust AILC method without considering output constraint. The controller was
designed as

uk = −c1zk − f̂ksgn(zk) (58)

and the combined adaptive law was designed as

(1− ζ) ˙̂fk = −ζ f̂k + ζ f̂k−1 + η|zk| (59)

where f̂k is the estimation of fmax, which is the bound of the uncertainties, i.e., | f̄k +
K∆uk

I Jb | ≤ fmax.
The parameters of controllers (55) and (58) of M2 and M3 were given as c1 = 5, λ1 = 5,

λ2 = 5, λ3 = 2, and ι = 12, and the parameters of the combined adaptive laws (56) and
(57) were set as ζ = 0.96, η = 10, 15, 20, α = 0.9, and β = 2, respectively. The parameters
of the combined adaptive law (59) were given as ζ = 0.96, η = 20. The control input was
constrained by umin = −8 and umax = 20.

In M1 and M2, the fuzzy membership functions were selected as

µF1
i
(xi) =

1
1 + e4(xi+5)

, (60)

µFl
i
(xi) = e−0.01(xi+Ll)

2
, (61)

µF11
i
(xi) =

1
1 + e−6(xi−5)

(62)

where L = [4, 3, 2, 1, 0,−1,−2,−3,−4], l = 1, · · · , 9.
The simulation results are provided with different setting of η in Figures 2–6. In

Figure 2, under M1, the angle of the link x1,k is always within the constraint, while under
M2 and M3, x1,k violates the constraint at the first iteration. As shown in Figure 3, after
seven iterations, the output tracking performance is obtained, the angle of the link x1,k
can follow the iteration-varying reference trajectory yd,k under three control methods, and
can always remain within the constraint. Figure 4 shows the control input ψ(uk) with
input saturation. In Figure 5, the error tracking performance is given, the output error
fast converges to the desired error trajectory, and the tracking error can converge to zero
under M1. As can be seen from Figures 2–5, at the first and seventh iterations, the best
performance of the system cannot be achieved under M3, while under the M1 and M2
methods, the tracking error can converge to a sufficiently small region. As shown in
Figure 5, more iterations are required, such as 100 iterations, so that the tracking error can
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converge to a smaller bound under M3; however, it means more storage space is required.
The performance indexes of three control methods with different gains are displayed in
Figure 6, and compared with M2 and M3, Jk can converge faster and it always remains
within the constraint under M1.

Time(s)

1 1.2 1.4 1.6 1.8

0.4

0.5

0.6

Figure 2. The output tracking performance of system (1) at first iteration.

Time(s)

1 1.2 1.4

0.53

0.54

0.55

Figure 3. The output tracking performance of system (1) at seventh iteration.

Time(s)

Figure 4. The constrained control input ψ(uk) at seventh iteration.
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Time(s)

Figure 5. The error tracking performance of system (1) at seventh iteration.

Iterations k

Figure 6. The maximum tracking error Jk of system (1).

To further illustrate the effectiveness of the proposed method, simulation results under
different constraints (kc = 0.6, kc = 0.4, kc = 0.2, and kc = 0.07) are shown in Figures 7–10.
It can be seen from Figure 7 that under different constraints, the proposed M1 method can
guarantee that the angle of the link x1,k is always within the constraint range at the first
iteration. Figures 8–10 show that after seven iterations, the angle of the link can converge to
the iteration-varying trajectory under different constraints, and the smaller the constraint,
the better the system output can track the desired trajectory, which means a smaller tracking
error can be achieved. From Figure 10, under M1, the performance index Jk convergence is
always within the constraint boundary during the iteration process.

Time(s)

Figure 7. The output tracking performance of system (1) at first iteration with different constraints.
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Time(s)

1.1 1.2 1.3

0.54

0.545

0.55

Figure 8. The output tracking performance of system (1) at seventh iteration with different constraints.

Time(s)

Figure 9. The error tracking performance of system (1) at seventh iteration with different constraints.

Iterations k

Figure 10. The maximum tracking error Jk of system (1) with different constraints.

In summary, compared with M2 and M3, the tracking error converges to zero faster
with lower gain parameters under the proposed M1 method in the interval t ∈ [0, T]. M1
can guarantee the output tracking accuracy of the manipulators under arbitrary initial
values and iteration-varying tasks and keep the system output within the constraint to
improve the transient performance. Therefore, the proposed AILC scheme is a new way to
achieve high sustainable operation.
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5.2. Dynamic Simulation

In this section, the block diagram of the trajectory tracking control simulation for the
FJM is provided in Figure 11 by using MATLAB Simulink and Solidworks. The dynamic
simulation process including the following steps:

sat(uk)

q

w

acc

tau

Flexible-joint	manipulator

SPS

SPS

SPS

SPS

S PS

u+1

0

	>	0

EAILC_error_input

desired	error	trajectory

Sat

EAILC_Controller

Error_tracking	AILC

EAILC_adap2

combined	adaptive		law2

EAILC_ref_input

desired	reference	trajectory

EAILC_adap1

combined	adaptive		law1

u+1

0

	>	0

Figure 11. The block diagram of the trajectory tracking control simulation for the FJM.

(1) Use Solidworks and the mechanics toolbox to establish the model of the flexible-
joint manipulator (FJM);

(2) Set the basic parameters of the FJM and add the constraints; the mass of the link was
780 kg, the length of the link was 1 m, the spring stiffness was given as K = 3.27 N ·m/rad,
and the inertia of the link was given as I = 780 kg ·m2. The error constraint was given as
kc = 0.5. The control input was constrained by umin = −104 and umax = 104.

(3) Build the simulation model with the MATLAB Simulink to realize the high tracking
accuracy for the FJM.

The different sub-blocks are described as follows:
The Flexible-joint manipulator block includes the mechanical structure of the FJM,

and the system parameters and configuration are given;
The EAILC_Controller block presents the proposed error-tracking adaptive iterative

learning controller;
The EAILC_adap1 and EAILC_adap2 blocks include two combined adaptive laws;
The [t theta_bf] and [t delta_bf] blocks present two updated variables at the

previous iteration;
The EAILC_ref_input block includes the reference link angle;
The EAILC_error_input block includes the desired error trajectory;
The qdk, ed, qk, UK, theta, and delta blocks are the variables generated by the

Simulink environment for each moment from the simulation at the current iteration;
The sat block presents a saturation operation.
The iteration number was K = 12, and the reference link angle trajectory was

qd,k = 0.5sin(2t) + 0.1. The initial link angle and the initial error were q1,k = 0 and e1,k = 0.1,
respectively. Jk , max

t∈[0,T]
|z1,k(t)| and T = 6 s. The desired error trajectory was designed

in (17), and the access point was set as Ts = 0.3 s. The parameters of the controller were
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c1 = 20, λ1 = 1, λ2 = 1, and λ3 = 2, and the parameters of the combined adaptive laws
were set as ζ = 0.99, η = 20, α = 0.99, and β = 1800, respectively. The selection of the
fuzzy membership functions was the same as in M1.

Based on the block diagram Figure 11, the trajectory tracking control simulation of the
flexible-joint manipulator was provided in a Simulink environment based on the proposed
error-tracking adaptive iterative learning controller. The Mechanics Explorer window
displays the dynamic simulation, and the generated simulation dynamic process is shown
in Figure 12.

Figure 12. The dynamic simulation of the flexible-joint manipulator.

The main results are shown in Figures 13 and 14. Figure 13 shows the link angle
tracking performance for the 1st and 12th iterations, and it can be seen that as the iteration
number increases, the link angle gradually follows the reference link angle trajectory with
initial errors. Figure 14 displays the performance index; it indicates that the maximum error
value decreases with the increase of the iteration number, and a satisfactory tracking perfor-
mance is achieved. In summary, the results of the simulation demonstrate convincingly that
the proposed error-tracking adaptive iterative learning control method is efficient. More-
over, with the increase of the iteration number, the FJM starts to operate repeatedly under
the action of the proposed controller and utilizes information in the previous iterations to
modify the tracking accuracy and finally track the reference link angle trajectory. Therefore,
the proposed AILC method is an effective way to achieve high sustainable operation.

Time(s)

Figure 13. The link angle tracking performance of the FJM at 1st and 12th iteration.
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Iterations k

Figure 14. The maximum tracking error Jk of the FJM.

6. Conclusions

For the constrained flexible-joint manipulator with initial errors, an error-tracking
adaptive learning control method was proposed, such that the output tracking accuracy of
the manipulator was guaranteed under arbitrary initial values and iteration-varying tasks
and the sustainable energy utilization efficiency and sustainable manufacturing practices
were improved. The quadratic-fractional barrier Lyapunov function could keep the system
output within the constraints to improve the transient performance, allowing the FJM to
operate safely with iteration-varying tasks. The tracking performance was improved by the
FLSs and the combined adaptive laws. Through the error-tracking approach, the repeated
positioning problem was solved, such that the proposed method can be appropriate for a
real sustainable energy system.
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