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Abstract: The present work describes a multi-area (two and three) renewable-energy-source-integrated
thermal-hydro-wind power generation structure along with fleets of plug-in electrical vehicles (PEVs)
in each control area. The generation–load balance is the prime objective, so automatic generation
control (AGC) is adopted in the system. In the paper, a cascaded combination of proportional
derivative with filter PDN and fractional-order proportional integral (FOPI) is proposed and tuned
using the hybrid chemical reaction optimization with pattern search (hCRO-PS) algorithm. The
hCRO-PS algorithm is designed successfully, and its effectiveness is checked through its application
to various benchmark functions. Further, Eigen value analysis is carried out for the test system to
verify the system stability. The impacts of diverse step load perturbation (i.e., case I, II, III, and
IV) and time-varying load perturbation are also included in the study. Moreover, the impact of
renewable sources, PEVs in different areas, and varied state of charge (SOC) levels on the system
dynamics are reflected in the work. From the analysis, it can be inferred that the proposed controller
provides comparable results with other fractional-order and conventional controllers under varying
loading conditions.

Keywords: automatic generation control; cascaded controller; hybrid chemical reaction optimization
and pattern search algorithm; plug-in electric vehicle; renewable sources

1. Introduction

The electrical power sector is highly complex in nature due to the presence of gener-
ators, transmission lines, distribution systems, protective equipment, and a large variety
of connecting loads with its associated interconnections. Even in small-scale frequency
variation due to changing loads, the power system is always prone to producing huge
undesirable variation in the output, and the quality of power is also distorted. So, the
deviation of frequency must be abated for the optimum and efficient operation of a power
system. Generally, any disproportion in the generation–demand balance initiates frequency
variation, which is absolutely unacceptable [1]. Thus, automatic generation control be-
comes essential for the power system to maintain the system within the stability constraints
of generation–demand. It also regulates the active and reactive power which is produced
from varied controllable sources. The disturbances in one area of the network are some-
times spared to healthier areas, rapidly causing the instability of the system and sometimes
leading to the cascading outage/blackout of part or all of the system [2]. Hence, it is
recommended to incorporate AGC in the system. The stability is crosschecked by observing
and limiting the frequency and tie line exchange power within minimal predefined specifi-
cations [3]. AGC can certainly make sure that a system does not work under the impact
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of prolonged frequency variation after a load disturbance takes place and the response
reaches a to stable state at the earliest time.

To analyze the effect of AGC on isolated systems as well as inter-related systems,
various research articles are available. Elgerd et al. [4] first proposed the concept of AGC in
the thermal model. Later, Nanda et al. [5] extended this study to a two-area hydro thermal
system with the generation rate constraint (GRC) as non-linearity in the system. The same
author also performed the analysis of AGC in a three-unequal-area system, incorporating
GRC and a non-reheat turbine of a thermal plant [6]. Adding another non-linearity called
Governor Dead Band (GDB), Gozde et al. [7] studied it in a two-area hydro model. However,
Sahu et al. [8] used several non-linearity aspects such as boiler dynamics (BD), GDB, and
GRC to draw a conclusion from a two-area, complex and realistic power system model.
Bhatt et al. [9] attempted to analyze the system response with diversified sources such as
hydro-thermal-diesel. Saikia et al. [10] further studied it in an interconnected single reheat
system and then applied it to a five-area system. However, due to the drawbacks of carbon
discharges, it urgently needed to be replaced by integrating renewable energy sources to
the existing system to generate adequate demand power. Sopian et al. [11] discussed a
hybrid wind–solar model with its design and possibility for household application. For
the grid integration of solar power, Kadri et al. [12] discussed the variety of possibilities
and methodologies with maximum power point tracking. A case study of the islands
of Samso and Orkney was considered to establish the enhancements achieved through
the application of Demand-Side Management actions to the available renewable energy
sources and curtailment events [13]. On the other hand, plug-in electric vehicles (PEVs)
represent one of the distributed energy sources, gaining popularity as they do not rely
on fossil fuel, thus contributing to a clean environment by reducing the greenhouse gas
emissions. Debaramma et al. [14] used PEVs in a deregulated environment and analyzed
their response with fractional-order controller configuration. Padhy et al. [15] attempted
to assess the performance of PEVs in a two-area model with a cascade controller. Saha
et al. [16] further extended the study by including renewable sources and time delay. A
method for day-ahead optimal dispatch estimation considering wind turbines, photovoltaic
panels, battery energy storage systems, and electric vehicles (EVs) in a smart grid scenario
was studied [17]. The application of V2G (Vehicle to Grid) technology improves the grid-
side peak-to-valley ratio, significantly and simultaneously benefiting the users and the
power system [18].

The amplified complications of power structures necessitate an effective controller in
governor systems of AGC to efficiently achieve objectives. Different generalized controllers
such as integral (I), proportional integral (PI), and proportional integral derivative with filter
(PIDN) suggested in the discussed literature were considered in previous works. Elgerd
et al. [4] used a basic I controller in their study, while Nanda et al. [5] used I and PI as a
secondary controller. Apart from this type of controller, higher-degree-of-freedom (DOF)
integer-order (IO) controllers, fractional-order (FO) controllers, and cascade controllers
are gaining popularity in AGC studies for the smooth maintenance of frequency [15,16].
Morsali et al. [19] reported the use of an FOPID controller in a two-area AGC model with
the presence of a saturation limit. The presence of the same controller can be found in [20],
where the author used a non-reheat thermal model in an AGC system. Recently, Saha
et al. [16] used a combination of two different controllers (PIDN- FOPD) in a deregulated
AGC network. However, a cascading proportional derivative with filter (PDN) with a
fractional-order PI controller can be used in a system in a secondary control loop, whose
characteristics performance is studied in neither classical AGC models nor in deregulated
environments. Thus, we were motivated to investigate this cascaded controller in the
proposed test model.

The recent literature reveals that most of papers considered a single controller as
opposed to a secondary controller. However, much fewer papers explored the effectiveness
of cascaded controllers in the field of AGC under conventional generators. Moreover,
most studies show the effect of GRC and GDB, while only few of the studies related to
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AGC seem to have boiler dynamics as a non-liberality and the effect of PEVs. Thus, in the
present work, a combination of a cascaded controller (i.e., PDN-FOPI) is considered with
the presence of non-linearity ( i.e., GDB, GRC, and BD) along with a renewable unit (wind
turbine generator) and PEVs.

The effectiveness of a controller is decided using its optimal values of gains and
tuning parameters. The optimal value of the controller is gained by applying diverse
meta-heuristic optimization techniques. In the past literature, a genetic algorithm was used
by Bhatt et al. [9], a bacteria foraging algorithm by Saikia et al. [10], a hybrid optimization
algorithm by Kumar et al. [21], flower pollination techniques by Debarama et al. [14],
Modified Grey Wolf Optimization by Padhy et al. [15], a whale optimization algorithm by
Saha et al. [16], and improved particle swam optimization by Chang et al. [22] to tune the
controller parameter for optimum gain. Thus, it seems from the research articles that the
design of a controller along with the tuning technique preferred for the generation of an
array of optimal controller constraints essentially affects the operation of the system.

Motivation

It is observed from the literature survey of AGC that most of the work tuned the respec-
tive controller gains and other parameters under nominal conditions i.e., a disturbance (step
load perturbation (SLP)) of 1% in the control area. However, some other uncharacteristic
conditions may have an effect on system dynamics and hence the controller parameters. To
check the robustness/sensitivity of the proposed controller, a large SLP (up to 10%) and
other conditions such as dynamic loading, the effect of PEVs on the system response, and
the outcome of state of charge (SOC) at 0.75, 0.85, and 1 was considered in the test system.
Moreover, Eigen value analysis was included in the proposed study with regard to the
system stability, which was not reported in previous studies.

Traditional and classical optimization algorithms have disadvantages, e.g., the solution
is confined in local optima, in addition to a slow convergence rate. This problem is
overridden by using a modified cascade optimization algorithm. The proposed hybrid
CRO-PS performs the exploration and exploitation of the optimal solution separately using
two different sets of equations. Thus, it shows reduced chances of getting trapped in
local optima and has high convergence when applied to a multi-source system. The high
complexity and contradictory performance parameters in the system make it difficult for
the optimization technique to converge and reach an optimal solution. Thus, the application
of the hCRO-PS technique to a multi-source system needs to be verified. The contributions
of the present work can be presented as follows:

1. A multi-source test system is designed considering non-linearity and PEV, with
extension to a three-area system.

2. An efficient optimization technique is developed for application to the designed
system, and it is verifed through unconstrained and constrained benchmark functions.

3. An efficient controller structure is designed for the regulation of the two-area/three-
area system.

4. Stability analysis of the system with PEVs, different SOCs, and time varying loads
is performed.

5. Efficient minimization of variation in frequency post system perturbations.

In Section 2, the two-area power system with renewable units and PEVs is considered
by mathematically formulating the transfer function for each unit. Here, various constraints
and their limits are also discussed. The steps in the formulation of the objective function
(J) are discussed in Section 3. An improved optimization technique named the hCRO-PS
algorithm is shown in Section 4, and its effectiveness is verified against various constrained
and non-constrained benchmark functions. The design approach of a modified cascaded
controller through mathematical derivation is presented in Section 5. The system stability
and performance evaluation of a two-area system is presented in Section 6 with the help
of mathematical indices and figures. Then, the study is further extended to a three-area
system reflected in Section 7. The performance and stability analysis of the three-area
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system is presented in Section 8 by considering varied testing conditions, and the results
are equated to similar work conducted by other researchers. The concluding remarks of the
work are briefly discussed in Section 9. Finally, all the parameters considered in the test
systems depicted in Sections 2 and 8 are presented in Appendix A.

2. System Investigation

The model considered in the analysis covers conventional power plants such as
thermal- and hydro- as well as renewable-based power plants (wind turbine generator),
along with fleets of PEVs, as shown in Figure 1. The thermal and hydo power plant
are considered base load power plants and produce 70 to 80% of total energy demand
in developing countries such as India [23]. The thermal and hydro plant considered in
the study is non-linear in nature as it contains several non-linearities such as Governor
Dead Band (GDB), boiler dynamics (BD) and generation rate constraint (GRC) [24]. GDB
is defined as the minimum time required for the start of the operation of mechanical
devices. As in the rack and pinion arrangement, mechanical devices are involved, which
organize the rotatory motion to open/close the valve, which causes GDB. Thus, it affects
the operation of the control valves, and unusual variations in speed may occur even
before any change in valve position. In the thermal and hydro plant, 0.05% and 0.02% of
GDB is used, respectively. To sense the pressure and flow of steam in any unintentional
circumstances, boiler dynamics (BD) is integrated in a thermal system so that supervisory
action is commenced in the turbine and boiler control taps. The generation rate for either
raising the generation or lowering the generation is usually predefined for a generating
unit and known as GRC. So, a GRC of 3% per min for a thermal plant and 270% per minute
for rising generation along with 360% per minute for lowering generation is reflected in the
hydro model [8].

The power derived from a renewable based power plant such as a wind turbine
generator is purely dependent upon nature, as the input is wind speed. So, the efficiency of
this type of plant is low and inconsistent, because wind speed is not predictable. However,
cheap energy can be harvested from this type of plant by implementing various control
techniques. The productivity of a wind plant can be enhanced by integrating power set
point control and a hydraulic actuator, which also improves the efficiency [25]. The overall
transfer function of a wind system model with a hydraulic pitch actuator is depicted in
Equation (1).

TFWind =

[
1

1 + sτP2

] [
kP1(1 + sτP1)

1 + s

] [
kP2

1 + s

]
=

1.75s + 1.05
0.041s3 + 1.082s2 + 2.041s + 1

(1)

PEVs represent one distributed energy storage technology that is expected to play
a vital role in grid power management and in emergency dependability facilities due
to the advancement of vehicle-to-grid (V2G) technology. At same time, the popularity
and dependability of EVs are increasing as the decline in the necessity for petrol and
greenhouse emissions contributes to a healthy and safe atmosphere [16]. By implementing
PEVs for primary frequency regulation, the following benefits can be realized in contrast
with traditional AGC units:

1. The control amplitude signal response and its polarity is restricted in AGC plants,
while in PEVs, this restriction can be eliminated by using advanced power
electronic equipment.

2. Any major modification in thermal power plants may lead to increments in cost
and reduced life spans, but in the case of PEVs, the time constant is very small, so
the response stabilizes rapidly. Thus, it can decrease the requirement of thermal
generators in terms of the energy capacity limit.

3. When PEVs participate in ancillary services, the variation in the charging of batteries
is pretty nominal, whereas in the case of energy market management, the charging
state of the battery varies significantly. Thus, the adverse effect on battery life can
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be reduced and the efficiency is maximized if it is connected to the grid only for
the provision of ancillary services. Along with increased battery life and efficiency,
economic advantages are also associated with the energy transaction. Thus, PEV
owners are encouraged to register their vehicles for assistance in energy trading.
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Figure 1. Block diagram model with transfer function for multi-source 2-area system.

The EV model is composed of a battery charger, primary frequency control (PFC), and
load frequency control (LFC). The battery charger helps the relative power flow between the
grid and battery storage. To restrict the undesired frequency response during the sudden
disconnection, an upper limit (∆Ful) and lower limit (∆Fll) of ±10 mHz is considered in
the system. However, the value of the aggregate droop characteristics (RAG) is the same as
that of conventional units (i.e., 2.4 Hz/p.u.). KEVi and TEVi refer to the EV gain and time
constant, respectively, and purely depend upon the EVs’ state of charge (SOC). The value
of SOC is generally varied from 0 < KEVi < 1 and is taken as 1 with respect to SOC. The
incremental change in the power generation of EV fleets for ith area is represented by ∆PEVi.
The maximum and minimum derived power from EV fleets are referred to as ∆PAGMAX and
∆PAGMIN , otherwise known as upward and downward reserves, respectively. The same is
calculated by the following Equations (2) and (3):

∆PAGMAX = +

[
1

NEV
× ∆PEVi

]
(2)
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∆PAGMIN = −
[

1
NEV

× ∆PEVi

]
(3)

In Equations (2) and (3), the number of electric vehicles is noted as NEV . For the
proposed study, 2000 EVs are considered in each area. Figure 1 describes the complete
transfer function of the EV model. For investigation purposes, the charging and discharging
limit is considered as ±5 kW. However, the range can go beyond 50 kW or higher in the
case of a rapid start [14].

3. Objective Function Formulation

For the better selection of an optimal controller, the selection of an appropriate objective
function is a necessary and essential process. A conventional controller design is reflected
in traditional cost functions such as the Integral of Time multiplied by Absolute Error
(ITAE), the Integral of Absolute Error (IAE), the Integral of Time Multiplied by Square
Error (ITSE), and the Integral of Square Error (ISE) [26]. However, with the advancement
of complex and cascade controllers, the cost is not provided in the desired system response
post disturbances. An objective function, namely Integral Square Time Multiplied by
Square Error (ISTSE), having characteristics of both ITAE and ITSE, is considered. The ITAE
criterion effectively controls the settling time as it is more sensitive than other criteria such
as IAE and ISE, whereas ISTSE provides excellent step response [27]. Hence, ISTSE becomes
an obvious choice as it produces the response with the least oscillation and overshoot.

J1 = OS∆ f1 + OS∆ f2 + OS∆PTie (4)

J2 = ST∆ f1 + ST∆ f2 + ST∆PTie (5)

J3 = ISTSE =
∫ tsim

0
(∆F1 + ∆F2 + ∆PTie)

2.t2. dt (6)

Furthermore, to enhance the system response dynamics, a multi-objective cost function
is formed by combining three individual cost functions. The deciding factor on which
multi-objective function formed is the maximum deviation in frequency and time taken
to settle in all the respective areas and the incremental flow of power within the area
through the tie line. Moreover, the shortcomings of the single-objective function can be
minimized by cascading numbers of single-objective functions to form a better-performing
multi-objective function. Hence, this paper refers to the newly formed multi-objective
function for tuning of the controller parameter.

The first objective function (J1) is formulated by considering the effect of the peak
overshoot of deviation in frequency in area-1 and 2 (OS∆F1, OS∆F2), as well as deviation of
the relative flow of power in the tie line (OS∆PTie ), which is depicted in Equation (4). The
primary concern when choosing overshoot for J1 is that the damping ratio regulation is
portioned to the control of overshot; hence, in post disturbance, the system remains stable.
Similarly, for J2, the settling time of the frequency deviation of area-1 and 2 (ST∆F1 , ST∆F2)
along with the deviation of the relative flow of power in the tie line (ST∆PTie ) is considered,
as shown in Equation (5). J2 basically keeps an additional check over the time consumed to
maintain balance between generation and demand in both the area as well as the exchange
power in between areas after being subjected to disturbances. In the proposal, the ISTSE
cost function depicted in Equation (6) leads to better tuning by the optimization algorithm.
ISTSE involves deviation in the frequency of area-1 (∆F1), area-2 (∆F2) and deviation in the
tie-line exchange power (∆PTie) to find the error function value. tsim is the simulation time
of ∆F1, ∆F2 and ∆PTie in Equation (6). The third objective function J3 is the ISTSE function,
which is found to generate the controller parameter with improved system performance.

By combining the three Equations (4)–(6), a multi-objective function is formed, which
has the characteristics of all the three cost functions and is mathematically depicted in
Equation (7).

J(J1, J2, J3) = ω1 J1 + ω2 J2 + ω3 J3 (7)
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In which ω1, ω2, and ω3 are the associated gains of the respective cost function,
which signifies the effectiveness of the individual functions and their contribution to the
multi-objective function and must satisfy Equation (8).

3

∑
i=1

ωi = 1 (8)

Determination of Weight through Analytic Hierarchy Process (AHP)

The AHP [28] is an analytic technique that aids the user in the process of decision
making through settlement using priorities. Estimating the geometric mean produces
the values of associated weights. The initial step in the AHP is to produce a pairwise
comparison matrix (AHPn × n), where n is the number of parameters considered. aij are
the elements of An × n representing the relative significance of ith with respect to the jth
parameter. If aij > 1, the ith parameter is more significant; similarly, if aij < 1, then the
ith parameter is less significant as compared to other parameters. The relative normalized
weights ωi can be computed as in Equation (9).

ωi = n

√√√√ n

∏
j=1

aij/
n

∑
i=1

( n

√√√√ n

∏
j=1

aij) (9)

The relative significance matrix assumed in the work is described in Equation (10).
The values of ω1, ω2, and ω3 are calculated as per Equation (9) and are obtained to be 0.75,
0.18, and 0.07, respectively.

AHP =

a11 a12 a13
a21 a22 a23
a31 a32 a33

 =

1 7 9
1
7 1 5
1
9

1
5 1

 (10)

4. Optimization Technique
4.1. Chemical Reaction Optimization (CRO)

A new type of optimization algorithm based on behavioral aspects of molecules and
their interaction to reach a stable state with the lowest possible potential energy (PEng)
was proposed by Albert Y.S. Lam in 2010 and called the chemical reaction optimization
(CRO) [29]. The pathway that the molecules follow to reach the stable state can be utilized
in the design of optimization processes. By dissipating or accepting a packet of energy, the
molecules reach the stable state, which is the primary objective. The approach proclaimed
that it is more effective to solve a complex problem in a stimulated time period with
a large number of datasets. In CRO, molecules denote an atom group’s (variables to
be optimized) energy state (EState) (summation of potential and kinetic energy) for each
molecule, characterized by its fitness value. The same can be represented by a function f
with molecular structure (W), as shown below:

EState = f (W) (11)

The potential energy surface (PES) of CRO is large, so it is difficult to find the lowest
PEng. To overcome this difficulty, it has to be directed by following two stages of operation.
The first stage is intensification, where lower PEng for each molecule are finalized in which
the on-wall ineffective collision and inter-molecular collision steps are involved, and if it
fails to perform, then the diversification step is executed, and a new distant search space is
chosen instantly. Decomposition and synthesis help the molecules to diversify further until
the lowest PE state is attained.

In the process of CRO, a molecular structure may be varied, which can effect on-wall
or inter-molecular ineffective collision, decomposition, and synthesis reactions. In the
variation process, the structure of molecules may vary from w to w* and is acceptable if
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it satisfies the condition of Ew∗
state ≤ Ew

state. By following the simplified steps, the optimal
molecular structure (wmin) with the lowest energy state (EState(wmin)) is realized.

4.1.1. Initialization

This phase follows the initialization of all the algorithmic parameters, such as the
no. of variables (number of sub-molecular particles (Nsmp), the size of the population (i.e.,
number of molecules (Psize)), the boundary condition for each variable (Vmax

smp and Vmin
smp ), and

the no. of iterations (itermax), and the energy state of each molecule (Estate) is calculated.

4.1.2. Collision Check

After the evaluation process, all the structures will undergo on-wall or inter-molecular
collision checks.

On-wall ineffective collision: As the molecular structures are randomly initialized, in
subsequent operation, structural changes over may happen. At that moment, it is important
to check the boundary condition (i.e., collision with the wall). If it violates the boundary
condition, the molecule may bounce back with an unusual change in its structure in which
the newly formed energy state is completely different from the original energy state. Hence,
variation in the molecular arrangement accepted if it satisfies Equation (12).

Pω∗
Eng ≤ (Pω

Eng + Kω
Eng) (12)

Inter-molecular ineffective collision: In some cases, the optimum energy state cannot be
attained after modification and may not show the desired effectiveness. Hence, molecules
that have same energy band encounter inter-molecular collision. Let us assume two
molecular structures, ω1 and ω2, with the same energy states change over to a new structure,
ω∗1 and ω∗2 , and a collision is acceptable provided that Equation (13) is satisfied. If this
type of issue is not raised, then a decomposition or synthesis reaction is verified for the
existing circumstances.

(Pω∗1
Eng + Pω∗2

Eng) ≤ (Pω1
Eng + Pω2

Eng + Kω1
Eng + Kω2

Eng) (13)

Decomposition reaction: In this stage, the molecules (ω) are decomposed into two
distinct molecules, ω1 and ω2, during the dynamic alternation and are accepted if they
satisfy Equation (14). If not, then the PEng of ω, ω1, and ω2 must be similar yet larger
compared to other neighboring molecules.

(Pω1
Eng + Pω2

Eng) ≤ (Pω1
Eng + Kω1

Eng) (14)

Synthesis reaction: This stage involves a synthesis period in which one or more
molecules (ω1 and ω2) combine to form a new molecule ω* with significantly different PEng
by following Equation (15).

Pω∗
Eng ≤ (Pω1

Eng + Pω2
Eng + Kω1

Eng + Kω2
Eng) (15)

After following the above complex steps, the structural modification is completed and
verified for the minimum energy state. If it fulfils the termination criteria or reaches a stable
state, then it can be said that it reaches a global minimum solution. For further observation
of the CRO technique, the same flowchart may be referred to, which is presented in
Figure 2a.

4.2. Pattern Search (PS) Technique

To further advance the system response and the improvised global search, an addi-
tional derivative free heuristic method called pattern search is implemented in the proposed
search [30]. Moreover, not only is PS flexible for fine tuning the local minima, but also, it
has characteristics of coordinated control with other optimization techniques. It starts its
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operation with the initial assumption of pattern vectors (i.e., [0, 1], [0, −1], [1, 0], n[−1, 0])
and forms a set of mesh points around the initial points by adding the initial vector Xo,
as presented in Figure 3. It evaluates the objective function value ( fi) for each mesh point
of mesh size 1 to determine the presence of any point X1 with a fi less than that of Xo.
If X1 can be obtained, then it is referred to as the initial point for the next iteration, and
the mesh size should be twice the current mesh size. Otherwise, the same process has to
be repeated by modifying the mesh size to half of the current size, and the initial point
remains unaltered for the subsequent iteration. Again, the same process is repeated until
the termination criteria is satisfied.
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controller) within the defined range and evaluating the Potential 
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Figure 2. Flow chart for the hybrid CRO-PS technique, (a) flow chart for CRO, (b) flow chart for PS.

+

Figure 3. Formulation of mesh points in PS considering X0.

4.3. Motivation for Hybridization

As discussed in the previous section, although kinetic energy Keng is the prime factor for
the molecular structure to escape the local minima, the same is subtracted and added in the
energy buffer so as to decrease the Estate gradually. So, this will finally converge to a global
solution. However, during the process, there may be a chance that the solution becomes
trapped in local minima. Hence, we introduced PS in the proposed scheme where the final
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state of CRO is regarded as the initial parameter for PS. Here, PS methods try to find new pos-
sible solution with a yet better value around the initial point. PS focuses on set of pattern vec-
tors to obtain the mesh point, as discussed. However, it is not guaranteed to generate a better
solution. Hence, searching around the mesh size makes sure that every new possible solution
point yields a better solution for each iteration. Thus, the performance of the CRO technique
can be further improved with the inclusion of a PS technique in it, as presented in Figure 2.
Table 1 presents the characteristics of the considered methods in terms of execution time
and memory requirement. The hybrid optimization algorithm needs more time and mem-
ory to execute the operation. Table 2 represents the performance of hybrid CRO and PS
(hCRO-PS) with various extensive benchmark functions (i.e., constrained and unconstrained
functions). The convergence graph of hCRO-PS is shown in Figure 4 and is obtained for
a multi-source system subjected to load variation. It can be inferred from Table 2 that
hCRO-PS has authority over other optimization algorithms such as CRO and PS.

Table 1. Technical characteristics of the developed method.

SL No. Method Execution Time (s) Memory Requirement (Bytes)

1. CRO 145.42842 2.7311 × 103

2. PS 129.20761 1.8964 × 103

3. hCRO-PS 147.52584 2.9595 × 103
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Figure 4. Convergence graph of the power system tuned by different optimization techniques.

As per the free lunch theorem, it is difficult to claim that certain algorithms perform
well for all sets of problems in various fields. In this work, upon the application of the
CRO/PS algorithm individually for 500 iterations to tune the parameters of the multi-
source system, they are not able reach zero. This may be due to the high complexity of the
system and contradictory performance parameters. While we try to reduce the overshoot,
the rise time is bound to increase, but to obtain faster settling of the system post disturbance,
the rise time should be as small as possible. So, in this process of tuning, both overshoot
and settling time are contradictory performance parameters and should be maintained
at optimum values rather than minimum values. Thus, the CRO and PS algorithms are
combined to formulate hCRO-PS, which successfully handles the complexity of the system
while maintaining good convergence characteristics.
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Table 2. Performance testing of proposed hCRO-PS with constrained and unconstrained bench-
mark functions.

Single-Objective Optimization

Function
Name Test Function Range Optimization

Technique Best Worst Mean

Ackely F1(x, y) = −20exp(−0.2
√

1
n ∑n

i=1 x2
i ) [−32, 32]n

CRO 4.720 × 10−15 2.090 1.354
PS 1.092 × 10−13 3.421 1.263

−exp( 1
n ∑n

i=1 cos 2πxi) + 20 + e hCRO-PS 2.220 × 10−15 1.579 0.329

Rastrigin F2(x) = ∑n
i=1(x2

i − 10 cos 2πxi) [−5.1, 5.1]n
CRO 2.842 × 10−14 8.547 1.605
PS 8.529 × 10−13 4.292 1.229

+150 hCRO-PS 7.105 × 10−15 1.9895 0.066

Rosenbrock F3(x) = ∑n−1
i=1 (100(xi+1 − x2

i )
2

[−30, 30]n
CRO 4.250 × 10−4 2.472 3.075
PS 8.793 × 10−4 1.774 3.295

+(1− xi)
2) hCRO-PS 3.092 × 10−6 1.710 1.083

Schwefel F4(x) = max(|xi|, 1 ≤ i ≤ n) [−100, 100]n
CRO 3.575 × 10−10 1.722 0.998
PS 6.771 × 10−10 2.037 1.008
hCRO-PS 3.838 × 10−13 1.489 0.670

Noisy
quadric F7(x) = ∑n

i=1(ixi)
4 + random(0, 1) [−1.2, 1.2]n

CRO 0.353 0.829 0.622
PS 1.953 0.983 0.791
hCRO-PS 0.309 0.735 0.516

Beale F7(x, y) = ∑n
i=1(ixi)

4 + random(0, 1) [−4.5, 4.5]n
CRO 0.394 1.998 1.485
PS 1.395 1.618 1.582
hCRO-PS 3.368 × 10−9 1.050 0.360

Booth F8(x, y) = (x + 2y− 7)2 + (2x + y− 5)2 [−10, 10]n
CRO 3.033 × 10−7 2.885 × 10−5 3.291 × 10−6

PS 2.097 × 10−7 3.184 × 10−4 9.177 × 10−6

hCRO-PS 1.779 × 10−25 2.706 × 10−5 2.708 × 10−8

Goldstein-
Price

F9(x, y) = [1 + (x + y + 1)2(19− 4x + 3x2

[−2, 2]n
CRO 3.00 18 4.101

−4y + 6xy + 3y2)][30 + (2x− 3y)2 PS 3.00 30 5.293
(18− 32x + 12x2 + 48y− 36xy + 27y2)] hCRO-PS 3.00 10 2.700

Levi N.13
F10(x, y) = sin2 3πx + (x− 1)2

[−10, 10]n
CRO 2.777 × 10−6 0.970 0.185

(1 + sin2 3πy) + (y− 1)2(1 + sin2 2πy)
PS 9.973 × 10−5 1.010 0.441
hCRO-PS 1.349 × 10−31 0.109 1.104 × 10−3

Constrained Optimization

Function
Name Test Function and Constraints Optimization

Technique Best Worst Mean

Rosenbrock
(cubic)

F1(x, y) = (1− x)2 + 100(y− x2)2, CRO 1.016 × 10−7 4.109 1.434
Subjected to: PS 1.917 × 10−6 2.710 1.549

(x− 1)3 − y + 1 < 0 and x + y− 2 < 0 hCRO-PS 9.116 × 10−11 0.459 0.181

Mishra’s
Bird

F3(x, y) = sin(y)e(1−cos x)2
+ cos(x)e(1−sin y)2+(x−y)2, CRO −106.754 −87.310 −106.115

Subjected to: PS −106.758 −96.103 −106.237
(x + 5)2 + (y + 5)2 < 25 hCRO-PS −106.764 −106.664 −106.764

Simionescu
F4(x, y) = 0.1xy, CRO −0.0720 −0.0621 −0.0710

Subjected to: PS −0.0722 −0.692 −0.0718
x2 + y2 ≤ [rt + rs cos(n arctan x

y )]
2 hCRO-PS −0.0726 −0.0719 −0.0720

Townsend
F4(x, y) = −[cos((x− 0.1)y)]2 − x sin(3x + y), CRO −2.0221 −1.689 −1.655

Subjected to: PS −1.6595 −1.676 −1.689
x2 + y2 < [2 cos t− 1

2 cos 2t− 1
4 cos 3t− 1

8 cos 4t]2 + [2 sin t]2 hCRO-PS −2.0231 −1.639 −1.931

Rosenbrock
(disk)

F2(x, y) = (1− x)2 + 100(y− x2)2, CRO 2.145 × 10−7 2.961 1.604
Subjected to: PS 2.053 × 10−6 2.579 1.965
x2 + y2 < 2 hCRO-PS 3.909 × 10−15 0.322 0.096
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5. Controller Formation (PDN-FOPI)

As the complication of the system dynamics grows, an effective controller is needed
which has the capability to maintain a stable operating condition and is able to counter
any disturbance in a proactive way [15]. The suggested controller is a combination of a
PDN controller with a fractional-order PI controller in cascade modes. The expression of
the transfer function of the PDN controller is shown in (16).

C1(s) = TFPDN = Kp + Kd
N

1 + N( 1
s )

= Kp +
(KdN)s
N + s

(16)

The structure of the proposed controller is presented in Figure 5. The PD controller
generally offers faster set point tracking than the other conventional controllers such as
PID controllers. Apart from this design, if an integral mode is added, then the closed-loop
response somehow slows down. The controller basically adds zero in the system, which
adds a positive angle to the system (moves the root-locus to the left), or in the frequency-
domain, it introduces phase-lead to the system (increases the phase margin) so that the
system remains in a stable zone. It may be noted that a PD controller might suffer from
serious impulsive spikes in its control output due to a step change in the set point, as well as
being vulnerable to measurement noise and not realizable for real-time implementation [16].
Hence, to overcome this situation, a first-order lag filter (n) is often augmented with PD
controllers, which attenuates high-frequency measurement noise. To further improve the
system dynamics, the proposed controller is cascaded with a fractional-order PI controller.

+

-

Ref.

Signal

Output
Signal

+

+

KDi

KPi KFOPi

KFOIi

1/s

N 1/sαi

∑ 

∑ 

ΔPPSi 

+

+

∑ 

Figure 5. Block diagram for the proposed controller structure.

With use of fractional calculus, conventional integration and differentiation can be
extended to any random real number [14]. One way of representing ordinary calculus is
fractional calculus. There are various way to describe fractional calculus such as Grünwald–
Letnikov, Riemann–Liouville (RL), and Caputo definitions. Using the R-L criteria, a frac-
tional derivative can be defined by following (17), and α lies between n and n − 1. Euler’s
gamma function is denoted by Γ(n− α), in which n is the integer. Similarly, the fractional
integer can also be expressed as shown in (18), which represents the fractional operator.

aDα
t f (t) =

1
Γ(n− α)

dn

dtn

∫ t

a
(t− τ)n−α−1 f (τ)dτ (17)

aD−α
t f (t) =

1
Γ(α)

∫ t

a
(t− τ)α−1 f (τ)dτ (18)

If we take the Laplace transform of (17), then (19) is derived.

L[aDα
t f (t)] = sαF(s)−

n−1

∑
i=0

si
aDα−i−1

t f (t)|t = 0 (19)

in which L[aDα
t f (t)] represents the Laplace transform with (n− 1) ≤ α ≤ n. Therefore,

deduced expression is described in the fractional derivative by differential equations, which
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can be represented as the fractional order of s if the zero initial condition is presumed.
The problem with this type of transfer function is that it contains an infinite number of
poles and zeros. Hence, some approximations have to made on which both the fractional-
order derivative and integrator lie on a predefined frequency range. There are several
approximation techniques available such as Commande Robuste d’Ordre Non-Entier
(CRONE), Carlson, Matsuda, high-frequency continued fraction approximation etc. This
paper uses the CRONE approximation technique to approximate the equation, and it is
depicted in (20).

sα = K
N

∏
n−1

(
1 + s

ωz,n

)
(

1 + s
ωp,n

) (20)

K denotes the gain term and should be adjustable in such a way that when k = 1,
the gain is 0 dB for 1 rad/s. Moreover, the number of poles (N) and zero (Z) are already
pre-decided. Smaller values of N result in simple approximation but cause ripples in both
phase and gain behavior. Although a high value of N decreases the ripple from the system
behavior, it makes the approximation too complex. For evaluating the frequency of the
pole and zero, Equations (21) to (25) are used.

ωz,1 = ωl

√
(n) (21)

ωp,n = ωz,nε; n = 1, 2, 3, ..., N (22)

ωz,n+1 = ωp,n
√

n; n = 1, 2, 3, ..., N − 1 (23)

ε = (ωh/ωl)
v/N (24)

η = (ωn/ωl)
1−v/N (25)

If the value of v is negative, then the behavior of the poles and zero will interchanged
i.e., ωp,1 = ωl,n

√
n and so on. From Equations (21) to (25), it can be observed that there is

an equal no. of poles and zeros present, and its logarithmic frequencies are equidistant in
the range of [ωl , ωh]. The simple way of representinf a fractional-order PI controller is PIλ,
and the transfer function is defined as:

C2(s) = TFFOPI = Kp +
Ki

sλ
(26)

Motivation for Cascaded Controller

With the expansion of the test system and integration of non-conventional sources (i.e.,
wind power plants and PEVs), the objective of maintaining system stability is an essential
task. Hence, to fulfil the above objective, a cascaded controller is proposed with optimum
numbers of PDN and FOPI controllers. The cascaded controller is designed carefully by
keeping the optimum features of PDN and FOPI controllers, as shown in Figure 6.

Y(s) =
[

C1(s)G1(s)GIn
1 + GIn + C1(s)G1(s)GIn

]
R(s)−

[
G1(s)

1 + GIn + C1(s)G1(s)GIn

]
∆PDi (27)

Gsecondary = C2T(s)G2T(s) + C2H(s)G2H(s) + C2W(s)G2W(s) + C2P(s)G2P(s) (28)

Here, C2(s) is the slave/secondary controller and is termed as C2T(s), C2H(s), C2W(s),
and C2P(s) for thermal, hydro, wind and PEVs, respectively, whereas master/primary
controller C1(s) monitors the total area, and the complete configuration of the controller is
projected in Figure 6 for better understanding of the derived Equations (27) and (28). The
synchronized action of master and secondary controllers sets up the cascaded PDN-FOPI
controller. C1(s) takes ACEi signal as input and produces a corresponding control action.
The secondary controllers intakes the resultant signal of the inner process output U1(s) and
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signal from C1(s). Here, the disturbance signal ∆PDi is for which the stability of the system
is to be analyzed.

Power system

-

+
Σ

Thermal 

Plant

Hydel  Plant

Wind  

Turbine

+

-

Σ
+

+

Area-i

PEVs +

Master /Primary

Controller

Slave /Secondary

Controller

ACEi
C1i(s)

C2iP(s)

C2iW(s)

C2iH(s)

C2iT(s)

ΔPDi

ΔFiKPi

1+sτPi

Figure 6. Block diagram model for arrangement of controller in the multi-source system.

In a traditional controller structure, two individual controllers are required to control
each plant in the system for stable operation. However, this results higher number of
controllers (i.e., eight units for each area). This in turn would raise the number of controller
parameters and thus the computation time. In addition, the system complexity would
increase drastically for the multi-source test system. To overcome these issues, a cascaded
controller is considered. Here, four slave loops are considered for four distinct power
plants in each area, and a master loop is formed which acts as a supervisor of the whole
area. In the slave control loop, an FOPI controller is employed, whereas in the master
loop, a PDN controller is engaged. The master loop particularly focuses on improving the
system response in the transient state, and the slave loop is dedicated to controlling the
challenges raised in the steady state. Thus, the total number of the controllers is reduced
to five for each area in the test system, hence decreasing the complexity of the controller
implementation and concurrently improving the stability.

6. Result Analysis for Two-Area System

The system in the work considers traditional power sources, renewable power sources,
and the PEVs operating simultaneously to maintain the load–demand balance to retain
the system stability. The simultaneous operation of sources requires an efficient controller
to regulate the system. The process of regulation requires the controller parameters to be
tuned adequately. Hence, a hybrid algorithm (hCRO-PS) with improved performance is
employed. The tuned values of the controller parameters are limited within the range
defined as: 0 < KPi, KDi < 2.0; 0 < n < 500; 0 < KFOPi, KFOIi < 2.0; 0 < α < 1.4

The controller is tested under various operating conditions presented by various cases.
The applied % SLP for each area in each test case for the two-area multi-source system is
presented in Figure 7.

Case-I: A 2% step load variation occurring only in area-1 and area-2 having no disturbance.
Case-II: A 10% load variation occurring only in area-1 and area-2 having no disturbance.
Case-III: A 2% step load variation occurring in both area-1 and 2 simultaneously.
Case-IV: A 5% and 10% load variation occurring simultaneously in area-1 and area-2.

In Table 3, the Eigen value analysis of the two-area, multi-source system is presented,
and it is observed that the damping ratio of the system considering the proposed controller
is pretty close to unity, and the system oscillation is negligible. Now, the proposed optimiza-
tion technique is implemented to obtain the controller parameters for various controllers,
as projected in Table 4.
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Figure 7. Test cases for 2-area, multi-source system.

Table 3. Eigen values (real ± imag i), corresponding damping ratio, and natural frequency.

Eigen Values Value of ζ Value of ωn

−4.3905 + 0.0000i, −4.3905 + 0.0000i, −4.3905 + 0.0000i,
−4.3905 + 0.0000i, −0.0333 + 0.0000i, −0.0010 + 0.0000i,

−0.0333 + 0.0000i
1 -

−2.1905 + 8.4567i 0.2507 1.345
−2.1905 − 8.4567i 0.2507 1.345
−2.1762 + 8.4795i 0.2485 1.349
−2.1762 − 8.4795i 0.2485 1.349

−0.2440 + 0.0000i, −0.2440 + 0.0000i, −0.0412 + 0.0000i 1 -
−0.0108 + 0.0130i 0.6390 0.002
−0.0108 − 0.0130i 0.6390 0.002
−0.0028 + 0.0008i 0.9615 0.012
−0.0028 − 0.0008i 0.9615 0.012

−0.0100 + 0.0000i, −0.0100 + 0.0000i, −0.0100 + 0.0000i,
−0.0100 + 0.0000i 1 -

−0.0012 + 0.0002i 0.9863 0.00031
−0.0012 − 0.0002i 0.9863 0.00031
−0.0012 + 0.0002i 0.9863 0.00031
−0.0012 − 0.0002i 0.9863 0.00031

0.0001 + 0.0000i, 0.0001 + 0.0000i, 0.0001 + 0.0000i,
0.0001 + 0.0000i, −0.1250 + 0.0000i, −0.1250 + 0.0000i 1 -

Table 4. Optimized inner loop and outer loop controller parameter.

Controller Type:

Optimization Technique

Inner Loop Controller Outer Loop Controller

KPi KIi KDi n KPo KIo α

AREA -1

PID: hCRO-PS 0.642 0.943 0.744 - - - -
PIDN: hCRO-PS 0.547 0.857 0.219 357 - - -
FOPI: hCRO-PS - - - - 0.983 0.351 0.011
PDN-FOPI: hCRO-PS 0.968 - 0.813 439 0.928 0.782 0.016

AREA -2

PID: hCRO-PS 0.542 0.849 0.984 - - - -
PIDN: hCRO-PS 0.684 0.976 0.482 433 - - -
FOPI: hCRO-PS - - - - 0.998 0.846 0.017
PDN-FOPI: hCRO-PS 0.927 - 0.764 421 0.874 0.894 0.021
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In Figure 8, the considered load variation is 2% in area-1 only. This shows that
although disturbance is induced in area-1, variation in frequency is observed for ∆F2. In
the PID controller, obtaining a optimal balance between integral action and derivative
action sometimes leads to an undesirable response. The cascaded controller divides the
action into two parts: the master controller (PDN) performs derivative action, and the
secondary controller performs integral action. In PIDN, the performance is improved
as compared to PID, and further improvement is obtained by applying FOPI. Finally, a
better response is obtained with PDN-FOPI as compared to PID, PIDN, and FOPI. It can
be observed that the PID and PIDN controllers can achieve good results but provide a
low damping factor, resulting in a response which has trivial oscillation (PID) or severe
oscillation (PIDN), whereas the FOPI controller successfully suppresses oscillation due
to low damping in previous controllers. So, in the work to further improve the system
performance, a cascaded controller PDN-FOPI is designed and applied. In Figures 9–11,
the variation in frequency for a load change described in Case II, III, and IV, respectively,
is shown. Similar to the observation of Case I the proposed cascaded controller scheme
displays better system performance as compared to the other considered controllers. The
operational success of the proposed cascaded controller is clear from the mathematical
analysis in Table 5 and the comparison made with the PI-PD controller tuned by Modified
Grey Wolf Optimization (MGWO) proposed by [15].

Further, the effect of PEVs in different areas is studied to make an efficient placement
of PEV along with the proposed controller structure. In Figure 12, the system responses
without PEV, PEV in area-1 only, PEV in area-2 only, and PEV in both the areas are shown.
Here, it can be observed that the system is most stable when PEVs are placed in both
the areas.

Table 5. Various performance parameter values for the 2-area system analysis under various operating
conditions presented by different cases.

Case/Controller

∆F1 ∆F2 ∆Ptie

Over/Under
Shoot

( ×10−3)

Settling
Time
(2%)

Over/Under
Shoot

( ×10−4)

Settling
Time
(2%)

Over /Under
Shoot

( ×10−4)

Settling
Time
(2%)

Case I

PI-PD:MGWO
[15] 25.14 13.21 14.25 17.54 41.24 21.16

PID 0.150 22.44 0.6147 23.27 0.455 23.35
PIDN 0.228 5.559 0.424 - 0.206 8.772
FOPI 0.237 5.451 0.367 7.723 0.228 7.731

PDN-FOPI 0.180 3.463 0.263 7.099 0.148 6.045

Case II

PID 4.843 20.22 42.42 21.07 10.32 21.53
PIDN 8.415 8.097 19.67 11.19 11.43 11.62
FOPI 6.391 5.753 14.63 10.94 8.382 9.761

PDN-FOPI 4.778 3.735 10.43 9.92 5.685 9.180

Case III

PID 0.192 21.09 2.293 18.96 0.492 23.61
PIDN 0.222 8.503 2.169 - 0.156 15.45
FOPI 0.228 8.485 2.283 8.683 0.177 15.26

PDN-FOPI 0.176 7.112 1.742 8.236 0.102 15.04

Case IV

PID 1.726 22.98 17.24 20.68 3.431 24.16
PIDN 1.740 11.92 36.72 18.61 1.367 13.79
FOPI 1.675 10.89 48.49 7.728 1.149 8.622

PDN-FOPI 1.171 9.746 36.39 7.271 0.608 6.986
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Figure 8. Study of system response parameters by application of various controllers with a load
variation as in Case I (a) Deviation in Frequency of area-1; (b) Deviation in Frequency of area-2;
(c) Deviation in Tie-line power.
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Figure 9. Study of system response parameters by application of various controllers with a load
variation as in Case II (a) Deviation in Frequency of area-1; (b) Deviation in Frequency of area-2;
(c) Deviation in Tie-line power.
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Figure 10. Study of system response parameters by application of various controllers with a load
variation as in Case III (a) Deviation in Frequency of area-1; (b) Deviation in Frequency of area-2;
(c) Deviation in Tie-line power.
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Figure 11. Study of system response parameters by application of various controllers with a load
variation as in Case IV (a) Deviation in Frequency of area-1; (b) Deviation in Frequency of area-2;
(c) Deviation in Tie-line power.
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Figure 12. Studying the effects of implementation of PEV module on various system response
parameters (a) Deviation in Frequency of area-1; (b) Deviation in Frequency of area-2; (c) Deviation
in Tie-line power.

7. Extension to Three-Area Renewable System

The proposed controller is also verified with use of PEV fleets and several non-
linearities (GDB, GRC and BD) in the three-area system. The network configuration of
the three-area system is shown in Figure 13, and parameters are provided in Appendix A.
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Figure 13a shows the block configuration of the three-area system with tie lines, Figure 13b
shows the detailed interconnection between these areas, and Figure 13c shows the internal
transfer function model of the ith area. Here, PEVs are used extensively for the analysis of
a realistic three-area system. The performance is verified based on the deviations in area
frequency and power exchange under diverse load perturbation in all of the areas. The
effectiveness of the system with the proposed arrangement is paralleled to an analogous
work as in [16] with the suggested configuration and some frequently referred controllers,
such as PIDF, 2DOFPID, and FOPID, for better understanding of the effectiveness of the
large power system to deal with load perturbations.
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Figure 13. (a) Block diagram model for multi-source, three-area system with PEVs. (b) Structure of
interconnected three-area system. (c) Detailed transfer function model for each area.
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8. Result and Analysis for the Three-Area Renewable System

The three-area system discussed in Figure 11 is tested for stability through Eigen
value analysis. A total of 53 Eigen values are obtained for the system, of which some
significant values are−0.1± 0i,−0.0033± 0.0009i,−0.0037± 0.002i,−0.0021± 0.0001i, and
−0.0053 ± 0.0019i. The analysis performed suggests the following regarding the
system stability:

1. The maximum and minimum damping ratios are 1 and 0.9615, respectively. Thus, a
very high damping ratio is observed. So, the system would drive back to stability at a
faster rate after being subjected to any load perturbation.

2. The natural frequency variation in the system is observed to be pretty low (i.e., a
maximum of 0.012 and a minimum of 0). The oscillation at the transient state would
be limited, leading the system to remain in the stable operating zone when subjected
to any load perturbation.

The extended work further tests the applicability of the proposed cascaded controller
tuned by the hCRO-PS. The system size increases as the scheme becomes more economical
as compared to the traditional controller schemes. The controller parameters are in the
same range as those of the two-area system. A wide range of load perturbations are applied
to test the system performance, which is shown in Figure 14. The applied % SLP for each
area in each test case for the three-area, multi-source system is presented in Figure 14.

Case V: A 1% load variation in area-1, with the other two areas having steady loads.
Case VI: A 1% and 3% load variation in area-1 and area-2 only.
Case VII: A 1% and 3% load variation in area-1 and area-2, with area-3 having 5% load
perturbations.
Case VIII: A 5% load variation in area-1 and a 3% load variation in area-2, with area-3
having 7% load perturbations.
Case IX: A dynamic load variation of −5% at 0 s, +5% at 35 s, +5% at 50 s, −8% at 60 s,
n+5% at 100 s is applied to the system.
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Figure 14. Test cases for three-area multi-source system.
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The application of the hCROPS algorithm yields the controller parameter values as
in Table 6 for controllers such as PID, PIDN, FOPID, and PDN-FOPI, and are tested on
the system. The frequency deviation (i.e., ∆F1, ∆F2, n∆F3) in each area and tie-line power
∆Ptie12, ∆Ptie13, ∆nPtie23 following the application of load deviation described in Case V
is projected in Figure 15. Among the considered controllers, the proposed PDN-FOPI
controller damps down the oscillation at the earliest time. The unusual response of the
other controllers is majorly due to the complexity of the system and applied disturbance.
In Figure 16, system responses for the four above-mentioned cases (i.e., Case V, Case
VI, Case VII, and Case VIII) are presented. In Table 7 the performance of the proposed
controller is compared to that of [16] to present the improvements made in the proposed
work. It is observed from Table 7 and Figure 16 that for all four test cases, the proposed
controller scheme produces a stable response and is able to damp down the oscillation
produced due to load perturbation. The effect of PEVs’ placement in different areas is tested,
and the system responses for the various combinations are presented in Figure 17. The
simultaneous placement of PEVs in all areas produces a more stable response, as observed
from Figure 17. The dynamic load change applied to test the system response is presented
in Figure 18. In Figure 19, the system response for the three-area, multi-source system
considering the dynamic load change in Case IX is presented. The stability of the system
improves significantly when the PEVs are considered. Finally, the effects of variation in
SOC are discussed and presented in Figure 20. From Figure 20, it can be observed that
variation in SOC can be effectively handled by the designed system in the presence of the
proposed controller.

Table 6. Controller parameter values for the three-area system tuned by hCRO-PS.

Controller Type:

Optm. Technique

Inner Loop Controller Outer Loop Controller

KPi KIi KDi n KPo KIo α

AREA -1

PID: hCRO-PS 0.624 0.984 0.724 - - - -
PIDN: hCRO-PS 0.587 0.711 0.348 397 - -
FOPI: hCRO-PS - - - - 0.683 0.751 0.012
PDN-FOPI: hCRO-PS 0.936 - 0.673 379 0.928 0.782 0.016

AREA -2

PID: hCRO-PS 0.642 0.943 0.744 - - - -
PIDN: hCRO-PS 0.627 0.893 0.612 327 - -
FOPI: hCRO-PS - - - - 0.913 0.515 0.011
PDN-FOPI: hCRO-PS 0.861 - 0.751 443 0.762 0.951 0.014

AREA -3

PID: hCRO-PS 0.541 0.793 0.870 - - - -
PIDN: hCRO-PS 0.715 0.897 0.649 361 - -
FOPI: hCRO-PS - - - - 0.951 0.746 0.011
PDN-FOPI: hCRO-PS 0.838 - 0.943 454 0.968 0.782 0.013
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Figure 15. Study of system response parameters for various controllers with a load variation as
in Case V Deviation in Frequency of (a) area-1; (b) area-2; (c) area-3; Deviation in Tie-line power
(d) area-1,2; (e) area-1,3; (f) area-2,3.
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Figure 16. Study of system response parameters for various controllers with a load variation as in
Case V, VI, VII, and VIII Deviation in Frequency of (a) area-1; (b) area-2; (c) area-3; Deviation in
Tie-line power (d) area-1,2; (e) area-1,3; (f) area-2,3.
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Figure 17. Studying the effects of implementation of PEV module in different areas on various system
response parameters Deviation in Frequency of (a) area-1; (b) area-2; (c) area-3; Deviation in Tie-line
power (d) area-1,2; (e) area-1,3; (f) area-2,3.
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Figure 18. Dynamic load variation discussed in Case IX applied to multi-source, three-area system.
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Figure 19. Study of system response parameters with and without PEV module in the three-area
system with a load variation as in Case IX Deviation in Frequency of (a) area-1; (b) area-2; (c) area-3;
Deviation in Tie-line power (d) area-1,2; (e) area-1,3; (f) area-2,3.
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Figure 20. Studying the effects of variation of state of charge (SOC) of PEV module on various system
response parameters Deviation in Frequency of (a) area-1; (b) area-2; Deviation in Tie-line power
(c) area-1,2; (d) area-2,3.

Table 7. Various performance parameter values for the three-area system analysis under various
operating conditions.

Case/Controller

∆F1 ∆F2 ∆F3

Over/Under
Shoot

( ×10−4)

Settling
time
(2%)

Over/Under
Shoot

( ×10−4)

Settling
Time
(2%)

Over /Under
Shoot

( ×10−4)

Settling
time
(2%)

Case -V

IDN-FOPD
[16] 35.60 80 27.50 73 27.50 73

PID 1.796 29.67 2.122 22.67 2.122 22.67
PIDN 1.595 20.33 1.934 19.23 1.934 19.23
FOPI 0.633 10.99 0.636 10.99 0.636 10.99

PDN-FOPI 0.631 8.874 0.635 4.874 0.635 4.874

Case –VI PDN-FOPI 6.425 12.44 7.245 11.05 7.245 11.05

Case –VII PDN-FOPI 11.11 13.35 10.05 12.23 10.05 12.23

Case -VIII PDN-FOPI 18.31 14.03 19.34 15.64 19.34 15.64
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9. Conclusions

The testing of a renewable-energy-based AGC system with fleets of PEVs regulated
by the proposed cascaded PDN-FOPI controller is proven to be stable in both two- and
three-area, multi-source systems. The damping ratio lies in the stable range, i.e., [0 −1]
during Eigen value analysis, and the frequency of oscillation is also low.

1. As seen in Table 2 and Figure 4, the proposed hCRO-PS optimization technique is
established to be efficient through its application to constrained and unconstrained
benchmark functions.

2. The proposed cascaded PDN-FOPI controller is effective in eliminating any deviation
in frequency and tie-line power caused by generation–demand imbalance and under
varying SOC states, as seen in Tables 5 and 6 and Figures 8–12, 15–20.

3. The effects on the system dynamics due to the placement of PEVs shows that if all
areas have similar loading, then maximum stability can be achieved.

4. The variation in SOC does affect the system performance, but the proposed cascaded
PDN-FOPI controller is able to maintain the stability of the system.

Renewable power sources and PEVs come with environmental constraints and their
own limitations, such as PV power curtailment, and wind power de-loading. Vehicle-
to-grid (V2G) and grid-to-vehicle (G2V) need further attention with the proposed con-
trol approach. Furthermore, The use of big data and other technologies in low-inertia
grids to assess frequency stability is an important aspect that should be investigated in
future research.
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Abbreviations
The following abbreviations are used in this manuscript:

PEV Plug-in electrical Vehicle
FO Fractional Order
AGC Automatic Generation Control
FOPID Fractional-Order Proportional Integral Derivative
PDN Proportional Derivative With Filter
SLP Step Load Perturbation
FOPI Fractional-Order Proportional Integral
PFC Primary Frequency Control
hCRO-PS Hybrid Chemical Reaction Optimization with Pattern Search
LFC Load Frequency Control
SOC State Of Charge
ITAE Integral Of Time Multiplied by Absolute Error
GRC Generation Rate Constraint
IAE Integral of Absolute Error
GDB Governor Dead Band
ITSE Integral of Time Multiplied by Square Error
BD Boiler Dynamics
ISE Integral of Square Error
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EVs Electric Vehicles
ISTSE Integral Square Time Multiplied by Square Error
V2G Vehicle to Grid
AHP Analytic Hierarchy Process
I Integral
CRO Chemical Reaction Optimization
PI Proportional Integral
PS Pattern search
PIDN Proportional Integral Derivative With Filter
RL Riemann–Liouville
DOF Degree of Freedom
MGWO Modified Grey Wolf Optimization
IO Integer Order
Variable/Parameter
TFWind Transfer function of wind
τ Time constant
kP1 , kP2 Feed Forward Gain
∆Ful Upper Limit
∆Fll Lower Limit
RAG Aggregate Droop Characteristics
KEVi EVs gain
TEVi EVs time constant
∆PAGMAX Maximum derived power
∆PAGMIN Minimum derived power
NEV Number of electric vehicles
OSF1 , OSF2 Peak Over Shoot of deviation in frequency in area-1 and 2
OS∆PTie Peak Over Shoot of deviation in power in tie line
STF1 , STF2 Settling time of frequency deviation of area-1 and 2
ST∆PTie Settling time of deviation in power in tie line
∆F1 Frequency of area-1
∆F2 Frequency of area-2
ω1, ω2, and ω3 Associated gains of respective cost function
aij Represents the relative significance of ith with respect to jth parameter
EState Energy State
TFPDN Transfer function of PDN controller
Kp Proportional gain
Kd Derivative gain
N First-order lag filter

Appendix A

Variable Value Variable Value Variable Value

F 60 Hz Tt1 0.3 Tp2 0.041 s
Bequ 0.425 p.u. TGH 48.7 s Kp2 1.40
KPSi 120 TRSi 0 : 513 s Kpc 0.80
TPSi 20 s TRHi 10 s RAG 2.4 Hz/p.u.
T12 0.0866 p.u. TWi 0.92 TEVi 1 s
a12 −1 Kp1 1.25 KEV 1
K3 0.92 Tp1 0.60 s Nev 2000
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