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Abstract: The age of water in the municipal water supply system is one of the main factors influencing
water quality. To create a good quality hydraulic model, one must achieve a high level of calibration
accuracy with real life measurement data. Before we start building our model, we must decide on
the model’s level of detail, that is, its complexity. We must know if skeletonization of the network
graph and different hydraulic timesteps have an influence on simulation results. This study strives to
prove that this decision can lead to unforeseen problems during the calibration process, thus making
it impossible to achieve the required calibration precision. In order to prove this, two different model
variants were created with different levels of graph detail, and simulation data results were used
to determine which model variant is best suited to achieve the highest fidelity simulation results.
Following this, the chosen model was run with different hydraulic timestep settings, which made it
possible to showcase the large influence this setting has on achieved results.

Keywords: hydraulic modeling; GIS; water age; graph complexity; water age; water quality; simulation
timestep; result accuracy

1. Introduction

Scarcity of drinkable water is a growing problem in modern Poland that can be accred-
ited on the one hand to low water retention and on the other hand to many years of poor
resource management [1,2]; however, things began to change when Poland aimed to join
the European Union. This required country-wide reforms of environmental protection laws,
which led to the creation of state organizations such as the Polish Water Organization [3,4].

One of the goals of this organization is to achieve better water management; for
example, water companies are required to reduce their water losses and this is forced
by financial means [5]. On the other hand, water scarcity can increase the difficulty of
supplying water of sufficient quality to end users [6]. One of the tools used in water
management is a mathematical hydraulic model [7]. These are integrated into the GIS
systems, which allows them to aggregate all types of data on the water distribution network
with higher clarity than classical methods [8–12].

The first decision to be made when creating a new hydraulic model of a municipal
water supply system is deciding how complex it will be [13,14]. This decision may affect
how much time we spend on building and verifying the work of the model and may also
affect the costs of its construction [15]. Model complexity can also influence the results of
the simulation [16]. Furthermore, during the calibration process, the modeling team has to
attain a certain level of calibration accuracy. Otherwise, the model might not be accepted as
a proper tool for water system operators [17–20].

Thus, this study aims to prove that model complexity influences simulation results by
comparing two models with different levels of graph complexity for the same water supply
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system. This will allow us to visualize differences in calculated water age which is one
of the main factors influencing water quality in the system. A higher precision hydraulic
model will allow for better, more accurate, and more precise management of hydraulic and
quality conditions in the distribution network. This minimizes costs while maintaining a
higher quality of the delivered medium.

The modeling results presented in the article are the result of preliminary research
on the issue under consideration. Research will be continued with chosen methodology
on real municipal water supply systems. The model will be calibrated based on real data
collected in the measurement campaign.

2. Methodology

The study was conducted by creating 2 hydraulic models with varying complexities.
The existing hydraulic system was used for modeling purposes. The basis of the model was
the water supply system of a city in the Podlasie voivodeship in Poland. The chosen city
has around 10,500 inhabitants and has a total pipe length of around 77 km, which supplies
water to 10,150 inhabitants. Data for a number of inhabitants comes from the 2010 census.
Models were created using the open-source software QGIS 3.24. This allows for creation,
visualization, and analysis of geospatial data in a multitude of ways. This software allows
for model creation thanks to its rich programing ecosystem written in python programing
language, which is ideal for data analysis [21,22].

Following this, geometry and model settings were exported into the simulation soft-
ware Epanet, created by US EPA. This is considered a leading open-source application for
the simulation of municipal water supply systems [23].

After geometry of the network was created, address points were geo-located with
use of google geo-localization API. Adress point list standardization was needed before
using the API. This allowed for creation of geospatial points with proper localization.
Following this, demands were allocated with the Voronoi polygon method, which allowed
us to quickly aggregate data to the proper nodes [24,25]. This method allowed us to create
polygons, which have a water supply system node ID making it possible to aggregate
geo-localized address points to these polygons if they are in their border. Accuracy of this
process is highly dependent on the number of nodes in the systems. The total number of
polygons is equal to the number of nodes in the model and fills the entire area of the system
with polygons without leaving any empty areas. Total demands in both model variants are
represented in Table 1. Total water demands were determined with indicators that took
into account the number of inhabitants at the water demand point. These demands were
divided by type, including single-family housing areas, multi-family housing areas, and
industrial areas, which are localized in the eastern and southern areas of the city.

Table 1. Total demands and their types used in both model variants.

Type of Demand Total Demand
[

m3

d

]
Number of Demand Points

Single-family housing 1066.00 1923
Multi-family housing 249.98 58

Industry 240.04 1

2.1. Complex Model

The complex model variant includes the whole water supply network, which has
77 km of piping. There are 3792 links and 3736 junctions in total. The average link length is
equal to 20.44 m. Thus, almost every water intake point is represented in the model. In the
area under study, there is a total of 2192 address points, which were used to allocate nodal
water demands. To allocate these demands, we generated a Voronoi polygon grid based on
model node geometry, which allowed us to quickly connect both geometrical datasets. On
average, there are 1.1 demands allocated to each model node.
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Figure 1 is a graphical representation showing the full spatial range of the complex
model along with the Voronoi polygon grid. Figure 2 shows the accuracy of demand
allocation with the used method.
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2.2. Simplified Model

The simplified model variant includes distribution mains in the network that contains
a total of 30.2 km of piping. There are, in total, 136 links and 100 junctions. The amount,
number, type, and spatial location of nodal demands are identical to those used in the
complex model. In the simplified model, there is a higher per node count of demands
allocated, in this case 22.12 compared to 1.1 in the simplified model. The average link
length in the simplified model amounts to 222.53 m.

Figure 3 is a graphical representation that shows the full spatial range of the simplified
model along with the Voronoi polygon grid. Figure 4 shows the accuracy of demand
allocation with the used method. As presented in Figure 1; Figure 2, this method of
demand allocation has much lesser accuracy than models with simpler geometries.
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simplified model graphs [26]. Red lines represent borders of Voronoi polygons, water distribution
systems is shown as blue lines while green points represent the water demand address points.

3. Results

In both models, there are in total 100 junctions that are located at identical coordinates,
thus enabling ease of comparison. All comparison nodes were used in the analysis. Models
were simulated for 168 h-long demand time series, which equals to seven days of system
work from Monday to Sunday. The hydraulic time step was set for 10 min. In total, this
gives over 105 simulation results for each model variant, hence all results were aggregated
to average, median, minimum, and maximum values for each time step.

The main value compared in the analysis is the age of the water in the water system.
For simplicity, both datasets were renamed: A represents the simplified model and B
represents the complex model.

The plot in Figure 5 shows that the highest density values of water demands in the
simplified model variant range from 5 to 10 m3

d , whilst Figure 6 indicates that almost all

nodes in the comparative set have close to 0 m3

d allocated. This means that out of 1556.02 m3

d

of demands for each model variant, only 16.12 m3

d are allocated at comparative points in the
complex model, which is only approximately 1.05% of total demands in the system. This
may be one of the main factors influencing the difference in simulation results between
both variants.
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Figure 5. Demand density distribution plot for set of 100 comparative points in simplified model
variant—Model A.
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Figure 6. Demand density distribution plot for set of 100 comparative points in complex model
variant—Model B.

While comparing data from Figure 7. Comparison of average age values for both
model datasets, it can be seen that the average age of water in the system starts to diverge
at the ninth hour of simulation and the model’s reaction to change in the initial state occurs
at almost the same time for both variants. There is a higher correlation in trends between
the two models.

Sustainability 2022, 14, x FOR PEER REVIEW 7 of 17 
 

 
Figure 5. Demand density distribution plot for set of 100 comparative points in simplified model 

variant—Model A. 

 
Figure 6. Demand density distribution plot for set of 100 comparative points in complex model var-

iant—Model B. 

While comparing data from Figure 7. Comparison of average age values for both 

model datasets, it can be seen that the average age of water in the system starts to diverge 

at the ninth hour of simulation and the model’s reaction to change in the initial state occurs 

at almost the same time for both variants. There is a higher correlation in trends between 

the two models. 

 

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

18.00

0:
00

3:
20

6:
40

10
:0

0
13

:2
0

16
:4

0
20

:0
0

23
:2

0
26

:4
0

:0
0

30
:0

0
:0

0
33

:2
0

:0
0

36
:4

0
:0

0
40

:0
0

:0
0

43
:2

0
:0

0
46

:4
0

:0
0

50
:0

0
:0

0
53

:2
0

:0
0

56
:4

0
:0

0
60

:0
0

:0
0

63
:2

0
:0

0
66

:4
0

:0
0

70
:0

0
:0

0
73

:2
0

:0
0

76
:4

0
:0

0
80

:0
0

:0
0

83
:2

0
:0

0
86

:4
0

:0
0

90
:0

0
:0

0
93

:2
0

:0
0

96
:4

0
:0

0
10

0:
0

0:
0

0
10

3:
2

0:
0

0
10

6:
4

0:
0

0
11

0:
0

0:
0

0
11

3:
2

0:
0

0
11

6:
4

0:
0

0
12

0:
0

0:
0

0
12

3:
2

0:
0

0
12

6:
4

0:
0

0
13

0:
0

0:
0

0
13

3:
2

0:
0

0
13

6:
4

0:
0

0
14

0:
0

0:
0

0
14

3:
2

0:
0

0
14

6:
4

0:
0

0
15

0:
0

0:
0

0
15

3:
2

0:
0

0
15

6:
4

0:
0

0
16

0:
0

0:
0

0
16

3:
2

0:
0

0
16

6:
4

0:
0

0

W
at

er
 a

ge
 [

h
]

Simulation timestep [time]

A-avrg B-avrg

Figure 7. Comparison of average age values for both model datasets.
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However, Figure 8 shows that the initial reaction to the change in the model’s hydraulic
state is different in both models by almost three hours of simulation time. It is also
noticeable that both model variants have different median trends for periods of increased
water consumption, which is not noticeable in the comparison of average values. This trend
difference seems to be occurring in both night and day demand scenarios. This difference
will be a very important hindering factor during the calibration step. In a few cases it could
prove nigh impossible to meet the required calibration accuracy set up by the client.
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Figure 8. Comparison of median age values for both model datasets.

Nodes with the freshest water or lowest age are mainly those with the highest demand
or those that are in the neighborhood of high demand nodes. These nodes can be good
indicators for the model difference in a high demand area. The difference is best seen in
Figure 9 for high demand times, which are marked by the lowest water age. This difference
of 20 min of age on average is by no means a small matter when we consider that these
are the most heavily used nodes in the system. The cause of this difference requires more
research. One possible reason for this effect is the change of the flow path to nodes caused
by the difference in graph density.
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Figure 9. Comparison of minimum age values for both model datasets.

Nodes with the oldest water are those located in desolate parts of the network that
have the lowest daily water demand or are on the network peripheries. These parts of the
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network are always the ones that cause the most problems for operators in maintaining the
quality of distributed water in these areas. Figure 10 shows us that between both variants
on these network parts there is an almost 35 h difference in the age of water. This is a huge
difference when we consider that this almost doubles the age in a simplified model. This
level of difference is unacceptable and disqualifies the use of low complexity models for
proper approximation of medium age and quality in the system.
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Figure 10. Comparison of maximum age values for both model datasets.

3.1. Descriptive Statistics: Age

Statistical analysis was undertaken with the use of free and open-source software
called JASP (Jeffreys’s Amazing Statistics Program), which is designed to be easy to use. It
allows for easy and quick statistical analysis after a dataset is imported into the software.

As shown in the graphs below, the value ranges of both models are different. The
most noticeable difference is visible in Figure 11d, where the age range for model variant
A-max is between 35 and 44 h and for model variant B-max it is between 55 and 80 h. The
smallest difference is observed in a comparison between the lowest value datasets, where
in both variants the age of the water is between 1–1.5 and 7 h.

As shown in Table 2, there is a difference in statistic values for both variants of the
model in all datasets. The most noticeable difference is again in the maximum water age
dataset, for which mode, median, mean, and standard deviation is almost double in the B
model and the smallest difference is in the minimum value datasets. Another noticeable
factor is that there is a higher difference between median values of all dataset types than in
mean values.

Table 2. Descriptive statistics for both models in all dataset variants.

Descriptive Statistics A-Avrg B-Avrg A-Med B-Med A-Min B-Min A-Max B-Max

Valid 1009 1009 1009 1009 1009 1009 1009 1009
Mode 8.940 * 13.500 * 8.490 * 10.420 * 2.210 2.510 40.380 71.270

Median 10.530 13.580 8.750 11.800 2.270 2.570 38.890 69.570
Mean 10.722 13.277 9.524 11.889 2.913 3.202 34.834 55.914

Std. Deviation 2.232 2.641 2.234 2.424 1.306 1.306 10.142 22.039
Skewness −1.444 −2.426 −0.686 −1.886 1.300 1.276 −2.030 −1.176

Std. Error of Skewness 0.077 0.077 0.077 0.077 0.077 0.077 0.077 0.077
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Maximum 14.440 16.550 13.150 15.100 6.430 6.730 42.120 72.470

* More than one mode exists, only the first is reported.
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Figure 11. (a) Density and correlation plots for average values from both models, (b) density and
correlation plots for the median values from both models, (c) density and correlation plots for
minimum values from both models, and (d) density and correlation plots for maximum values from
both models. X-axes for density graphs represent demand value in m3

d , for correlation plots both x-

and y-axes represent values in m3

d .

3.2. Descriptive Statistics Complex Model Full Dataset: Age

An additional statistical analysis was conducted on the full dataset where all nodes
in complex model were used. The results are shown in the graphs below—on Figure 12a
the density of average age is located between 40 and 50 h, whereas Figure 12b shows
that in median density distribution this age is between 37 and 43 h. Figure 12c shows
that minimum water age distribution is concentrated at approximately the 1, 2 h mark.
Maximum age of water is as shown on Figure 12d is constantly increasing up to the end of
the simulation.

3.3. Influence of Simulation Timestep

An additional comparison was made to visualize the influence of the simulation
timestep on the quality or age of water results. For this comparison, a complex model was
chosen as it has proven to be more accurate in water age or quality approximation. In the
model used for the comparison, there are 3736 junctions, from which data were collected.
A simulation was run multiple times with identical initial conditions, other than a varying
hydraulic timestep value. The basic model was run for 10 min timestep, therefore repeating
this was not necessary. There were four different settings chosen, namely 5-, 15-, 20-, and
30-min intervals. Model variants were simulated for a seven-day scenario in the same way
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as in prior tests. This gives in total over 7.53 × 106 simulation results for the five minute
time step model, down to 2.26 × 10−5 for the 30 min timestep simulation results for each
variant. Hence a similar method to the earlier approach was used in order to prepare the
collected data for analysis. Datasets were aggregated and compared for average, median,
minimum, and maximum values for each timestep.
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This analysis shows a noticeable deviation in calculated results, whereas one would
expect a similar simulation result. In Figure 13 it is shown that there is a divergence from
the expected trend of values, which means that a longer simulation timestep translates
into higher deviation. The same can be seen in the results of the analysis of median values
for the age of the water in the system. For this dataset, in Figure 14 it can be seen that in
the 15 min timestep model variant there is a noticeable divide between the 5- and 10-min
timesteps and the 20- and 30-min timesteps simulation results. One of resulting differences
is a change of trend for values in 20- and 30-min timestep model variants. This may be
caused by the demand pattern used, but further research is needed. It seems that the
optimal timestep for quality simulation is below the 15 min mark.

Comparison of minimum water age data from different model variant simulations
indicates that there is a miniscule or close to no difference between different timestep
simulation variant results. Minimum age data are compared and represented in Figure 15.

A similar result is achieved in the comparison of maximum water age data resulting
from the simulation of varying timestep settings. This comparison indicates that water
age simulation results are identical for all variants. Maximum age data are compared and
represented in Figure 16.
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Figure 14. Comparison of median age values for all model variant datasets.
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3.4. Descriptive Statistics: Influence of Results due to Timestep

After data obtained from the simulation were inputted into the statistical software,
a descriptive statistical analysis was undertaken in the same way as in the previous case.
Results are shown below.

In Table 3 it can be seen that results are divided mainly into two groups—one below
the 15 min range (highly corelated) and one above the 15 min mark, which is the initial
point of big result deviation in the case of this test.

Table 3. Descriptive statistics for full dataset of complex model age values.

Descriptive Statistics Average Median Minimum Maximum

Valid 337 337 337 337
Missing 0 0 0 0
Mode a 0.000 39.130 1.300 0.000
Median 43.482 39.965 1.310 84.000
Mean 38.092 35.475 1.712 84.000

Std. Deviation 12.743 10.489 0.787 48.714
Skewness −1.417 −2.021 1.373 4.155 × 10−20

Std. Error of Skewness 0.133 0.133 0.133 0.133
Minimum 0.000 0.000 0.000 0.000
Maximum 49.819 42.335 3.840 168.000

a More than one mode exists, only the first is reported.

Table 4 show that average, median minimum and maximum statistical values are
equal for models of both 20 and 30 min timestep interval variants. Differences in values
begin to manifest in model variants with 5 10 and 15 min timesteps.

Table 4. Descriptive statistics for both models in all dataset variants.

Descriptive Statistics Mode Median Mean Std.
Deviation Skewness Std. Error of

Skewness Minimum Maximum

Average

5 min 0.000 20.472 19.805 5.474 −1.225 0.055 0.000 27.863
10 min 0.000 24.689 23.261 6.434 −1.507 0.077 0.000 31.148
15 min 27.449 29.16 26.992 7.721 −1.62 0.094 0.000 35.321
20 min 0.000 33.831 30.79 9.263 −1.602 0.109 0.000 40.061
30 min 0.000 43.482 38.092 12.743 −1.417 0.133 0.000 49.819
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Table 4. Cont.

Descriptive Statistics Mode Median Mean Std.
Deviation Skewness Std. Error of

Skewness Minimum Maximum

Median

5 min 15.690 14.09 13.587 2.788 −2.204 0.055 0.000 16.44
10 min 19.500 18.85 17.691 3.596 −3.131 0.077 0.000 20.52
15 min 23.875 23.81 22.242 5.01 −2.922 0.094 0.000 25.455
20 min 0.000 33.831 30.79 9.263 −1.602 0.109 0.000 40.061
30 min 0.000 43.482 38.092 12.743 −1.417 0.133 0.000 49.819

Min

5 min 1.290 1.32 1.713 0.782 1.396 0.055 0.000 3.88
10 min 1.290 1.32 1.713 0.783 1.391 0.077 0.000 3.87
15 min 1.280 1.31 1.713 0.784 1.387 0.094 0.000 3.86
20 min 0.000 33.831 30.79 9.263 −1.602 0.109 0.000 40.061
30 min 0.000 43.482 38.092 12.743 −1.417 0.133 0.000 49.819

Max

5 min 5.180 84 84.005 48.525 4.122 × 10−4 0.055 0.000 168
10 min 0.000 84 84.001 48.567 1.156 × 10−4 0.077 0.000 168
15 min 0.000 84 84.001 48.604 9.511 × 10−5 0.094 0.000 168
20 min 0.000 33.831 30.79 9.263 −1.602 0.109 0.000 40.061
30 min 0.000 43.482 38.092 12.743 −1.417 0.133 0.000 49.819

4. Discussion

More complex models can be used in a wider range of possible technical applications.
For example, as Zimoch and Bartkiewicz [6] stated, hydraulic models can be helpful for a
wide range of jobs related to management of water age in the system or in planning sysem-
wide flushing operations. A higher complexity model is a tool that enables users to properly
plan the best flushing route and calculate water volume lost due to such an operation. In a
low complexity model, some fidelity is always lost due to geometry simplification.

As Guth and Klingel have stated, it is possible to achieve high accuracy of demand
distribution in a model with the use of Voronoi polygons [27]. However, one cannot
forget to apply the proper model complexity before applying this method; even if it is
possible to very accurately localize each demand to proper node differences surfacing in
simulation results [28,29], simulation results can vary up to 100% and possibly more due to
the difference in model structure and graph density.

This can be attributed to the difference in nodal demand allocation, demand aggrega-
tion, and fewer routes that water can pass through in the model. It seems to increase in
peripheral parts of the network, where base demands are lower in amount and density
across the nodes.

Abhijith et al. [30] have proven that it is indeed possible to simulate things such as
bacterial regrowth and THM formations in water distribution systems. This could be
achieved by more complex iteration of EPANET software. In the case where water age is
one of the key points for quality simulation, one must decide on model complexity due to
the fact that it influences simulation results.

An increase in the maximum values of water age in the complex model variant can be
attributed to the fact that in complex networks of the model there will be some nodes and
links that have close to zero nodal demands allocated.

5. Conclusions

In the process of model calibration, one should focus more on using average values,
because using median values can change the trend depending on model complexity during
the different parts of each simulation day. This would influence model quality while
comparing real life measurement data with model results, lowering the model quality score.
This, in some cases, can invalidate calibration results.

The hydraulic models can be used by water supply companies to assess water age in
the system, allowing them to more accurately set the required chlorine amount during the
chlorination process. Having a model which has an inherent error of up to 100% in the
water age, due to its complexity, can lead to serious consequences, such as the increased
presence of trihalomethanes, which can cause cancer in people who come into contact with
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this chemical compound. Another problem that can arise with incorrect system workflow
due to small model complexity is that this difference can be critical to correct the approach
of system optimizations and planning of system-wide flushing operations.

Hence, it is critical that the user tasked with the job of analyzing the water quality, or
another task that is connected with the quality analysis, remembers that there are a few
seemingly hidden but very important factors which determine the simulation results. The
first factor is model complexity; essentially, the more complex the model the better. The
second factor is the quality timestep that can be adjusted after the model building stage.
The third factor is the used demand pattern timestep, which seems to be one of the causes
of divergence in results of simulation of varying timestep models.

In conclusion, theoretical model results indicate that the used method will be innova-
tive, and it will affect the results of modelling. Results of using this method in tandem with
real data calibration will be utilized in further studies.
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Komitet Inżynierii Środowiska: Lublin, Poland, 2006. (In Polish)
5. Gwoździej-Mazur, J.; Świętochowski, K. Evaluation of Real Water Losses and the Failure of Urban-Rural Water Supply System. J.

Ecol. Eng. 2021, 22, 132–138. [CrossRef]
6. Zimoch, I.; Bartkiewicz, E. Modeling of water age as an element supporting the management of the water supply system. Proc.

ECOpole 2018, 12, 611–620. [CrossRef]
7. Wilson, A.I. Hydraulic Engineering and Water Supply. In The Oxford Handbook of Engineering and Technology in the Classical World;

Oxford University Press: Oxford, UK, 2009. [CrossRef]
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