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Abstract

:

The energy and time efficiency of wireless sensor networks (WSNs) is frequently affected by the low reliability of their links. To mitigate the outage probability, cooperation topologies are used. However, these topologies have particular challenges since the relay consumes energy in assisting a foreign communication, and the successful transmission in each direction is conditioned to the availability of the two segments involved in the communication. To overcome the temporary unavailability of a link, the use of buffers in the relay has been proposed, but energy and time efficiency remain a challenge for basic configurations. We propose two-way buffer-aided relaying strategies that exploit the presence of buffers in the different nodes that participate in the communication, as well as the efficient use of buffer capacity. The proposed strategies make the decision to forward the messages in one of the communication directions or broadcast coded messages based on buffer and channel state information. Firstly, we evaluate the impact of considering the use of buffers in the transmitter nodes. Then, we propose and evaluate the impact of the full and joint use of the entire buffer capacity to assist communication in both directions. Finally, we evaluate the performance of a system that exploits both the use of full and joint buffering and the presence of buffering in the transmitter. The results show that better performance, in terms of outage probability, is obtained by the third strategy; since it allows the buffer capacity to be exploited to a greater extent in the most urgent direction at each moment, as well as to select the start of each transmission to a viable communication opportunity. This represents a notable benefit in terms of energy and time efficiency for WSNs since unnecessary transmission of information is avoided, the number of idle slots decreases, and the amount of information per unit of time and energy increases.
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1. Introduction


Machine Type Communication (MTC) or Machine-to-Machine Communications (M2M) is an automated data communication where a series of devices or “things” are connected to the Internet or directly connected and communicate with each other with little or no human intervention. In recent years, it has been the subject of numerous investigations, mainly in 5G networks, due to the rapid growth in the number of devices connected [1]. Some applications of this communication are focused on the management of smart cities [2], while others are in industries [3] and in 6G [4]. Access control, resource allocation [5], massive access [6], and latency [7] are some of the most exploited topics of this technology in the scientific literature. In an MTC environment, devices are interconnected and exchange data with each other or with a server [8].



Specifically, the wireless sensor networks (WSN) are the base of the Internet of things (IoT) that all together give rise to the smart city [9]. These WSNs consist of several sensors, which are densely distributed to observe physical or environmental conditions, such as humidity, temperature, light intensity,   C  O 2   , and gas concentration [9,10,11]. Undeniably, IoT evolution must prioritize the sustainability of future wireless networks, making them energy-efficient and environmentally friendly. Thus, the dynamic and efficient management of power resources is essential to offer a sustainable energy solution to meet the energy demands of these massive IoT networks [11]. In addition, in [12], the authors described green 5G/6G technologies and sustainability indicators. Some of the multiple profits of developing new agricultural technologies [13] and applications include the cost reduction around the building and deployment of them, together with more energy-efficient consumption [14,15]. On the other hand, in a smart city, a large number of smart sensors are operating and creating a large amount of data for a large number of applications, with challenging connectivity of the sensors to the data center through the communication network, which in turn requires expensive infrastructure [16]. Therefore, issues such as sustainability [9], autonomy [10], fault detection [14], and coverage [16] remain in the sights of researchers to increase the reliability and efficiency of these networks.



Various solutions have been proposed to mitigate the problems found in WSN, particularly M2M communication, such as the characteristics of the propagation medium, the hardware system, and the communication protocols. Some of these solutions propose sustainable cooperative communication (CC) through proposals based on wireless powered networks and energy harvesting [17]. The CC enables distributed nodes in a wireless network to collaborate, to realize a form of spatial diversity to combat the detrimental effects of fading [18]. Different cooperative techniques such as relays, distributed antenna systems, and multi-cell coordination were presented in [19]. In [20], the authors study the reliability and the energy efficiency provided by using the relays in a unilateral cooperative network. Furthermore, in [21], the authors show that using relays improves spectral efficiency through mathematical and simulated models. In contrast, in [22], the authors show through experimental methods that the use of relays can improve system performance in terms of system capacity.



In addition to unilateral CC, bidirectional CC is also found in the literature. Bidirectional CC allows two devices to exchange data in both directions for one or more relays; this paradigm is denoted a Two-Way Relay Network (TWRN) and has been exploited in [23]. The main opportunities and challenges of these systems are discussed in [24]. Some application examples of this form of transmission are satellite communications [25], cellular communications, [26] and wireless sensor networks [27]. In [28], the authors investigate the different transmission protocols in TWRN. Among the rules of these protocols are, for example, time-division broadcasting (TDBC) [29], physical-layer network coding (PNC) [28], or multiple access broadcasting [29]. Additionally, in [30], the authors show that, in general, for ideal wireless channel conditions, the TDBC protocol outperforms other transmission protocols. However, buffers have been introduced in cooperative communications as a technique to improve the performance of cooperative systems.



The use of buffers to temporarily store packets allows a node to explore the available information to make a decision (whether to receive, transmit, or receive and transmit). For example, within a frame, it may be that a link is not available to transmit a packet; in this case, using a buffer to store this packet can be beneficial. This benefit allows that a certain packet cannot be lost due to temporal channel unavailability. In [24], the authors show that the use of relay with buffer in a cooperative half-duplex relay network can significantly improve the system throughput and the outage probability (OP) compared to the existing conventional relay networks.



1.1. Related Work


Several authors explore the aforementioned topics through new proposals or global reviews of existing ones [31,32,33,34,35,36,37,38,39,40,41,42,43,44]. For example, in a one-way communication system, the authors in [31] carry out a Markovian analysis of a multiple access system (i.e., several source users sending information for a single destination) assisted by relay. The optimal number of users that maximizes the aggregate throughput was obtained analytically. However, this user number is conditioned by the characteristics of the link and the transmission probabilities. Nonetheless, to mitigate the energy constraints on the transmitters (i.e., the source and the relay), the authors in [32] study a conventional two-hop relay network under energy buffering of unlimited capacity. A Markovian analysis was carried out, where, in addition to the exact stable region of maximum yield, the closure of the inner and the outer bound was obtained, which turned out to be identical. Additionally, the authors in [33] propose two routing algorithms: effective energy and reliable delivery (EERD) and cooperative effective energy and reliable delivery (CoEERD), in order to mitigate such challenges of underwater wireless sensor networks. Specifically, the CoEERD manages to increase the system’s reliability compared to the EERD at the cost of increasing energy consumption.



On the other hand, in a two-way communication system, the authors in [45] review and analyze various link selection protocols in buffer-assisted relay systems. Performance comparisons were made based on outage probability and average packet delay. The results demonstrated the superiority of buffer state information (BSI)-based selection methods in terms of OP. In [34,46], the authors investigate buffer-assisted TWRNs with fixed-rate transmission. The efficiency of the buffer used in the relay node in a TWRN for delay-tolerant [46] and non-tolerant [34] applications was verified. However, these proposals consider an infinite buffer size, making its implementation in current wireless communication systems unfeasible. In [35], the authors study the throughput and delay in full-duplex TWRN. The proposed adaptive protocol combines the states of the buffer, the link losses, and OP to decide to transmit, receive, or transmit and receive. Additionally, in [36], the authors perform an analysis based on multi-agent reinforcement learning to maximize the system throughput by considering the combination of buffer states and link states. Despite extensive research on buffers used in the literature, the use of independent buffers in each direction in a TWRN is always proposed, but the joint use of a single buffer in the relay is not exploited, nor is the impact of the use of buffers in the sources.



In order to improve the performance of cooperative buffering systems, several authors introduce network coding in the physical layer. PNC allows, at the medium access control (MAC) level, for two or more packets to be able to be combined before being sent [37], which was also implemented in a conventional TWRN in [38]. In contrast to the conventional TWRN model [38], in [39], the authors show the benefits of a buffer-assisted TWRN where packets are XOR encoded before broadcasting the messages. In addition, in [40,47], the authors carry out exhaustive research work on the importance of coding the message before transmitting it with different transmission protocols. In [47], an improved transmission scheduling is used in which a finite buffer of the relay, signaling overhead, and link losses are jointly considered in a network coding scheme. This strategy improved transmission efficiency and avoided buffer overflow compared to existing conventional methods. On the other hand, in [40], the bit layer network coding (BNC) protocol is implemented in a proposal based on a Markov model where a reasonable buffer size can be configured to compromise performance and queue delay. This approach managed to increase throughput and decrease energy consumption compared to [47]. Additionally, in [41], the authors use BSI and channel state information (CSI) to propose a protocol based on a selective transmission scheme with Markov chain states in the relay. Better performance was obtained in this proposal compared to the one obtained in [40,47]. However, in the proposed schemes of [39,40,41,47], no strategy is observed to make the most of the buffer capacity, so considering it would allow us to carry out a comparative analysis.



To overcome the limitations of [41], the authors in [42] propose an MAC scheme for TWRN with several helpers. This proposal integrates a new cooperative retransmission technique based on bidirectional network coding with helpers. Better performance was obtained in terms of throughput than the cooperative relay model in TWRN, always for the asymmetric network. In addition, helpers can contribute to packet forwarding. Unlike [41], in [43], the impact of packet delays was analyzed in a buffer-assisted TWRN considering buffer and link delays. The minimum buffer size needed to optimize performance in terms of outage probability and mean packet delay was determined. However, this proposal does not provide for a high rate of transmission. To overcome this limitation, in [44], the Non-Orthogonal Multiple Access (NOMA) paradigm in buffer-assisted TWRN, with Time-division duplex (TDD) transmission protocol, was exploited. Better results are obtained mainly in the transmission rate compared to models [41,42,43].



However, these proposals do not limit the delay packets, a fundamental requirement to guarantee QoS in real-time silent multimedia transmission systems. Therefore, Ref. [48] proposes a buffer-assisted transmission with QoS reconfirmation under the constraint of QoS statistics using an adaptive link to allocate powers. This proposal manages to maximize the effective capacity of the system, in addition to providing a beneficial result for a transmission that is not limited by a certain delay. To complement the results obtained in [48], the authors in [49] investigate an IoT communication network in which, different from [48], the analysis is made under QoS constraints of end-to-end delay in terms of the maximum acceptable outage probability per delay. Furthermore, different optimization-based approaches (i.e., link scheduling and power allocation) were used for energy-efficient adaptive resource allocation. Despite these achievements, it would be essential to evaluate the possibility of incorporating an algorithm that would allow exploiting, in addition to network coding, a strategy that explores the total capacity of the buffer at different transmission time slots.




1.2. Motivation and Contributions


Motivated by the system performance of the previous research works considering TWRNs and the benefits of using buffers on devices [8,24,41,42,43,48,49,50], we develop and investigate different buffer strategies in TWRNs. This approach can be improved if some of the link selection protocols presented in [45] were implemented. However, in this work, we limit ourselves to the worst case, which is when only one relay is available, to illustrate the impact of using the buffer through different strategies. One of the proposals made in this document, based on what was presented in [39,47], considers for the first time a novel algorithm capable of increasing the number of packets transmitted per time slot. In addition, a new buffering strategy is proposed that makes it possible to take advantage of the buffer capacity providing a low outage probability. We also validate our proposals through analytical and simulation results by comparing them with existing models. Consequently, the contributions of this work are as follows:




	
Based on the models presented in [39,47], we proposed an innovative transmission strategy in addition to network coding, which allows for a lower outage probability and better utilization of buffer capacity.



	
We propose the use of buffers in all the system nodes to increase the number of decision-making options in terms of the efficient use of channel spectral resources. This proposal surpasses existing models because of the inclusion of buffers in the source devices since they can exploit this resource as long as the transmission channels are not available.



	
In order to increase the efficient use of the memory capacity available in the relay, we propose the full and joint use of a single buffer to assist communication in both directions, which allowed us to fully exploit the memory capacity to increase the performance of the system.



	
Finally, we propose a rule-based algorithm capable of making better use of the spectrum available for each frame, which exceeds the existing models in terms of the number of packets received successfully, according to the results obtained.








In a nutshell, Table 1 shows the main features of the related works and our proposals.



The rest of this paper is organized as follows: first, in Section 2, the system model is presented. Then, in Section 3, the decision rules and the transmission algorithm are described. Additionally, in Section 4, the mathematical analysis for the cases with/without buffer is presented. Next, the simulations and the numerical results are given in Section 5. Finally, the conclusions are presented in Section 6. The abbreviations used in this paper are summarized in the back matter, while the symbols are summarized in Table 2.





2. System Model


We consider a Two-Way Relay system that can have buffers in all nodes as shown in Figure 1. The network is composed of three nodes: the sources   S 1  ,   S 2   and the relay R. It is assumed that there is no direct link between   S 1   and   S 2   [51]; then, the nodes   S 1   and   S 2   communicate with each other via the relay node R. All nodes are equipped with an omnidirectional antenna and R operates in half-duplex mode with the decode-and-forward protocol [52]. All the channels involved are independent and identically distributed (iid) with non-frequency-selective Rayleigh-block fading and additive white Gaussian noise (AWGN). We also consider the channels to be symmetrical. The channel response between transmitter i and receiver j is denoted   h  i j    where    { i j }  ⊂  {  S 1  ,  S 2  , R }   ∣  i ≠ j  . The channel average power gain is given by    λ  i j   =  d  i j   − α    , where  α  is the path loss exponent, and   d  i j    is the distance normalized with respect to the distance between    S 1    and    S 2   , i.e.,    d   S 1   S 2    = 1  . Since we use a normalized distance with reference to   S 1   and   S 2  , the relay will be positioned in an open interval of 0 and 1.



Let   B  S 1    and   B  S 2    denote the buffers of nodes   S 1   and   S 2  , respectively. The buffer of the relay has two configurations: the first configuration consists of two separate buffers for each direction denoted   B   S 1  R    and   B   S 2  R   , while the second configuration consists of implementing a single buffer for both directions denoted by   B  S R   . This last unexplored buffer configuration in the literature allows us to explore the full buffer capacity further, providing better results. In the first configuration, each buffer has size L, while in the second configuration, the single buffer has size   N = 2 L   to handle the two streams. The single buffer is twice the size of the separate buffers but can be used interchangeably to store packets traveling in one direction or the other. The use of a buffer in the devices provides a benefit in terms of the retention of the data transmitted in unfavorable channel conditions. Thus, it is assumed that this benefit increases with increasing buffer size. To simplify the analysis, it is assumed that each unit of memory in the buffers is equivalent to the size of the packets. The target transmission rate is   r i   in bits per channel use (bpcu).



Transmission takes place in three sub-time slots according to the TDBC protocol [29]—a priori, being two sub-time slots for the transmission of packets from the sources to the relay and one sub-time slot for their diffusion as summarized in Figure 2. However, this optimistic setting is only valid if successful transmissions on both channels are possible.



Note that a time slot is a minimum time required for each source to send a packet to the other, while a sub-time slot is a time needed for one of the sources to send a packet to the relay or for the relay to send or broadcast a packet. Network coding, i.e., exclusive OR (XOR), is used to combine in the relay and broadcast packets from both devices only when both links,    S 1  ⇌ R   and    S 2  ⇌ R   are available [53]. For example, if   S 1   sends   x 1   in the first sub-time slot and   S 2   sends   x 2   in the second, relay broadcasts messages   x 1   and   x 2   in the third sub-time slot through network coding. Each device can decode the received message without additional time, having the previous information of its message. This coding allows us to reduce the number of required slots from four to three originally. It is assumed that, in each time slot, a new packet is generated by the transmitting nodes. In buffered scenarios, this sub-time slot-based setting can be conveniently reconfigured according to BSI and CSI [39,47]. CSI allows the transmissions to be adapted to the current channel conditions to achieve reliable communication at high transmission rates. CSI could be obtained at the beginning of each transmission by the relay through channel sensing methods [29], which means that, in each time slot, the current conditions of the channel are known by the relay, similar to [54]. We assume that, at the beginning of each time slot, each source sends a very short-duration reference signal to the relay, through which it evaluates the availability of both channels. Based on this information and BSI, the relay sends a scheduling signal for the three subsequent sub-time slots; then, each source knows when to transmit and when to receive. This signal must also be short enough to neglect the time and energy consumption of the signaling phase compared to the transmission of a packet. The minimum size of the buffers used in the proposed schemes was set to three for separate buffers and to six when using a single buffer to guarantee full exploitation of all three sub-time slots. This configuration ensures that up to three packets can be sent depending on the buffer state and the link state.



Mutual Information and Outage Probability


An outage event occurs when the capacity of a given channel is less than the transmission rate at which devices operate during the packet transmission. The signal-to-noise ratio (SNR) on each link can be computed as


   γ  i j   =      h  i j    2   P i    P n   ,  



(1)




where   P i   is the transmit power with   i ∈ {  S 1  ,  S 2  , R }  ,   i ≠ j  , and   P n   is the noise power. Consequently, the corresponding mutual information is given by [55],


   I  i j   =  1 3  log  ( 1 +  γ  i j   )  .  



(2)







It can be noticed that, by using the decode-and-forward principle in the relay, the effective transmission rate must be less than the smallest value of mutual information between the transmission and broadcasting phases. In each frame, the TDBC protocol requires three sub-time slots, which justifies the term 1/3 in (2). Then, the probability of link outage is expressed as


   O  i j   = P  (  I  i j   <  r i  )  = 1 −  e  −   P n   λ  i j       2  3  r i    − 1   P i     .  



(3)









3. Decision Rules and Transmission/Reception Algorithm


In this section, different scenarios are analyzed in terms of the presence/absence of buffers in the nodes, transmission modes according to BSI/CSI, and decision rules in the relay. Scenario 1 assumes an unbuffered scheme. Scenarios 2 and 3 consider schemes using buffers in the relays with two separate buffers (one for each transmission direction) in Scenario 2 and a single buffer (of joint use) in Scenario 3. Finally, Scenarios 4 and 5 consider the use of buffers in the transmitters (sources) and relay, two separate buffers being in the relay in Scenario 4 and a single buffer in the relay in Scenario 5. The five scenarios are detailed in Figure 3.



The source generates a packet in each time slot that is transmitted, stored, or lost depending on the state of the buffer, the associated link, and the algorithm used. At the beginning of each transmission, whenever a packet is generated, and the link associated with this transmitter is available, then it is denoted   N P  , otherwise    N P  ¯   (which denotes the opposite of   N P  ). In other words, if the link    S 1  ⇌ R   is not available and the link    S 2  ⇌ R   is available, then the new packet generated by   S 1   is    N P  ¯   and the one generated by   S 2   is   N P  . When   N P   and/or    N P  ¯   enter the queue, it is denoted   S P   (stored packet). Let   ψ T   and   ψ R   denote the number of packets to be transmitted and the number of packets to be received by the relay, respectively. For example, in a time slot, the relay can send two packets and receive one; in this case,    ψ T  = 2   and    ψ R  = 1  . Decision rules are modeled according to the algorithm that increments the number of received packets. In the following subsection, the modeling of each analyzed scenario is described.



3.1. Scenario 1: No Buffer in Any Node


The method used to model Scenario 1 is shown in this subsection. Nodes are configured without buffers, and when at least one link is unavailable, an outage event occurs. The present scenario is analyzed in different articles, as in [29]. We consider this scenario as a benchmark for our analysis. Figure 4 shows the transmission scheme of Scenario 1 that models all the packets available for sending. In this figure, all valid possibilities to model the total number of packets in Scenario 1 are shown. For example, the packets are sent successfully if the two links are available.




3.2. Scenario 2: Two Separate Buffers in the Relay Node


Due to the benefits provided by the use of buffers in the relay, the authors in [39,47] propose a system model of a bidirectional cooperative network based on BSI/CSI. A better performance was found in terms of throughput and OP. Furthermore, a balance was found between the buffer size and the delay caused. In this subsection, the technique used to model Scenario 2 is shown in order to compare with the proposed scenarios.



Let   Q T   and   Q R   denote the state of the buffer of the relay ready to transmit and the state of the buffer of the relay ready to receive, respectively. For example, if only link    S 1  ⇌ R   is available, then the buffer ready to receive is   B   S 1  R   , and the buffer ready to transmit is   B   S 2  R   . Otherwise, the buffer ready to receive is   B   S 2  R    and the buffer ready to transmit   B   S 1  R   . To simplify that, we denote it   Q T   and   Q R   for both cases. Figure 5 shows the flowchart used to model all the valid possibilities for this scenario. In this figure, a packet is generated in each time slot. Note that, when the mutual information (  I   S 1  R    and   I   S 2  R   ) of the two channels is less than r, then the generated packets are lost, and the cycle restarts whenever there are more packets available to be sent. Now, if the mutual information of one of the two channels is less than r, then the new packet generated on the unavailable link (   N P  ¯  ) is lost. In contrast, the one generated on the available link (  N P  ) is stored in the buffer   Q R   whenever   Q R   is not full. The   Q T   can transmit a number of packets equal to the minimum between three and the state of the referred buffer when    Q R  = L   or equal to the minimum between two and the state of the referred buffer when    Q R  ≠ L  . These processes are repeated until the end of the transmission. Generally, using BSI and CSI, the relay sends a reference signal to the transmitters as mentioned in Section 2. In addition, it contains the order of transmission of the nodes. This signal generates the following three decision possibilities in the nodes:




	
If both links are not available, both the packet from node   S 1   and node   S 2   are lost.



	
If both links are available, the packet from   S 1   is successfully sent to the destination or is stored in R according to the state of the buffer. When the buffers of the relay are full, then broadcast has priority. Similar events occur regarding the packet from   S 2  :



	
If one of the links is available and the other is unavailable, two events occur:



	−

	
On the available link, the node sends the packet to the relay when the associated buffer is not full; otherwise, it is lost.




	−

	
On the unavailable link, the packet generated by the sender is lost. Packets in the buffer of the relay are sent.












Packets are serviced according to the First-In, First-Out (FIFO) protocol. For example, if all links are available and    Q R  = L   where L is the maximum buffer capacity, the relay transmits first, then   S 1   transmits to R, and   S 2   transmits to R last. The order of transmission is dictated by the relay.



The proposed algorithms are used when only one of the symmetric channels is available, making the relay communicate with only one transceiver. For example, given the case where the link    S 1  ⇌ R   is available and the link    S 2  ⇌ R   is unavailable, then the relay only communicates with the transmitter   S 1  . Algorithm 1 shows the strategy used to increase the number of transmissions/receptions in the relay per time slot in this scenario. An illustrative example of the use of this algorithm follows: if the link    S 1  ⇌ R   is available, and    S 2  ⇌ R   is unavailable, and in addition, the state of buffer ready to receive is full, then this algorithm allows for transmitting and receiving a maximum of three packets stored in the relay and/or generated by the transmitter. In the same condition as CSI/BSI defined above, conventional buffer-assisted TWRN models can transmit a total of one packet in this time slot. Unlike the proposals in [39,47], using this algorithm, it is possible to increase the number of packets sent per time slot. However, when both links are available, the best transmission option is by network coding, i.e., exclusive OR [56].In other words, a diversity gain is achieved when the relay broadcasts the encoded information at the same sub-time slot. The algorithms used have a negligible computational cost because it is a simple condition-based (validation condition) that does not require a loop.



	Algorithm 1 Scenario 2 transmission algorithm



	 Input   Q T  ,   Q R  , L



	1:    n 1  ← 3  



	2:    n 2  ← 2  



	3: if    Q R  = L   then



	4:     ψ T  ← min  (  n 1  ,  Q T  )   



	5: else



	6:     ψ T  ← min  (  n 2  ,  Q T  )   



	7:     ψ R  ← 1  



	8: end if



	 Output   ψ T  ,   ψ R  









3.3. Scenario 3: Single Buffer in the Relay Node


In Scenario 3, we present a new proposal to explore buffer capacity through a simple buffer strategy. In this scenario, the relay has a single buffer for both transmissions, unlike the previous one with separate buffers. This scenario is designed for an even more critical channel condition, where storage capacity can be increased without adding new resources to the system. In the case of using a single buffer in the relay, the packets stored in the buffer   B  S R    must be coordinated, always respecting the output order. The protocol for answering packets in the buffer implemented is FIFO, which means that the first packet that enters the buffer is the first one that leaves it. Thus,   Q  T R    is the state of the relay single buffer ready to transmit and receive.



Let   υ  S 1   ,   υ  S 2    and   υ e   denote the number of packets destined to   S 1   in   B  S R   , the number of packets destined to   S 2   in   B  S R   , and the number of packets in the buffer   B  S R    destined to the receiver with the link unavailable, respectively. For example, in a time slot, if    S 1  ⇌ R   is available,    S 2  ⇌ R   is unavailable, and    Q  T R   = 5   being three packets destined for   S 1   and two destined for   S 2  , then    υ  S 1   = 3  ,    υ  S 2   = 2  , and    υ e  = 2  . Figure 6 shows the strategy and method used to model all the possibilities in this scenario. Based on BSI/CSI, the relay sends a reference signal to the transmitters and three possibilities can happen:




	
As in Scenario 2, if both links are not available, the new packets from nodes   S 1   and   S 2   are lost.



	
If all links are available, the relay first transmits the coded packet if it has packets from both directions; otherwise, it receives the packets from each transmitter and then transmits them.



	
If one of the links is available and the other is not available, then:



	−

	
On the available link: First, the packet ready to be sent on the relay is transmitted to its destination; then, the sender sends the generated packet to the relay if its buffer is not full; otherwise, the packet is lost.




	−

	
On the unavailable link, the associated packet is lost.












An example of the three possibilities is when all links are available and    Q  T R   = 0  ; then,   S 1   transmits to R,   S 2   transmits to R, and R broadcasts. The reference signal sent by the relay contains the information of this transmission order. As in Scenario 2, the proposed Algorithm 2 can increase the number of transmitted packets only when one of the symmetric channels is available. For example, using Algorithm 2 when the link    S 1  ⇌ R   is available, and the link    S 2  ⇌ R   is unavailable, and the number of elements in the single buffer destined to   S 1   is greater than or equal to 2, the relay sends two packets and receives one.



	Algorithm 2 Scenario 3 transmission algorithm



	   Input   Q T  ,   Q R  , L,   I   S 1  R   ,   I   S 2  R   ,   R  S 1   ,   R  S 2   .



	Require:  (  I   S 1  R   > =  R  S 1     and    I   S 2  R   <  R  S 2    ) or   (  I   S 1  R   <  R  S 1     and    I   S 2  R   > =  R  S 2    )   



	 1:    n 1  ← 2  



	 2:   y ← 1 , 2  



	 3: if    υ  S y   > = 2   then



	 4:      ψ T  ← 2  



	 5:      ψ R  ← 1  



	 6: end if



	   Output   ψ T  ,   ψ R  









3.4. Scenario 4: Two Separate Buffers on the Relay and One Buffer on Each Transmitter Node


The use of buffers in the transmitters would allow that, in the worst conditions of the channel, the transmitters could temporarily store the information while waiting for the channel to improve in the next time slots. Although, for example, it is admitted that the two links of the system model are not available in a time slot, in this case, the use of a buffer at the transmitter would allow for temporarily storing the information generated in the source buffer. Another case of using buffers in transmitters could be in a network composed of multiple relays, where the statistical analysis could be simplified only when one relay acts as a transmitter, another as a relay, and the last as a destination. Thus, forming a system of transmitter, relay, and destination using a buffer in all nodes.



In this subsection, the procedures used to model Scenario 4 are shown. Let   K S   and    K S  ¯   denote the source buffer state associated with the available link and the source buffer state associated with the unavailable link, respectively. In other words, in this scenario, if the link    S 1  ⇌ R   is available and the link    S 2  ⇌ R   is unavailable, then the state of   B  S 1    is   K S  , and the state of   B  S 2    is    K S  ¯  . Figure 7 shows the flowchart of all the possibilities that exist in Scenario 4. Based on CSI/BSI, the relay sends a reference signal enabling the following events:




	
If both links are not available, the generated packets are stored in the source buffer (  S 1   or   S 2  ) or are lost according to the state of the source buffer.



	
If both links are available, the packet generated by   S 1   is sent to the destination, or is sent to the relay to be stored, or is stored in   S 1   according to the capabilities of the buffers of   S 1   and of R. The same happens with the packets that are generated in the node   S 2  .



	
If one of the links is unavailable and the other is available, then:



	−

	
The generated packet associated with the unavailable link is stored in the source buffer or is lost depending on the state of the source buffer.




	−

	
The packet generated on the available link is stored in the corresponding source buffer, sent to the relay node, or lost. Packets in the buffer of the relay are sent according to sub-time-slot availability.












Algorithm 3 shows the mechanism used to increase the number of transmissions per time slot when only one of the links is unavailable. This algorithm can transmit up to three packets when only one channel is available, which does not happen when the algorithm is not used. According to Algorithm 3, when the receiver buffer is not full, if the source buffer associated with the available link is empty, the relay can send up to two packets and receive the new packet generated at the source. When the receiver buffer is full, the relay can only transmit up to three packets, depending on the number of packets stored in the sender buffer. This is because, in this time slot when the receiver buffer is full, the relay decides not to receive the packet due to a lack of buffer space. These examples make it possible to increase the number of packets transmitted per time slot.



	Algorithm 3 Scenario 4 transmission algorithm



	   Input   Q T  ,   Q R  , L,   I   S 1  R   ,   I   S 2  R   ,   R  S 1   ,   R  S 2   ,   υ  S 1   ,   υ  S 2   .



	Require:  (  I   S 1  R   > =  R  S 1     and    I   S 2  R   <  R  S 2    ) or   (  I   S 1  R   <  R  S 1     and    I   S 2  R   > =  R  S 2    )   



	   1:    n  1 , 2 , 3   ← 1 , 2 , 3  



	   2:   y ← 1 , 2  



	   3: if    Q R  = L   then



	   4:     ψ T  ← min  ( 3 ,  Q T  )   



	   5: else



	   6:  if    υ  S y   = 0   then



	   7:       ψ T  ← min  (  n 2  ,  Q T  )   ;    ψ R  ←  n 1   



	   8:  else if    υ  S y   = 1   then



	   9:    if    Q R  = L − 1   then



	 10:         ψ T  ← min  (  n 2  ,  Q T  )   ;    ψ R  ←  n 1   



	 11:    else



	 12:         ψ T  ←  n 1   ;    ψ R  ←  n 2   



	 13:    end if



	 14:  else if    υ  S y   = 2   then



	 15:    if    Q R  = L − 1   then



	 16:         ψ T  ← min  (  n 2  ,  Q T  )   ;    ψ R  ←  n 1   



	 17:    else if    Q R  = L − 2   then



	 18:         ψ T  ←  n 1   ;    ψ R  ←  n 2   



	 19:    else



	 20:      if    Q T  = L   then



	 21:           ψ T  ←  n 1   ;    ψ R  ←  n 2   



	 22:      else



	 23:           ψ T  ←  n 2   ;    ψ R  ←  n 1   



	 24:      end if



	 25:    end if



	 26:  else if    υ  S y   ≥ 3   then



	 27:    if    Q R  = L − 1   then



	 28:         ψ T  ← min  (  n 2  ,  Q T  )   ;    ψ R  ←  n 1   



	 29:    else if    Q R  = L − 2   then



	 30:         ψ T  ←  n 1   ;    ψ R  ←  n 2   



	 31:    else



	 32:      if    Q T  = 0   then



	 33:           ψ R  ←  n 3   



	 34:      else



	 35:           ψ T  ←  n 1   ;    ψ R  ←  n 2   



	 36:      end if



	 37:    end if



	 38:  end if



	 39: end if



	    Output   ψ T  ,   ψ R  









3.5. Scenario 5: Single Buffer on the Relay and a Buffer on Each Transmitter Node


This scenario combines Scenarios 3 and 4, taking advantage of a set of benefits obtained in terms of OP. It implements a single buffer on the relay and buffers on the transmitters. With the implementation of the single buffer, it is expected to improve even more the results of Scenarios 3 and 4. Figure 8 presents the different possibilities (cases) of this scenario. In each time slot, the relay sends a reference signal based on BSI/CSI. This signal enables the following three events to occur.



	
As in Scenario 4, if both links are not available, the generated packet is stored (at the transmitter) or is lost according to the state of the buffer source.



	
If all links are available, the new packet of   S 1   is sent to its destination, or is sent to the relay to be stored, or is stored in   S 1   according to the capacity of   S 1   and sub-slot time availability. The same happens with the packets that are generated in the node   S 2  . The organization of packets from both directions takes place in a single buffer.



	
If one of the links is available and the other is not then:



	−

	
On the available link: The packet on the relay ready to be sent is transmitted to its destination according to Algorithm 4, and the newly generated packet is either stored in the retransmission buffer or is stored in the source buffer or is lost.




	−

	
In the unavailable link, the packet generated by the transmitter is lost or stored in the source buffer.












	Algorithm 4 Spectral efficiency algorithm in Scenario 5



	  Input   Q T  ,   Q R  , L,   I   S 1  R   ,   I   S 2  R   ,   R  S 1   ,   R  S 2   , N,   υ  S 1   ,   υ  S 2   .



	Require: for   (  I   S 1  R   <  R  S 1     and    I   S 2  R   ≥  R  S 2    )       X 1  ←  υ  S 1    



	Require: for   (  I   S 1  R   ≥  R  S 1     and    I   S 2  R   <  R  S 2    )       X 1  ←  υ  S 2    



	  1:    n  1 , 2 , 3   ← 1 , 2 , 3  



	  2:   y ← 1 , 2  



	  3: if    X 1  = 0   then



	  4:  if    Q  T R   = N − 2   then



	  5:       ψ R  ← min  (  n 2  ,  υ  S y   )   



	  6:  else if    Q  T R   < = N − 3   then



	  7:       ψ R  ← min  (  n 3  ,  υ  S y   )   



	  8:  end if



	  9: else if    X 1  = 1   then



	 10:  if    Q  T R   < N   then



	 11:       ψ T  ←  n 1   ;    ψ R  ← min  ( 2 ,  υ  S y   )   



	 12:  end if



	 13: else



	 14:     ψ T  ←  n 2   ;    ψ R  ←  n 1   



	 15: end if



	  Output   ψ T  ,   ψ R  






As in Scenario 4, when the two links are unavailable, this scenario also makes it possible to store the packet in the source buffer, as long as it is not full. Algorithm 4 shows the mechanism used to increment the number of transmissions per time slot. For example, if the link    S 1  ⇌ R   is available, the link    S 2  ⇌ R   is unavailable, and    υ  S 1   > 1  , then the relay sends two packet units and receives one from the transmitter   S 1  . This strategy allows for releasing a unit single buffer, ensuring buffer availability for the next time slots. Furthermore, it allowed for incrementing of up to three of the total number of sent/received packets using Algorithm 4. In general, using the proposed algorithm can allow the freeing space in the buffers, guaranteeing the availability of buffers in the next time slots. Furthermore, they can reduce the delay of packets in the system by taking advantage of the three available sub-time slots. In the next section, the analytical models of the scenarios are developed.





4. Analysis and Implementation


4.1. Analysis without Buffer Implementation


In this section, the individual outage probability and the system outage probability of Scenario 1 are determined. According to [29,57], the probability that   S 1   fails to communicate with   S 2   is given by:


      O  S 1   = P  ( min  {  I   S 1  R   ,  I  R  S 2    }  <  r i  )  .     



(4)







Substituting (2) into (4), we obtain:


     O  S 1      = P  min   1 3  log  1 +      h   S 1  R    2   P  S 1     P n    ,  1 3  log  1 +      h  R  S 2     2   P R    P n     <  r  S 1             = P  log  1 +      h   S 1  R    2   P  S 1     P n    < 3  r  S 1    + P  log  1 +      h   S 1  R    2   P  S 1     P n    ≥ 3  r  S 1    P  log  1 +      h  R  S 2     2   P R    P n    < 3  r  S 1             = P       h   S 1  R    2   P  S 1     P n   <  2  3  r  S 1     − 1  + P       h   S 1  R    2   P  S 1     P n   ≥  2  3  r  S 1     − 1  P       h  R  S 2     2   P R    P n   <  2  3  r  S 1     − 1           = P     h   S 1  R    2  <    a  S 1   − 1   ρ  S 1     + P     h   S 1  R    2  ≥    a  S 1   − 1   ρ  S 1     P     h  R  S 2     2  <    a  S 1   − 1   ρ R             =  ∫  0    ε 1  x     e   − x   λ   S 1  R      λ   S 1  R    d x +  1 −  ∫  0    ε 1  x     e   − x   λ   S 1  R      λ   S 1  R    d x    ∫  0    ε 2  x     e   − x   λ  R  S 2       λ  R  S 1     d x           =  1 −  e  −  1  λ   S 1  R       a  S 1   − 1   ρ  S 1       +   e  −  1  λ   S 1  R       a  S 1   − 1   ρ i      1 −  e  −  1  λ  R  S 2        a  S 1   − 1   ρ R       ,     



(5)




where    ε 1  =    a  S 1   − 1   ρ  S 1     ,    ε 2  =    a  S 1   − 1   ρ R    ,    ρ R  =  P R  /  P n   ,    ρ  S 1   =  P  S 1   /  P n   ,    a i  =  2  3  r i      and   r i  ,   i ∈ { 1 , 2 }   is the target rate for the nodes   S 1   and   S 2  , respectively. For   O  S 2   , it is enough to change   S 1   into   S 2   and   S 2   into   S 1   in (5).



In this way, the pair outage probability is given by:


   O  P a i r   =  O  S 1   ∪  O  S 2   .  



(6)








4.2. Markov Model for Scenarios with Buffer


In this subsection, the proposed solutions to model scenarios that implement buffers are described through Markov chains (MC).



4.2.1. Markov Model for Scenario 2


In Figure 9, Scenario 2 is modeled using an MC where the possible transition states of the buffer are represented. Buffer transition states are the occupancy of the buffer on each transmission. This model describes the behavior of the packets in the buffer of the relay queue in terms of increase, decrease, or remaining in the same state depending on the availability or not of the link and the buffer space. The buffer transition states are denoted A1 and A2 where A1 is the state of buffer   B   S 1  R    and A2 is the state of buffer   B   S 2  R   . However, A3 and A4 represent the link state of    S 1  R   and    S 2  R  , respectively (Figure 9).



The modeling expresses the individual outage probability of S1. Furthermore, the transition state diagram is designed for a maximum buffer size of three to guarantee the exploitation of the three available time sub-time-slots. Given the system complexity, to derive the expression that calculates the OP of   S 1  , all the events that lead to a link outage are modeled using the information from the state diagram obtained from Figure 9. As in this figure, in Table 3, the buffer and link states are represented similarly. We denote “YES” when an outage event occurs and “NO” when an outage event does not occur.



It could be noticed that Table 3 describes all the possible events that lead to an outage considering the buffer current state and the condition of each link. For example, when the buffers are empty and the two links are not available, then an outage event (“Yes”) occurs according to Table 3. In general, eight possible events leading to outage due to link unavailability and one event leading to outage due to buffer space unavailability are observed. Taking into account the eight possible state transitions of the MC, the OP from   S 1   to   S 2   is given by:


     O  S 1      =  1 8   8  O   S 1  R   +  1 −  O   S 1  R      O  R  S 2               =  1 −  e  −  1  λ   S 1  R       a  S 1   − 1   ρ  S 1       +  1 8   e  −  1  λ   S 1  R       a  S 1   − 1   ρ  S 1       1 −  e  −  1  λ  R  S 2        a R  − 1   ρ R      .     



(7)







The transition matrix for Scenario 2, considering the state diagram, can be written as follows:


  M =        P 1  ¯    P 2  ¯        P 1  ¯   P 2       P 1    P 2  ¯     0   0   0   0   0     0      P 1  ¯    P 2  ¯       P 1    P 2  ¯        P 1  ¯   P 2     0   0   0   0     0      P 1  ¯   P 2        P 1  ¯    P 2  ¯     0     P 1    P 2  ¯     0   0   0     0   0     P 1    P 2  ¯        P 1  ¯    P 2  ¯     0      P 1  ¯   P 2     0   0     0      P 1  ¯   P 2     0   0      P 1  ¯    P 2  ¯     0     P 1    P 2  ¯     0     0   0   0   0   0      P 1  ¯    P 2  ¯  +   P 1  ¯   P 2     0     P 1    P 2  ¯       0   0   0   0   0   0      P 1  ¯    P 2  ¯  +  P 1    P 2  ¯        P 1  ¯   P 2       0   0   0      P 1  ¯   P 2       P 1    P 2  ¯     0   0      P 1  ¯    P 2  ¯  ,       



(8)




where    P ¯  1   and    P ¯  2   are the outage probability of links    S 1  ⇌ R   and    S 2  ⇌ R  , respectively.    P ¯  1   and    P ¯  2   can be expressed through Equation (3),    P 1  = 1 −   P ¯  1    and    P 2  = 1 −   P ¯  2   . A steady-state probability can be expressed as:


  π =   (  M − I + B  )   − 1   b ,  



(9)




where  I  is the identity matrix,  B  is a   8 × 8   matrix with all elements equal to one,   b =   [ 1 , … , 1 ]   1 × 8  T    and   π = [  π 1  , … ,  π 8  ] .  




4.2.2. Markov Model for Scenario 3


Figure 10 illustrates the seven levels of the possible states of Scenario 3, where the evolution of the possible states of the MC is described. It is important to note that having a single buffer implies that the storage capacity is twice than that of Scenario 2. Each state in the transition diagram describes the current state of the buffer and the total number of packets from each destination stored in the buffer. In other words, A5 presents the state of the buffer, while A6 and A7 represent the number of items in the destination    S 1    and    S 2   , respectively. An illustrative example is state 312, where there are three buffered packets, one from destination    S 2    and two from destination    S 1   .



Transitions from one state to another occur when there is space in the buffer, and only one link is available. The state remains the same when, in seven consecutive attempts, the samples have exactly the same channel condition. Consequently, for a buffer capacity of six, we have seven possible states. As in Scenario 2, the expression for OP is derived similarly, except for the outage event caused by the unavailability of the relay storage space. This outage event only occurs if one link is available and the other is unavailable for seven or more simultaneous time slots. Thus, the expression for the outage probability is given by:


     O  S 1      =  1 7   7  O   S 1  R   +    O  R  S 2     1 −  O   S 1  R     7            =  1 −  e  −  1  λ   S 1  R       a  S 1   − 1   ρ  S 1       +    1 7   e  −  1  λ   S 1  R       a  S 1   − 1   ρ  S 1       1 −  e  −  1  λ  R  S 2        a R  − 1   ρ R       7  .     



(10)







In Scenario 3, we limit ourselves to presenting the state diagram and the outage probability since the state transition matrix becomes denser and provides little information for the obtained results. Besides the state of the buffer, to represent the matrix, two additional states to represent the packet numbers of each transmitter are also required. In addition, in Scenarios 4 and 5, we limited ourselves only to the numerical models developed in Section 3.4 and Section 3.5 due to the complexity of the Markov Chain of four or three buffers with a minimum size of three for each one.





4.3. Practical Considerations


This section presents some practical considerations for implementing the model. First, it is necessary to formulate a buffer size optimization problem based on the trade-off that it represents in terms of cost-effectiveness. That is, as the buffer size increases, the outage probability decreases, but the hardware cost increases. Therefore, finding the optimal buffer size value that gives the desired result is essential. Furthermore, if the channel between the source and the relay was asymmetrical, a power control-based approach would be required, since the transmission channel may be available while the receiving channel may not. The same can be achieved by limiting the SNR to a minimum required value and limiting the maximum transmit power. However, in this article, when considering a symmetrical channel, both the transmitter and the receiver perceive the same CSI. In other words, there is no need to pose a problem based on power control, as the information sent can be successfully received. Another critical problem for implementing our proposal could be the Jamming Attack in an asymmetric channel situation. This can occur when the receiver experiences severe fading or is exposed to interference. In this situation, the receiver cannot receive information but can take this opportunity to transmit the packet(s) stored in the buffer.



Furthermore, it is worth noting that our model considers that there is no direct link between the two sources,   S 1   and   S 2  . This scenario is common in urban areas with many buildings, where the fading of the infrastructure between the two sources is very high. In the most critical scenarios, drone-assisted communication solutions have even been proposed, which can reach advantageous positions to act as relays [58]. However, this system model could be generalized considering a direct link between the two sources. Depending on the zone type, this approach could increase the system’s reliability. Different from the existing proposals, ours proposes a minimum buffer size equal to three to explore the three-time slots to reduce the system outage probability.



Additionally, in simple buffer scenarios, there is a need to reserve memory space to save information on the transmission direction of each packet and thus guarantee the send order and the correct destination. Note that this mapping can be completed by relating the value (0 or 1) of a bit to each buffer position.





5. Simulation and Numerical Results


In this section, numerical results are presented to evaluate the performance of the five scenarios in terms of OP. Table 4 shows the parameters used in this paper unless otherwise specified.



Initially, all buffers are empty and distances are normalized with reference to   d   S 1   S 2    . To simplify the analysis, it is assumed that the transmission powers of the three nodes are equal and denoted by P, that is,    P  S 1   =  P  S 2   =  P R  = P   and, consequently,    ρ  S 1   =  ρ  S 2   =  ρ R  = ρ  . The power is normalized with respect to the noise power, and we consider a unit bandwidth throughout the article. Simulations are performed in MATLAB software with a million Monte Carlo events. Unless otherwise stated, we consider three for the minimum value of the separated buffer, six for the minimum value of the single buffer, and limiting the maximum buffer size of the separated buffer to six and the single buffer to twelve. The results of article [59] inspired some of the parameter values used. In [60], we uploaded on GitHub the functions written in MATLAB to reproduce the results.



Figure 11 shows the packet loss rate with different sample numbers of packets in the scenarios using buffers for different values of SNRs. It is observed from Figure 11a that, for   7 ×  10 5    analyzed packets with SNR equal to   − 10   dB, approximately 95% are lost for the four evaluated scenarios. The same is true for   9 ×  10 5    sample packets, where approximately 94% of the parsed packets are lost.



On the other hand, in Figure 11c, for   7 ×  10 5    analyzed packets with SNR equal to 10 dB, approximately 5% are lost in Scenario 2, 4.160% in Scenarios 3 and 4, and 2.280% in Scenario 5. Thus, it can be partially concluded that, with SNR equal to   − 10   dB, the scenarios with buffer usage lose approximately the same amount of packets, and almost all analyzed packets are lost. However, with SNR equal to 10 dB, not only does the packet loss rate decrease, but the buffering strategy in all nodes (Scenario 5) provides a low packet loss rate compared to the other scenarios.



Additionally, in Figure 11d, for a sample of   9 ×  10 5    packets, the red and green bars of the buffer usage scenarios on the relay only show that approximately 0.500% and 0.440% of the packets are lost, respectively. However, Scenarios 4 and 5 show approximately 0.420% and 0.280% of packets lost, respectively. The same behavior can be observed in Figure 11c. It can be partially concluded that the strategy of using a single buffer in the relay allows for obtaining a lower packet loss rate compared to the use of two separate buffers in the relay. Furthermore, the proposal of buffering at the transmitters and a single buffer at the relay shows less packet loss than the proposal of buffering at the transmitters and a separate buffer at the relay. This further proves the benefits that the use of a single buffer can bring.



In summary, the use of a single buffer shows that fewer packets are lost compared to the strategy of using separate buffers in the relay. In addition, the proposal of the buffer in the transmitters and a single buffer in the relay showed better results in terms of packet loss rate.



5.1. Individual Outage Probability


Figure 12 shows the result of the Monte Carlo simulation together with the analytical results obtained from (5), (7), (10) of the unbuffered models, with buffers separated in the relay, and with the single buffer on the relay, respectively. First, it is observed that numerical simulations coincide with analytical simulations, which validates the system model. It can also be seen that the use of single and separate buffers in the relay brings a significant benefit to the system model as it gives us less OP compared to the unbuffered model. For example, for SNR equal to 0 dB, the blue curve of Scenario 1 [29] shows an OP of 0.583 while the red and green curves of Scenarios 2 [39,47] and 3 show an OP of 0.389 and 0.345, respectively. Likewise, with SNR equal to 10 dB, an OP of 0.083, 0.047, and 0.042 is obtained in Scenarios 1, 2, and 3 of the blue, red, and green curves, respectively—thus representing a difference of 0.040 between buffered and unbuffered scenarios.



Furthermore, when an outage probability of 0.100 is required in the system, the unbuffered scheme achieves it with an SNR of 8.500 dB, while the two buffer usage schemes in the relay achieve it with an SNR of approximately 6.500 dB.



Other results to be highlighted are the OP values obtained in Scenarios 2 and 3. For example, for SNR equal to 5 dB, Scenario 2 shows an OP of 0.143 while Scenario 3 shows an OP of 0.129, a difference of approximately 11.080%. Although this difference between OP in Scenarios 2 and 3 is not significant, for delay non-tolerant packets, using a single buffer (the green curve results) can be more efficient compared to using a separate buffer in the relay. Furthermore, using a single buffer allows for the efficient use of hardware. This is because, in Scenario 3, fewer transition states are needed than in Scenario 2.



Figure 13 shows the OP as a function of the SNR. A greater benefit in terms of OP is achieved when implementing buffering in all transmitting nodes. For example, when SNR equals 0 dB, the curve for Scenario 4 reaches an OP of 0.315, while the curve for Scenario 5 reaches an OP of 0.294. Similar results are obtained for SNR equal to 10 dB, where OPs of 0.036 and 0.029 are achieved for Scenarios 4 and 5, respectively.



It can be partially concluded that the single-buffer scenario in the relay, together with a buffer in the transmitter, provides better benefits mainly in OP than the other scenarios discussed.



Furthermore, when an OP of 0.020 is required in the system, Scenario 4 achieves it with SNR equal to 11.500 dB while Scenario 5 achieves it with 12,500 dB, thus representing a gain of 1 dB. Furthermore, with the same system requirements, Scenarios 2 and 3 achieved them with SNR equal to 14 dB, while Scenario 1 needs 16,500 dB. It turns out that our proposal requires less SNR compared to existing ones to meet a predetermined outage probability requirement.



Figure 14 shows the OP as a function of the target transmission rate in the five investigated scenarios. It can be seen that the target transmission rate has an impact on the OP of the system in all the discussed scenarios.



For example, with SNR equal to 10 dB, an OP of 0.100 is achieved with a rate of 1.100 bpcu in Scenario 1, 1.300 bpcu in Scenario 2, 1.350 bpcu in Scenario 3, 1.400 bpcu in Scenario 4, and finally 1.600 bpcu in Scenario 5. Furthermore, with the same SNR and with a target transmission rate equal to 1.500 bpcu, the blue curve in Scenario 1 reaches an OP of 0.237. In comparison, for a target transmission rate equal to 2 bpcu, the same curve reaches an OP of 0.544, thus representing an increment of 122.900%. Furthermore, with SNR equal to 10 dB and a target transmission rate equal to 2 bpcu, Scenario 5 reaches an OP of 0.260, while for a target transmission rate equal to 2.500 bpcu, the OP increments up to 0.622. Scenarios 2, 3, and 4 also show an increase in OP whenever target transmission rates increase. When the system model requires a lower OP, our schemes achieve it with a lower target transmission rate. Furthermore, for a target transmission rate equal to 3 bpcu, the five investigated scenarios show the worst results.



Figure 15 shows the individual OP of the transmitters   S 1   and   S 2   of the five analyzed scenarios when the distance   d   S 1  R    is varied with different sizes of the buffer. In each of the investigated scenarios, the ideal distance that improves the individual OP to the transmitters   S 1   and   S 2   is obtained. For example, in Figure 15a, the optimal distances that improve the performance of the individual OP of the transmitter   S 1   of Scenarios 4 and 5 are approximately equal to   0.510   and   0.416  , respectively.



In Figure 15b, the optimal distances of the individual OP of the transmitter   S 2   of Scenarios 4 and 5 are approximately equal to   0.490   and   0.584  , respectively. Another expected result is the reflected symmetry of the curves in Figure 15a,b. This symmetry is due to the identical conditions and configurations of the two transmitter nodes since the relay can only be at a fixed point between the two transmitters.



Additionally, it can also be observed that, for all investigated scenarios, the individual OP converges to the same performance when the relay node is farthest from the transmitting node or when it is positioned at a greater than optimal distance. For example, in Figure 15a,c, for a distance equal to 0.800, the individual OP of   S 1   of the five investigated scenarios gives the same result. The same happens in Figure 15b,d with a distance equal to 0.200, in this case for an individual OP of   S 2  . It can be partially concluded that, for distance equal to 0.200, the models with buffer would be an inadequate option for the system model due to the same results obtained with the model without buffer.



Furthermore, it can be seen that, for a distance interval   d   S 1  R    between 0.200 and 0.400, Scenarios 2 and 4 show approximately the same performance in terms of the OP of   S 1  . However, for Scenarios 3 and 5, we see different performances in terms of OP of   S 1  . For example, in Figure 15c, for    d   S 1  R   = 0.300  , it is observed that the OP of   S 1   of the Scenario 3 is 0.074, while in Scenario 5, the OP of   S 1   is 0.023, representing a difference of 0.051. Furthermore, for the same distance, the red and magenta curves of Scenarios 2 and 4 show approximately an OP of   S 1   equal to 0.154 in the same figure. The same findings were made in Figure 15d. Finally, it can be seen that the use of a single buffer on the relay shows better results when the relay is closer to the transmitter. Furthermore, the greater the capacity of buffers of the system, the better the result obtained in terms of individual OP.



Figure 16 shows the result of OP when using the optimal distance from Scenario 5. It is observed that, using the optimal distance, a better result is obtained in terms of OP. For example, using this optimal distance with SNR equal to 10 dB, we obtain an OP equal to 0.008. This represents an improvement in terms of OP of approximately four times compared with the results shown in Figure 13 by placing the relay halfway between the two transmitters. This good result is barely noticeable at SNR below   0  dB  . Although the ideal distance for Scenario 5 is approximately equal to 0.416, it does not mean that it is the ideal distance for the rest of the scenarios. For example, at this optimal distance from Scenario 5, Scenario 4 has worse performance in the system compared to the one analyzed in Figure 13. On the other hand, when the system requires an outage probability of 0.004, then Scenario 5 achieves it with 12,500 dB while Scenario 3 achieves it with 20 dB. This represents a gain of approximately 7500 dB.



It can be deduced that, if we configure the relay node with this optimal distance, we can observe a satisfactory result for SNR greater than 0 dB. In addition, at this distance, the scenario to be implemented in the system model must be chosen not to harm the performance of the system.




5.2. System Outage Probability


As in Figure 15, in Figure 17, the behavior of the OP of the system is shown by varying the position of the relay with different values of buffer size. Note that, in Figure 17a, when implementing a buffer capacity equal to two, being less than the three available sub-time slots, Scenario 3 shows better results than Scenario 4. For example, for    d   S 1  R   = 0.500  , the magenta curve of Scenario 4 reaches 0.046 of OP of the system while the green curve of Scenario 3 reaches 0.049 of OP of the pair. This is because, for a buffer capacity equal to 2, Scenario 4 does not take full advantage of the three-time slots available at any given time of transmission due to its low storage capacity. In contrast, in Scenario 3, using the single buffer allows for doubling the buffer capacity to 4, providing greater use of the spectrum available in the relay.



The opposite is observed when the minimum buffer size equals the three sub-times slots. Taking the previous example, in Figure 17b, it is observed that the OP of the system of Scenarios 3 and 5 is 0.044 and 0.040, respectively.



Additionally, it can also be observed that the OP of the system of Scenarios 2 and 4 (red and magenta curve) shows a slight variation in the four sub-figures analyzed in Figure 17. However, the opposite happens with the curves of Scenarios 3 and 5; as it is observed that for a larger buffer size, better performance is obtained in terms of OP of the system as shown in Figure 17b,c.



Furthermore, Scenario 3 improves the performance in terms of the OP of the system faster with increasing buffer size than Scenario 5, as seen in Figure 17a,d. This is because the single-buffer concept applies to the buffer of the relay, and as the buffer capacity increases, it directly reflects the size of the single buffer on the relay.



It can be partially concluded that better performance can be obtained if we configure the buffers with a minimum size equal to the three sub-times slots available. Furthermore, to improve performance in terms of system OP, the relay should be positioned between 0.400 and 0.600 but preferably at a distance of 0.500.



Figure 18 shows the energy efficiency of the five scenarios analyzed by varying the position of the relay with different values of buffer size. This metric was calculated as the ratio between the number of packets successfully exchanged between   S 1   and   S 2   and the number of slots per frame, which in our system model is equal to 3.



Note that, for the four sub-figures, Scenarios 2 and 4 (separate buffer scenarios) show approximately the same energy efficiency as the distance from the relay varies. In contrast, Scenarios 3 and 5 (single buffer scenarios) show a gain in energy over the other scenarios, demonstrating that the benefit of increasing the efficiency of the use of the buffer size is of greater impact than that of having a buffer in the transmitters. For example, in Figure 18c, note that, for a distance of 0.3, Scenarios 1, 2, and 4 show approximately an energy efficiency of 56.5%, while Scenarios 3 and 5 show approximately an energy efficiency of 58.7% and 60.7%, respectively. Table 5 summarizes the energy efficiency obtained for the different scenarios analyzed when the relay is at a distance of 0.5 from the source.



Since Scenario 5 outperforms the others in terms of energy efficiency, it can be concluded that the smart scenario selection can significantly improve the system energy efficiency.





6. Conclusions


This paper proposed different buffer usage strategies in a bidirectional network assisted by buffer and channel state information knowledge. The results show that better system performance is obtained when a single buffer of joint use is implemented in the relay and when a buffer is used in the source. Furthermore, it was possible to reduce packet delay and consequently increase the number of received packets through message coding on the relay when the buffer contains messages from both directions. On the other hand, using buffers in all nodes allowed for further improving the performance of the system in terms of outage probability since the transmitter has the capacity to temporarily store the information. We also determine the optimal position of the relay, as well as the required buffer size to provide the best performance in terms of outage probability. In addition, the implementation of a bidirectional network with a single buffer of joint use achieves a notable benefit in terms of energy efficiency for wireless sensor networks. Since unnecessary transmission of information is avoided, the number of idle slots decreases, and the amount of information per unit of time and energy increases.



Although the number of packets received in each time slot was increased through the proposed strategies, the use of buffers in the devices can increase the delay of the packets and cause a loss in the receiver, due to delay constraints and the demanded freshness for the application. For this reason, in future work, we intend to analyze the impact of packet delay to guarantee the quality of service in scenarios that do not tolerate high delays. In addition, it is intended to incorporate energy harvesting, that is, an energy buffer capable of collecting RF energy to take advantage of the inactivity times of the relay and increase the sustainability of the model. On the other hand, we intend to pose a buffer optimization problem to show the cost–benefit relationship of the proposed model. The research showed that bidirectional channels could present various challenges, such as the problem of channel symmetry under interference or jamming attack. For this reason, we intend to address channel symmetry issues, such as jamming attacks or when the channel is considered asymmetric, due to propagation conditions.
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	AWGN
	Additive White Gaussian Noise



	BNC
	Bit Layer Network Coding



	BSI
	Buffer State Information



	CC
	Cooperative Communication



	CSI
	Channel State Information



	FD
	Full Duplex



	FIFO
	First-In, First-Out



	MC
	Markov Chain



	NOMA
	Non-Orthogonal Multiple Access



	OP
	Outage Probability
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	Physical-layer Network Coding



	TDBC
	Time Division Broadcast



	TWRN
	Two-Way Relaying Network



	iid
	Independent and Identically Distributed



	SNR
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Figure 1. Two-way network with buffer implementation in all nodes. 






Figure 1. Two-way network with buffer implementation in all nodes.



[image: Sustainability 14 13829 g001]







[image: Sustainability 14 13829 g002 550] 





Figure 2. Time slot structure. 
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Figure 3. Five proposed scenarios that differ according to buffer usage. 
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Figure 4. Scenario 1: No buffer on devices. 
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Figure 5. Scenario 2: Separate buffers on relay node. 
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Figure 6. Scenario 3: With only Single-Buffer in the relay node. 
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Figure 7. Scenario 4: With a Buffer in all nodes. 
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Figure 8. Scenario 5: With a single buffer in the relay node and a buffer in the transmitter node. 
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Figure 9. State transition diagram of Scenario 2. 
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Figure 10. State transition diagram of Scenario 3. 
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Figure 11. Packet loss rate for different values of SNR: (a)   ρ = − 10   dB; (b)   ρ = 0   dB; (c)   ρ = 10   dB; (d)   ρ = 20   dB. 
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Figure 12. Channel outage probability from   S 1   to   S 2   as a function of SNR for Scenario 1 [29], Scenario 2 [39,47], and Scenario 3. 
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Figure 13. Channel outage probability from   S 1   to   S 2   as a function of SNR with    r i    = 1 bpcu. 
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Figure 14. Channel outage probability from   S 1   to   S 2   as a function of target transmission rate with SNR equal to 10 dB. 
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Figure 15. Outage probability of   S 1   and   S 2   as a function of   d   S 1  R    with    r i  = 1  ,   SNR = 10   dB, and buffer in one of the sources (a)   S 1   with   L = 3  , (b)   S 2   with   L = 3  , (c)   S 1   with   L = 6  , and (d)   S 1   with   L = 6  . 
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Figure 16. Channel outage probability from   S 1   to   S 2   as a function of SNR with    r i    = 1 bpcu and the optimal distance from Scenario 5. 
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Figure 17. System outage probability as a function of   d   S 1  R    for    r i  = 1   bpcu,   S N R = 10   dB and different buffer sizes: (a)   L = 2  ; (b)   L = 3  ; (c)   L = 4  ; (d)   L = 6  . 
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Figure 18. Energy efficiency as a function of   d   S 1  R    for    r i  = 1   bpcu,   S N R = 10   dB and different buffer sizes: (a)   L = 2  ; (b)   L = 3  ; (c)   L = 4  ; (d)   L = 6  . 
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Table 1. Main features of the related works and our proposals.






Table 1. Main features of the related works and our proposals.





	
References and Proposals

	
Feature




	
Transmission Protocol

	
Single Buffer

	
Source Buffer

	
Finite Buffer

	
Network Coding

	
BSI

	
CSI






	
[28]

	
TDBC, PNC

and OSS

	
x

	
x

	
x

	
x

	
x

	
x




	
[35]

	
FD-TWRN

	
x

	
x

	
x

	
✓

	
x

	
x




	
[39]

	
PNC

	
x

	
x

	
✓

	
✓

	
✓

	
x




	
[40]

	
BNC

	
x

	
x

	
✓

	
✓

	
x

	
✓




	
[41]

	
Hybrid

	
x

	
x

	
✓

	
✓

	
✓

	
✓




	
[42]

	
TDMA

	
x

	
x

	
✓

	
✓

	
✓

	
x




	
[43]

	
XORed

	
x

	
x

	
✓

	
✓

	
✓

	
x




	
[44]

	
TDD

	
x

	
x

	
x

	
x

	
x

	
x




	
[47]

	
XOR-TWRN

	
x

	
x

	
✓

	
✓

	
✓

	
x




	
Our scheme with a single buffer

in the relay.

	
TDBC and XOR

	
✓

	
x

	
✓

	
✓

	
✓

	
✓




	
Our scheme with two separate

buffers in the relay and source.

	
TDBC and XOR

	
x

	
✓

	
✓

	
✓

	
✓

	
✓




	
Our scheme with a single buffer in

the relay and buffer in the source.

	
TDBC and XOR

	
✓

	
✓

	
✓

	
✓

	
✓

	
✓
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Table 2. List of symbols.






Table 2. List of symbols.





	Symbol
	Meaning





	→
	Unilateral channel



	⇌
	Symmetrical channel



	  α  
	Path loss factor



	  B  S 1   |  B  S 2   
	Buffer of node   S 1  |  S 2  



	  B   S 1  R   |  B   S 2  R   
	Relay buffer of   S 1   to R|  S 2   to R



	   B  S R    
	Relay buffer of   S 1   to R and   S 2   to R



	   d  i j    
	Distance between device i and j



	   γ  i j    
	Signal-to-noise ratio (SNR) between device i and j



	   h  i j    
	Channel response between nodes i and j



	   I  i j    
	Mutual information between device i and j



	  K S  |   K S  ¯  
	The source buffer associated with the link available|unavailable



	   K R   
	The relay buffer associated with the link available



	   λ  i j    
	The channel average power gain between device i and j



	L|N
	The maximum size buffers|single buffers



	  N P  |   N P  ¯  
	Package generated in an available link|unavailable link



	   O  i j    
	Probability of link outage between nodes i and j



	  ψ R  |  ψ T  
	Packet number to be received|transmitted



	   P i   
	Transmit power in the device i



	  Q T  |  Q R  
	Relay buffer state suitable for transmit|receive



	   Q  T R    
	Relay buffer state suitable for transmit and receive



	   ρ i   
	Signal-to-noise ratio measured by the transmitter i



	   r i   
	Target transmission rate in the device i



	   S P   
	Stored packet



	  υ  S 1   |  υ  S 2   
	Number of packets in   B  S R    of   S 1  |  S 2  



	   υ e   
	The number of packets corresponding to the link available in   B  S R   



	 [image: Sustainability 14 13829 i001]
	Lost packet



	 [image: Sustainability 14 13829 i002]
	Packet sent with success



	 [image: Sustainability 14 13829 i003]
	Packet stored in the buffer of the relay
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	Packet stored in the source buffer
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Table 3. Outage events.






Table 3. Outage events.





	

	
Link State

	
00

	
01

	
10




	
Buffer State

	






	
00

	
Yes

	
Yes

	
No




	
10

	
Yes

	
Yes

	
No




	
01

	
Yes

	
Yes

	
No




	
11

	
Yes

	
Yes

	
No




	
20

	
Yes

	
Yes

	
No




	
02

	
Yes

	
Yes

	
No




	
30

	
Yes

	
Yes

	
Yes




	
03

	
Yes

	
Yes

	
No
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Table 4. System parameters.






Table 4. System parameters.





	Parameter
	Symbol
	Value





	Packet sample number
	Sample
	   10 6   



	Relay position
	   d   S 1  R    
	   0.500   



	Path loss exponent
	  α  
	4



	Noise power
	   P n   
	1



	Minimum separate buffer size
	L
	3



	Minimum size of single buffer
	N
	6



	Target transmission rate
	   r i   
	1 bpcu



	Transmission power
	P
	10 dB



	Signal-to-noise ratio measured at the transmitter side
	  ρ  
	10 dB
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Table 5. Energy efficiency of the five scenarios for    d   S 1  R   = 0.5  .
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Energy Efficiency [%] for     d   S 1  R   = 0.5   






	
Scenarios

	
Figure 18a

	
Figure 18b

	
Figure 18c

	
Figure 18d




	
Without Buffer [29]

	
61.08

	
61.08

	
61.08

	
61.08




	
Buffer Relay [39,47]

	
63.12

	
63.41

	
63.59

	
63.73




	
Single-Buffer Relay

	
63.58

	
63.72

	
63.78

	
63.82




	
Buffer Relay/Source

	
63.36

	
63.94

	
64.28

	
64.65




	
Single-Buffer Relay

/Buffer Source

	
64.67

	
64.75

	
64.89

	
64.96
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