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Abstract: To protect our planet, the material recycling of domestic waste is necessary. Since the
COVID-19 pandemic began, the volume of domestic waste has surged overwhelmingly, and many
countries suffered from poor waste management. Increased demand for food delivery and online
shopping led to a huge surge in plastic and paper waste which came from natural resources. To
reduce the consumption of resources and protect the environment from pollution, such as that from
landfills, waste should be recycled. One of precious recyclable materials from household waste is
liquid cartons that are made of high-quality paper. To promote sustainable recycling, this paper
proposes a vision-based inspection module based on convolutional neural networks via transfer
learning (CNN-TL) for collecting liquid packaging cartons in the reverse vending machine (RVM).
The RVM is an unmanned automatic waste collector, and thus it needs the intelligence to inspect
whether a deposited item is acceptable or not. The whole processing algorithm for collecting cartons,
including the inspection step, is presented. When the waste is inserted into the RVM by a user
after scanning the barcode on the waste, it is relocated to the inspection module, and the item is
weighed. To develop the inspector, an experimental set-up with a video camera was built for image
data generation and preparation. Using the image data, the inspection agent was trained. To make
a good selection for the model, 17 pretrained CNN models were evaluated, and DenseNet121 was
selected. To access the performance of the cameras, four different types were also evaluated. With the
same CNN model, this paper found the effect of the number of training epochs being set to 10, 100,
and 500. In the results, the most accurate agent was the 500-epoch model, as expected. By using the
RVM process logic with this model, the results showed that the accuracy of detection was over 99%
(overall probability from three inspections), and the time to inspect one item was less than 2 s. In
conclusion, the proposed model was verified for whether it would be applicable to the RVM, as it
could distinguish liquid cartons from other types of paper waste.

Keywords: liquid carton; paper waste; recycling; reverse vending machine; artificial intelligence;
convolutional neural networks; transfer learning

1. Introduction

The onset of the COVID-19 pandemic had an adverse effect on waste in terms of
quantity and patterns [1-4]. The amount of packaging waste generated has surged as
well due to strong demand for both food and parcel delivery services, particularly after
the onset of COVID-19 [4]. According to the Korean Ministry of Environment (MoE),
the average daily volume of plastic waste generated in 2020 increased by 15.6 percent
compared with the same period in 2019 [5]. Considering this plastic waste increase, it is not
hard to conjecture an increase in paper waste volume as well. Among the paper waste, on
average, about 70 percent of liquid cartons (or paper packs) were not recycled but simply
thrown away. Regarding liquid carton waste, Korea imports all the high-grade pulp used to
manufacture milk cartons domestically, with there being a paucity of wood and many other
natural resources on the peninsula. Of the 1.45 million tons of recycled waste paper used
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in Korea, mixed paper waste accounted for 9.8 percent of the total in 2004 [6]. Packaging
paper and other paper products are categorized as mixed paper waste, but 71 percent
of milk cartons and other high-quality paper are being discarded [6]. Milk cartons in
particular are often classified as general waste and not recycled, either being incinerated or
sent to landfills. Packaging paper waste brought to certain public depots is appropriately
sorted and collected but only at irregular intervals. For residencies, the conditions to
realize a rational separation, collection, and recycling system have not yet materialized,
making sorting and disposal inconvenient and inefficient. Some of these inefficiencies and
inconveniences are described below.

The pulp used in the manufacturing of paper packs is of the highest quality, containing
at least 75 percent natural pulp. Natural pulp is valuable and used in a wide variety of
applications, including toilet paper, food-grade packaging paper, notebooks and legal pads,
printer paper, shopping bags, paper stock for the manufacture of new paper, cardboard
boxes, wrapping paper, wallpaper, and egg cartons. Moreover, internal coating agents used
to contain liquid can also be profitably recycled into various products, including aluminum
ingots and powders, kerosene, roof tiles, and aluminum sheets. The various components
of paper packing materials that can be recycled have a wide range of applications and are
capable of generating ample profits for waste management firms.

Currently, large volumes of liquid carton waste are collected by primary collection
firms, and they are mixed with general paper waste. Liquid cartons should be separated
from general paper because they are in a different regenerating process for stripping off
the inner coating layer that contains the liquid. Collected paper waste is processed by
secondary firms, but in this process, the liquid cartons are not separated from general paper
waste but rather contaminated, making much of it unusable. Ultimately, those high-quality
recyclable materials easily end up in landfills or incinerated.

There exists a system of sorts for compensating those that recycle some waste materials,
but it is very limited and a source of much frustration. Consumers that dispose of paper
waste at appropriate government-designated facilities are financially compensated for
doing so, but participation guidelines and the rules for receiving the compensation change
frequently and unexpectedly. Many participants have voiced dissatisfaction with the hap-
hazard system. As of now, domestic household waste is sorted by hand in an unsystematic
way following collection, after which the waste is subject to large-scale industrial sorting at
processing facilities. There are some automated technologies used to classify and separate
waste by material properties following secondary collection. These technologies are only
really suitable for use at an industrial scale and cannot be applied to separating recycling
at the individual waste resource unit level at large residential complexes. Therefore, it is
essential to design a method to prevent secondary contamination and commingling. This in
itself requires better separation and sorting at waste production sites and at large residen-
tial apartment complexes in particular. Automated separation and collection technology
must be developed for this purpose. Such a machine that automatically sorts and classifies
household waste at the level of the individual waste resource unit would enable returning
small compensation to the user as a token of the value that he or she contributed. This
machine is called the reverse vending machine (RVM) in that it returns money (or some
reward) by taking a product in just the opposite way of how a vending machine works.

It is quite obvious that high-quality pulp recycling through RVMs will reduce the
number of trees cut and save forests. This paper proposes inspecting the disposed liquid
carton waste in an automated real-scale RVM for a sustainable environment in terms of
material recycling in a new way. Typical compostable paper is easily confused with liquid
cartons due to its product barcode. Thus, this paper is particularly interested in developing
an inspection module for distinguishing liquid cartons from general paper wastes. The in-
spection system is particularly designed for the liquid carton RVM, and the prediction
algorithm is based on an artificial intelligence (Al) vision technique. For the algorithm,
the image data of liquid cartons and other paper waste are prepared and processed. This
paper is composed of the following sections. In Section 2, the related research works and
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company products are discussed. Section 3 is devoted to the description of the proposed
inspection module for a full-sized RVM and its working process. In Section 4, the data
preparation for vision inspection is explained, and the CNN model selection and results
follow in Section 5. Afterward, the discussion of the experimental results and concluding
remarks are at the end.

2. Related Works

In Korea, RVMs have been introduced already by several domestic companies to
create the new marketplace of recycled resources. Oysterable [7] manufactures recycling
receptacles equipped with Al technologies. These bins, which roughly translate to “Today’s
recycling”, incentivize recycling by rewarding users with points to buy products in an
app. Points are collected after users scan the barcodes of any recycling disposed of into
the bins and processed. Paper packaging materials with barcodes are worth 10 points, and
users can buy a 200-mL carton of milk with 100 points. However, the system has several
drawbacks. For one, the bins will not accept waste paper or plastic without a barcode,
and any points earned are nontransferable and can only be used within the Oysterable app.
Moreover, Oysterable is not a waste management firm and does not directly manage its
receptacles or the waste that they collect, so potential users often find Today’s recycling
bins unusable or otherwise incapable of accepting additional waste, with the areas around
the bins and the exteriors of the bins themselves contaminated by waste not accepted by
the bins. In addition, the app’s marketplace is extremely limited, with many listed items
out of stock or otherwise unavailable to purchase. Finally, the technology itself is prone to
errors. Many users have complained that the sensor often does not recognize or pick up the
barcodes of some waste that it accepts, depriving them of points they would otherwise earn.
Another manufacturer, Superbin [8], also provides RVMs with a similar compensation
policy to Oysterable’s, but they accept only cans and plastic bottles. The Superbin RVMs
can determine the disposed items by vision-based deep learning, and thus they can accept
products without barcodes. However, this company is not a waste management firm either,
and the vision technique is not for the purpose of inspecting entered items. It is important
to inspect the items whether the waste is acceptable or not because the machine should be
working by itself without any human operator. Anyone can try to gain unfair profits by
disposing of wrong products with different barcodes or contaminated waste which must
be thrown away.

Korean firm Greenstar [9] makes an RVM-type receptacle branded the PET Flake RVM.
The machine accepts PET bottles and is capable of significantly reducing their volume
through pulverization in the device itself. However, the technology is not yet capable of
adequately distinguishing and separating PET bottles from other plastic materials such
as labels, which is a major drawback. For this technology to expand, it needs to have a
greater impact on the overall collection process. Resource Innovation [10] is a domestic
household waste management company, and it has been developing various types of
RVMs as well. They claim the RVM can be optimally developed by waste management
companies because they have direct interests in RVM operations and recycling management.
Additionally, proper waste recycling can be settled by waste management RVMs. One of
their RVMs is the paper pack waste collector. However, it also needs an intelligent collecting
module to automatically recognize the waste deposited and to make a decision on whether
the entered item is acceptable or not.

Bobulski and Kubanek [11] designed an automatic waste segregation system. They
used a deep convoluted neural network (CNN) to classify waste images. Their design
was intended for the use of plastic waste segregation in a large facility (not an RVM), but
the design scheme can be extended to the vision inspection of liquid carton waste in an RVM,
as the inspection itself utilizes the same classification method. The automation technique
was applied for the large-scale waste handling process. An RVM for plastic bottle recycling
was proposed by Mariya et al. [12]. They built a prototype of the RVM design with the
object detection methodology by the TensorFlow model. It is noted that the research dealt
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with the inspection system and whether the waste is appropriate or not by the vision-based
technique, but this prototype was only for the plastic bottle, and the full-scale prototype was
not shown. Another plastic RVM was proposed by Mwangi and Mokoena [13]. They used
deep learning technology to detect the status of a plastic bottle. Even though this paper is
also only for plastic waste in need of full-scale production, this paper provided an inspection
system with four quality levels: (1) only the seal exists, (2) both the seal and cap exist,
(3) only the cap exists, and (4) neither the seal nor the cap exist. Lopez et al. [14] studied the
waste collection by an RVM. They used the YOLOv3 [15,16] framework algorithm for the
training of images, and they built a prototype for a system with process logic. Their work
was only for PET bottles, and some other inappropriate products were not regarded. Meng
and Chu [17] studied garbage classification methodologies based on vision data. They
utilized images from the Kaggle datasets [18]. They made six categories: cardboard, glass,
metal, paper, plastic, and trash. In the paper, it is noted that different Al techniques (support
vector machines and different CNN architecture models) are discussed. The work dealt
with only the classification method and not RVMs. As noted in the paper, the study needs
more data from real and complicated situations, and it also lacks the liquid carton class.
Liquid cartons need to be separately collected from other paper waste; otherwise, liquid
cartons are all filtered out due to its inner coating film. The problem is that liquid cartons
are also recognized as packaging paper, similar to other paper waste, and consumers are
always easily confused. For CNN training, a typical challenge is a small set of data, as
described in [17]. Transfer learning is a method for storing knowledge gained while solving
one problem and applying it to a different but related problem [15,19-24]. Through transfer
learning, image classification can be more accurate with only a small amount of image data.

3. Proposed System for a Reverse Vending Machine (RVM)

Over half of Korea’s 51 million inhabitants live in large residential apartment com-
plexes. These sites generate a great variety of waste resources, and so a machine or device
of some sort able to sort and automatically classify these waste products could significantly
increase the utilization rate of limited domestic resources. Moreover, given that increasing
volumes of produced household waste have a deleterious environmental impact on living
space, such a device should be able to accept and sort waste at any time day or night.
Reforming the waste collection process in such a way would minimize the contamination
of waste resources and raise the quality of recycled products, helping lay the groundwork
for a sound sectoral profit structure. With such a structure in place, waste resource firms
would be incentivized to raise collection rates, ultimately helping to achieve a virtuous
cycle of resource circulation and recirculation. It follows that an automated system for
collecting and inspecting paper waste is necessary.

Both for the sake of environmental preservation and to create a virtuous cycle, we need
a policy that incentivizes the recycling of packaging paper (and milk cartons in particular)
and plastic waste generated at large residential complexes through a direct compensation
mechanism. Such a policy would enable better utilization of waste resources—making the
proper disposal of trash valuable—and increase the recycling rate.

To this end, we propose the following system. It makes use of RVM-type technology
based on a smart IoT platform. This solution is targeted at large apartment complexes
comprising 400-500 units that produce an average of 1 kilogram of packaging paper waste
every month. The device would be capable of accepting around 2000 200-mL, 500-mL,
and 1-L liquid containers (milk cartons and forth), or about 50 kg of waste in 1 month.
The system would collect and compile all collection data in order to directly compensate
users and must include some service capable of effective sorting, collection, and transport.

Such a system would leverage its compensation mechanism to encourage passive
collection and separation, mitigating logistics costs and providing an innovative opportu-
nity to transition away from manual, labor-intensive collection methods. To demonstrate
this system, the RVM prototype was fabricated by Resource Innovation [10] as shown
in Figure 1. For the RVM shown in Figure 1, the receiving slot of the paper waste RVM
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would have a length matching the measurements of the packaging waste (milk cartons
and so forth) that it is designed to accept to prevent commingling. The waste materials
would be classified by barcode. For the safety of young children, the slot of the RVM
would be positioned at least 1.2 m off the ground, and for the convenience of users (and to
better promote the use of the machine), a monitor displaying promotional information or
guidance would be installed in the space above the machine. This space would also include
the barcode sensor, camera, and other equipment.

T A
LED Display
Inlet Hole for
Later Use Barcode
Reader
~2'm Insert Slot
Inspection
Meodule
Collecting Bins and
Space for Extra
Functions
PR —

Figure 1. Proposed RVM.

The compressor would be a modified design of an existing compression device. (The
compressor function can be seen in the lower left space in Figure 1.) The compressor
has a suite of safety features that sets it apart and makes it especially suitable to this
task. For example, the device will press some waste paper deposited haphazardly into
the receptacle, but any load above a certain threshold will deactivate the compressor.
Furthermore, the press speed can be limited to prevent severe accidents.

With a number of connected sensors and monitoring devices, as well as access to
a wide variety of data, this device represents a new strategic development capable of
producing real-time environmental data, providing an effective and low-cost solution to
a critical waste management problem. Every stage of the process is automated in this
system by the process logic shown in Figure 2, from the start of pushing a button to the
final reward processing. After the paper waste is read by the barcode reader, the waste
is deposited into the slot by the user. It is then relocated into the inspection module, and
the internal weighing system calculates the mass of the packaging waste to the nearest
five hundredths of a gram before vision-based inspection is initiated. The integrated IoT
technologies will allow the device to interpret and communicate sensor data to users via a
monitor, displaying real-time aggregate weight data and inspection results. If the inspection
result is not good, such as having unmatched items compared with the barcode information,
then the RVM returns the item for restarting the process up to three times. The aggregate
data are designed to be linked to the incentive or compensation system apartment complex
residents will use to earn rewards for recycling paper waste.
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Figure 2. RVM process logic.

4. Data Preparation for the Vision-Based Inspection

The inspection module developed in this study is based on the vision system. The cam
is installed at the top of the module so that it can take a picture of the deposited item.
The picture is then processed by the convolutional neural network (CNN) algorithm.
The CNN is basically the trained database model which compares the taken picture with
the target images assigned to a certain category. In this study, the target category was
the paper pack. For the construction of the CNN model, many liquid carton and paper
images were collected for the target database. For the comparison database for items not in
the target category (e.g., aluminum cans, PET bottles, and glass bottles), the Kaggle open
datasets were used as well.

Various cams in a certain range of prices were compared, because the RVM should be
cost-competitive, and it is typically installed in an open area. The cam models compared in
this study were ESP32-CAM, OV7670, OpenMV-CAM M7, and APC930. The specifications
of the cam are summarized in Table 1. The cameras were evaluated based on the loss
function results of the CNN training.

Table 1. Camera comparison for taking pictures of liquid cartons and paper waste.

Cam Name Approx. Cost Size Resolution (Max.)
OV7670 uUSsD 5 21 x 12.5 X 4.6 mm 640 x 480
ESP32-CAM(0OV2640) UusD 7 27 x 40.5 x 4.5 (+0.2) mm 1600 x 1200
APC930 USsD 50 Typical web cam size 2592 x 1944
OpenMV3-CAM M7 USD 60 45 x 36 x 30 mm 640 x 480

In this study, it was considered important to determine the categories of waste, par-
ticularly between the liquid cartons and other paper wastes, because people can be easily
confused between the two types. The proper images tagged with appropriate classes
were not found in the Kaggle database. Thus, typical wastes of liquid cartons and other
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papers were collected and had photos taken of them. To facilitate the process of image data
construction, the experimental set-up, which provided a similar inspection environment to
that of an RVM, was built to collect the images of liquid cartons and other paper wastes as
shown in Figure 3. In Figure 3, the space in the aluminum frames was about the same as
the one in an RVM, and the camera selected and switched from the cam models in Table 1
as well as a flashlight were installed at the top. The screens were attached on the top and
sides. The waste was located in the middle of the bed, as shown in the bottom-right inset.
Some of the images collected only for this study are shown in Figure 4. Additionally, the
camera images taken by the four cams used in this study are shown in Figure 5.

Cam &
Flash Light

Screens

Waste

Figure 3. The experimental set-up to capture the images of liquid and non-liquid cartons and test the
inspection agent.

o
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200 300 400 200 300 200 300 400 0 100 200 300 400
300
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Other Wastes Other Wastes Other Wastes Other Wastes Other Wastes

Figure 4. Waste sample random images (top row: liquid carton; bottom row: other paper waste).

!

0Vv7670 ESP32-CAM(0OV2640) APC930 OpenMV3-CAM M7

Figure 5. Waste sample images of four cameras used in this study.
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A total 250 images, labeled as two classes of “Liquid Cartons” and “Other Paper
Waste”, were imported into the data frame and split at a ratio of 8:1:1 as the training, vali-
dation, and test sets, respectively. Among the 250 images, 200 images were for the “Liquid
Carton” class, and the others were for the “Other Paper Waste” class. Using the “ImageData-
Generator”, data augmentation was employed by rotating, zooming, flipping, and rescaling
the taken images to reduce the possibility of overfitting during training. In this study,
transfer learning was used as well to increase the speed and accuracy of training. While
training, the sigmoid activation function and Adam optimizer were employed.

5. CNN Model Selection and Training Results

Various CNN models were also compared for selection of the RVM inspection agent.
Some of the best and most well-known Keras pretrained models for image classification [25]
were chosen and evaluated for RVM item inspection. These pretrained models were trained
from the ImageNet dataset in advance. Based on the report in [25], an appropriate model
for this study could be selected, as the CNN models’ performances were well summarized
in terms of the accuracy, training time, and number of parameters among the considered
models. However, neural networks are generally dependent on the characteristics of the
data with which they are trained. For this reason, some of the CNN models from [25] were
evaluated by training with waste images. In the evaluation, only three training epochs
for all considered models were used to save time due to the observation that the first few
epochs gave some important traits, showing a convergence tendency. The models rated
for paper waste inspection were DenseNet121, DenseNet169, DenseNet201, InceptionRes-
NetV2, InceptionV3, MobileNet, MobileNetV2, NASNetLarge, NASNetMobile, ResNet101,
ResNet101V2, ResNet152, ResNet152V2, ResNet50, ResNet50V2, VGG16, and VGG19.

As shown in Table 2, the dense convolutional network (DenseNet) architecture was
found to be most appropriate due to its compact size (in terms of the number of parameters
and computational costs) and good accuracy. The authors in [26] confirmed its state-of-the-
art results across several highly competitive datasets under multiple settings. The main
structure of the DenseNet model is shown at the top of Figure 6, and the architectures
of three typical DenseNet models are shown below it. Based on Table 2, DenseNet121
was selected due to it having the shortest training time, while its validation accuracy was
only about 5% lower than the most accurate model of MobileNet. However, the time for
MobileNet was close to six times greater than that of DenseNet121. The DenseNet121
model was found in various previous works to have good performance [19,27-29].

Table 2. Performance comparison of pretrained CNN models from the research in [25], which was
performed for paper waste images with three-epoch training.

Model # Model Name # of Params. Val. Loss Val. Accuracy  Avg. Train Time (sec)
0 DenseNet121 7037504 0.759289 0.68 5.453455
1 DenseNet169 12642880 0.795796 0.52 11.084392
2 DenseNet201 18321984 0.775931 0.64 17.261508
3 InceptionV2 54336736 0.893524 0.44 23.631910
4 InceptionV3 21802784 1.162572 0.68 27.375968
5 MobileNet 3228864 0.537322 0.72 29.848626
6 MobileNetV2 2257984 0.615087 0.64 32.811313
7 NASNetLarge 84916818 0.551849 0.68 42.446900
8 NASNetMobile 4269716 0.691367 0.60 49.387492
9 ResNet101 42658176 0.649798 0.68 54.362955
10 ResNet101V2 42626560 0.663760 0.60 59.170646
11 ResNet152 58370944 0.696107 0.44 64.988068
12 ResNet152V2 58331648 0.852025 0.64 70.511745
13 ResNet50 23587712 1.033090 0.32 73.543981
14 ResNet50V2 23564800 0.981271 0.56 76.889576
15 VGGI16 14714688 0.632876 0.68 79.721715

16 VGGI19 20024384 0.864015 0.32 81.899129
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Figure 6. The structure of DenseNet models, with a block diagram in the top inset and the detailed
structure at the bottom [26].

By using DenseNet121 and transfer learning, the inspection agent was trained with
two classes of images. Figure 7 shows the validation loss and accuracy regarding the three
sets of 10, 100, and 500 training epochs. In the left column of insets in Figure 7, the training
results with only 10 epochs are shown. The training loss decreased over the epochs, but
the validation loss did not converge in the same pattern (even though it was increasing),
meaning that the number of epochs was not enough for a good classifier. The insets in the
middle column show the results with 100 epochs of training. A good pattern of convergence
can be observed in the figures, as the training loss approached about 0.1, and the accuracy
reached close to 1.0. However, some gradient in the validation loss can still be observed,
and this implies possible improvements in training with more epochs than 100. In the
right column of insets, the results are for 500 epochs, showing the convergence of training
loss and accuracy in a stable manner. The validation loss and accuracy were 0.05 at its
minimum and almost 0.96 at its maximum, respectively. Due to the intrinsic nature of
neural networks, the resultant training values could vary along with the trials at different
instances. However, the convergence patterns and round numbers were similar to the ones
reported here.
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Figure 7. The training results for the DenseNet121 model for various sets of epochs.
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The classification performance for paper waste images was evaluated for the cams
considered in Table 1. The experiments were performed in settings identical to those
explained earlier with the same number of epochs. The number of training epochs was 100,
and the same DenseNet121 network was trained using 40 different images taken by each
cam for the cam performance. The best result as the minimum value of the loss function
was found by the ESP32-CAM model, whose value was far smaller than those of the other
cams, as shown in Table 3. When comparing the loss results of the other cams, the values
were not remarkably high, meaning the price of the cam can be one of the major factors to
consider for RVM construction.

Table 3. Cam performance comparison for image classification training.

Cam Name Min. Loss
OV7670 0.0156
ESP32-CAM(OV2640) 0.0040
APC930 0.3386
OpenMV3-CAM M7 0.1401

6. Discussion

As expected, a smaller loss function value could be obtained by training with more
epochs, as shown in Figure 7. For the models with 100 and 500 epochs, the monotonic
movements of the saturation were shown. The accuracy for the validation did not change
over some range of epochs or jumps up and down. This could be due to the small validation
set. The training loss results also showed the performances of a number of cams. Contrary
to intuition, the cheapest cam showed the best result, implying the price could not be a
critical factor to consider. Rather, the number of images or the diversity was more important.
Of course, the training results could be altered by different datasets. In addition, the cams’
capabilities are very different from one another, and so a selection cannot be made solely
by the CNN training.

Each agent was tested in a real RVM with images not used during training and
validation. The class prediction was decided with a threshold of 0.5. The agents trained by
10, 100, and 500 epochs, shown in Figure 7, were tested from the test dataframe of the image
data. Random images from each class were tested, and they are shown in Figures 8-10.
Figure 8 shows the test results of the 10-epoch agent. The top row is the liquid carton
images, and other papers are in the bottom row. The 10-epoch agent correctly classified the
liquid carton images, but all the paper waste images in the shown inset figure were not
correctly classified because of the low accuracy or insufficient number of training epochs.
The 100-epoch agent (Figure 9) showed better test results than the 10-epoch agent. However,
some of the images were still incorrect (the first in the top row and the last in the bottom
row). The hand in the image (the first in the top inset) could have confused the inspection
agent. The 500-epoch agent (Figure 10) showed the best results, with all images correctly
classified, as expected, with the maximum accuracy. This implies that a number of epochs
greater than 100 is required for good training, and with only 250 image data samples and
transfer learning, a successful classification agent for waste inspection could be obtained.
However, the successful results could not be guaranteed as in general neural network
problems. When training was reset and initiated in a new trial, some instance with a wrong
decision was observed even with 500-epoch training. At this time, the validation accuracy
was not much smaller than the results in most instances.

The validation accuracy Prp; was 0.96 for this round of training. The outcomes were
even more accurate using the process logic in Figure 2, because it evaluated the inspection
three times. Then, with 96% accuracy, the overall accuracy could be increased up to 99.99%
because the possibility of false detection three times in a row Prpj3 is 0.0064%, and it is
expressed as

Ppps = (1— Prpp)°. (1)
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Figure 8. The classification test results for the DenseNet121 model trained by 10 epochs (top row:
liquid carton; bottom row: other paper).
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Figure 9. The classification test results for the DenseNet121 model trained by 100 epochs (top row:
liquid carton; bottom row: other paper).
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Figure 10. The classification test results for the DenseNet121 model trained by 500 epochs (top row:
liquid carton; bottom row: other paper).
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7. Conclusions

This paper proposed a new inspection module for liquid carton recycling. The module
was developed with vision-based technology using the DenseNet121 CNN model. Waste
images taken by the camera at the top of the module were assessed to determine whether
the disposed item was acceptable or not. The inspection algorithm dealt with the inspection
agent accepting or returning the item. To design the agent for the CNN, 250 image data
were prepared using a video camera. Then, using the imported images, the CNN model
was trained by various pretrained CNN models. A number of cams were also evaluated by
the training results. By using the pretrained models and transfer learning, the small set of
image data (250 images in this study) could enable the training convergence trends without
being stopped early by overfitting. Here, 17 pretrained models were evaluated with the
same training settings.

As a result, the DesnNet121 pretrained CNN model was the most fitting model for this
waste-inspection problem in terms of its having the shortest training time and a compact
size. The validation loss and accuracy values were also comparable to the values of the
best model. The trained agents with different numbers of epochs were also tested using
the same DesnNet121 CNN model. As expected, the lower amounts of training yielded
poor inspection outcomes. With the 500-epoch agent, all the classification decisions were
correct. The time which was taken to inspect one item was less than 2 s (taken for running
the inspection code after the trained CNN was obtained), and the accuracy was greater
than 99%, meaning the proposed module can be applied to real-world RVMs, and an RVM
with this inspection system will promote sustainable waste material recycling.

The inspection module needs more work to be built into RVMs. The algorithm and
inspection agent should be embedded in the microboard. The conveying mechanism has to
be constructed for smooth operation from deposition to inspection and storing the waste
or returning it. Additionally, tending action is required for good vision conditions during
automation. As discussed, some other objects in a different organization may degrade the
inspector’s performance. Most of all, the inspection agent can be upgraded using images
users have given RVMs because the user can claim incorrect consequences, which can
correct the model further. This upgrading algorithm remains for future work. To enhance
the accuracy and guarantee performance, additional information, including the physical
characteristics of waste, can be incorporated into the inspector along with the CNN model.
This hybrid inspection system also remains for future work.
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