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Abstract: External cognitive burden has long been considered an important factor causing pedestrian
navigation safety problems, as pedestrians in navigation inevitably acquire external information
through their senses. Therefore, the influences of different types of sensory modalities and cognitive
loads on walking navigation are worthy of in-depth investigation as the foundation for improving
pedestrians’ safety in navigation. This study investigated users’ performance in visual, auditory, and
tactile navigation under different cognitive loads by experimental simulation. Thirty-six participants
were recruited for the experiment. A computer program simulating walking navigation was used,
and three different cognitive task groups were set up. Participants’ reaction times and performances
were recorded during the experiment, and a post-test questionnaire was administered for evaluation
purposes. According to the tests, the following points are summarized. First, visual navigation
performed the best in load-free conditions, which was significantly faster than auditory navigation
and tactile navigation, but the difference between the latter two was not significant. There was
a significant interaction between navigation types and cognitive load types. Specifically, in the
condition without load, reaction time in auditory navigation was significantly slower than those in
visual navigation and tactile navigation. In the condition with auditory load, reaction time in visual
navigation was significantly faster than those in auditory navigation and tactile navigation. In the
condition with visual load, there were no significant differences among the three navigations.

Keywords: wayfinding; walking navigation; navigation methods; cognitive load

1. Introduction

Walking is generally considered a sustainable and healthy way of travel. However,
the cognitive loads of navigation interaction in the process of walking and pathfinding may
be an inevitable factor affecting walking safety. At present, visual navigation is the main
type of navigation but, in fact, there are many independent or composite sensory naviga-
tion methods to choose from. Moreover, with the popularization of ubiquitous personal
communication equipment, navigation has iteratively evolved and become widely used.

Specifically, digital mapping and navigation are designed to help people arrive at
destinations efficiently, especially as smartphones have become commonplace, and people
can look up locations and initiate navigation at any time. Navigation systems based on
digital maps require the user’s attention to the screen, which can be problematic when
visual attention is required in the environment to avoid obstacles, other pedestrians, or
surrounding traffic [1]. Existing pedestrian navigation systems are usually developed
from car navigation and are not designed for pedestrian mobility characteristics [2,3]. The
main problem is that navigation is not the main task when traveling, and people are often
visually or auditorily occupied [4]. For example, while navigating on foot, the user may
also be burdened with other visual or auditory cognitive tasks, such as checking other
information or being on their phones and having conversations with others. In this context,
cognitive loads may even cause safety issues in walking navigation.
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To explore the interaction options for sensory modalities, this study simulated a
typical cognitive load scenario for navigation in an urban environment and examined the
relationship between different sensory modalities and different cognitive loads on users
while navigating on foot under virtual wayfinding.

To our knowledge, there have been few studies that have compared navigation with
different cognitive loads specifically based on three sensory modalities and that have
drawn conclusions about the correlation between navigation style and cognitive load. The
contribution of this work is as follows: cognitive load was introduced into the walking
navigation scenario to establish a relationship between cognitive load and sensory modal-
ities. A quantitative study was carried out using several methods of cognitive load in a
task-simulated navigation situation, collecting objective data about the reaction times in
different states and analyzing them in combination with subjective data from a post-test
questionnaire. This paper contributes to the understanding of sensory load and provides
insight into the future design of navigation modalities, especially in considering safety
matter factors that are closely related to sensory modalities and cognitive loads.

The rest of this paper is organized as follows: Section 2 reviews the current state
of research on sensory modalities and cognitive loads related to walking navigation and
proposes research goals; Section 3 describes the experiment, including the participants,
materials, and process, followed by the results of the experiment, analyzing the collected
data of the success rate, reaction time, satisfaction, and subjective ratings of task load;
Section 4 discusses the results; and Section 5 summarizes this work and gives an overview
of future work.

2. Background
2.1. Walking Navigation and Sensory Modality

The process of navigation consists of two main components: locomotion and wayfind-
ing. Locomotion is the physical movement of a person from a starting position to a
destination; wayfinding is the process of finding a destination [5]. Wayfinding is usually
used for directed movement in unfamiliar environments. People primarily obtain visual
guidance instructions from the environment, such as using landmarks for orientation
and decision-making [6], passing cognitive elements, such as names of paths and turning
points [7,8]. People sometimes require navigation systems to provide more integrated
navigation instructions and to help reduce the cognitive load during wayfinding [9].

The main reason for this reduction in cognitive load is that navigation systems inte-
grate the spatial information on which people focus. Instead of traversing all the informa-
tion about the environment, people use navigation systems to reallocate their attentional
resources [10,11]. However, some studies have shown that users’ attention is divided
between the navigation system and the environment when using navigation devices [12].
For example, users’ attention is drawn to location signals (flashing lights or beeps) on the
GPS navigation system [10], and using other applications on the phone during navigation
can lead to distraction.

Psychologically, attention is inextricably linked to the senses. The receptors of the
eyes, ears, and skin are used to receive energy stimuli, such as light and sound, and forced
to form sensations, such as sight, hearing, and touch, which are also known as sensory
modalities. These sensory modalities are used by humans to receive stimulus signals
from most sources of information in the external environment [13]. At the same time, the
designer can allocate the user’s attention by predetermining which navigation attributes to
select and how the system will represent them [14]. Therefore, many navigation systems
have been designed and validated for usability from the perspective of sensory modality.

Van der Bie built a multimodal messaging framework for transmission through smart-
watches and smartphones, and their work presents how communication of wayfinding
information to people with visual impairment (PVI) can be improved by utilizing four
modalities: audio, voice, tactile, and visual [15].
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• Visual

Paper maps are the most traditional navigation tool and contain a lot of information,
but can distract the user during walking [16]. Many electronic navigation devices present
the user with a large amount of information in pictures and text through a screen. The
advent of augmented reality has added a new solution to visual navigation. For example,
Narzt used a car windscreen as a prospective vehicle for an augmented reality application
to guide the way through different colored paths [17] and Cherchi used the camera preview
of a mobile phone combined with augmented reality signals to guide through a 3D arrow
pointing to the current target point [18].

• Auditory

Auditory navigation uses both verbal and nonverbal audio. Verbal audio (similar to
verbal messages, such as “turn right”) is more prevalent in navigation systems, but this
can be affected by noise in the environment [18,19]. Navigation systems that use nonverbal
audio accurately communicate distance and forward direction information to participants
and require less of the user’s attention [16,20]. Spearcons’ nonverbal navigation-based
audio feedback can communicate distance and forward direction information to users
during navigation [21], and research has shown that Chinese-based speech is more effective
in communicating with native Chinese speakers [20]. In addition, a study by Shelton
showed that auditory reaction times were faster than visual response times. Moreover, men
responded faster than women to both auditory and visual stimuli [22].

• Tactile

Tactile information is less commonly used in human–machine interfaces. It consists in
conveying navigation information through various vibration patterns (rhythm, intensity,
and frequency [23]) of some wearable components (wristbands, belts, helmets, etc.,) in
contact with human skin. Tactile information appears to reduce the number of errors and
cognitive load compared to other navigation modalities [24]. Arab’s study showed that
haptic navigation aids reduced the number of errors made by older users [25] and Ernst’s
study showed that less noisy channels with more reliable information were given higher
weight in the integration of visual and haptic information [26].

2.2. Walking Navigation and Cognitive Load

Sweller proposed the Cognitive Load Theory (CLT), which states that “cognitive
load” is the total amount of information that an individual can process during information
processing [27]. Individuals have limited cognitive resources, which are consumed by
the cognitive processing required to learn knowledge and solve problems [28]. When the
cognitive load is too high, working memory can become overloaded, and this can have an
impact on the user’s behavior; for example, the inability to notice valid information, the
inability to respond accordingly, incorrect actions, etc.

When walking in an unknown environment, we often use navigation devices to
support the cognitive processes needed to navigate as optimally as possible [29]. However,
the formation of mental spatial representations is demanding and limited by the capacity
of human attention [30–32]. For example, while navigating a walk, the person next to you
may talk to you. In this case, the navigation device sends out route guidance instructions
while you listen to the words of the person next to you and give a response. If this is
an unfamiliar journey, it will be difficult to notice what the person next to you says and
to ensure correct orientation, and the response to the navigation message will be slower
during the conversation.

According to Brugger [5], people perform two tasks while navigating: wayfinding
and locomotion. In the wayfinding task, the user receives navigation guidance instructions
and compares the corresponding information in the environment to confirm the direction
of travel. In the locomotion task, the user interacts more with the environment, e.g., using
a mobile phone, talking to a companion, paying attention to traffic signs, etc. Therefore,
there is an interrelationship between the user’s navigation task and the cognitive load
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between the human, the machine, and the environment during navigation (Figure 1). The
user’s cognitive load consists of two components: the navigation load caused by navigation
guidance instructions during wayfinding and the incremental visual or auditory cognitive
loads caused by the environment during travel, i.e., the environmental loads. When both
parts of the cognitive load need to be processed simultaneously, the user needs to allocate
their cognitive resources and attention between the two parts to ensure that the navigation
task is completed.
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2.3. Research Objectives

Current navigation devices mainly rely on the turn-by-turn navigation command
strategy [33,34]. In a navigation scenario, the user actively receives auditory or visual
instructions at each intersection as he or she moves along the route. The study was
based on this navigation method, and the experiment set the navigation types and the
cognitive load increment as independent variants. The first independent variant, the
navigation type, included visual navigation, auditory navigation, and tactile navigation;
the second independent variant, the cognitive load increment, was introduced by setting
up the corresponding tasks: cognitive load induced by visual predominance—visual load;
cognitive load induced by auditory predominance—auditory load; and a control group—
load-free.

The following hypotheses were proposed for the existing studies and the relationship
between navigation types and cognitive load increment in this study.

1. Increasing the cognitive load has a negative effect on navigation efficiency.
2. Navigation instructions and cognitive load in the same sensory modality interfere

with each other, leading to a decrease in navigation efficiency.
3. When the navigation instructions and the cognitive load are in different sensory

modalities, navigation efficiency is less affected.

3. Experiments
3.1. Methods
3.1.1. Participants

In our experiment, 36 healthy adults (22–29 years old; 18 males and 18 females) were
recruited to participate through a university in Guangzhou. All participants were ignorant
of the purpose of the experiment, reported normal hearing and normal/corrected-to-normal
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vision, and were right-handed. Informed consent was obtained from all participants. Partic-
ipants were reimbursed with a gift. All procedures were approved by the Academic Ethics
Committee of Guangdong University of Technology (approval code GDUTXS2022085).

3.1.2. Research Design

A 3 (navigation types: visual navigation, auditory navigation, and tactile navigation)
× 3 (cognitive load increments: visual load, auditory load, and load-free) mixed design
was adopted. The navigation type was the between-subject variable and the cognitive load
increment was the within-subject variable. The dependent variables included the success
rate, reaction time, satisfaction with navigation, and subjective load rate. All participants
were randomly assigned to one of three groups (six males and six females in each group),
and each group used one navigation type.

There were three types of navigation in the experiment. When using visual navigation,
the corresponding directional sign turned red at the turn (Figure 2); when using auditory
navigation, the program emitted a corresponding voice at the turn, e.g., “turn right”; when
using tactile navigation, a vibrating device worn by the participant on the wrist vibrated at
the turn, with the left wristband vibrating for a left turn, the right wristband vibrating for a
right turn, and both vibrating for straight ahead.
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There were three cognitive load increments in the experiment. The visual load repre-
sented the visually-induced cognitive loads during navigation, and the experiment was set
up with a puzzle game to distract their visual attention and simulate the visual cognitive
load increments. The auditory load represented the auditory-induced cognitive load during
navigation, and the experiment was set up with audio multiplication questions to ask the
subjects (these questions were simple multiplication questions and did not cause excessive
cognitive load) to simulate the auditorily induced cognitive load increments. The load-free
group was regarded as the control group, where no additional cognitive load increments
were generated by the added task.

The success rate was the percentage of participants who completed all cognitive load
increment tasks, reflecting the difficulty of the task. The reaction time was the time that
elapsed between the presentation of a sensory stimulus and the subsequent behavioral
response [35]. This showed the efficiency of human navigation under specific conditions.
The experiments were performed using the average response time at seven turnings. In
addition, satisfaction with the navigation types and the subjective load rate were collected
from all participants in the form of a questionnaire after the test. This reflected the subjective
evaluation of the experiment by the participants.

3.1.3. Apparatus

The experimental program was created by Visual Studio Code (version 1.46.1), which
was used to provide virtual signposts and give navigation instructions in an orderly manner
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through an ASUS computer (GU603H) while recording data, such as participant response
times. The experimental setup consisted of an ASUS computer (GU603H) with an external
keyboard, a haptic wearable (homemade), and an iPad, as shown in Figure 3.
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Figure 3. Devices used in the experiment. 1. An ASUS computer (GU603H). The display shows a
section of the route under virtual conditions; the computer speakers play the audio. 2. A computer
external keyboard. Participants press the corresponding left, straight, and right direction keys after
receiving navigation cues to complete the corresponding direction selection. 3. Haptic wearable
devices (including the vibrating wristband, an Arduino UNO R3). 4. iPad. Used in the visual
load. Participants used this device to complete the puzzle. The puzzle details are available at
(https://www.jigsawplanet.com/?rc=play&pid=1aef19862cc6, accessed on 20 June 2022).

The computer program interface is shown in Figure 4. The computer monitor pre-
sented navigation cues (Figure 4b), road signs at turns (Figure 4c), and visual navigation
(Figure 2), with a screen resolution of 2560 × 1600 pixels, a refresh rate of 165Hz, and
a sight distance of 57 cm. Auditory navigation was output through the speakers of the
ASUS computer. Haptic navigation was presented through a haptic wearable device (the
vibrating wristband, an Arduino UNO R3) worn on the wrist. In addition, the auditory
load also output through the speakers of the ASUS computer, and the visual task was
presented by the iPad (Air 3).

3.1.4. Tasks

Participants sat in front of a computer for the experiment. The computer program
(Figure 4a) provided three types of navigation (visual navigation, auditory navigation, and
tactile navigation), and participants engaged in one of the navigation cue types according to
their group. There were three cognitive load incremental tasks (visual load, auditory load,
and load-free, as shown in Figure 4a). The visual load experiment required participants
to process a visually-induced cognitive task while receiving navigation (the participants
attempted to complete a 24-piece puzzle, and puzzle completion was recorded). The
auditory load experiment required participants to process an auditory-induced cognitive
task while receiving navigation (the participants attempted to answer the multiplication
questions in the audio, and the number of questions answered and the percentage of correct
answers was recorded).

https://www.jigsawplanet.com/?rc=play&pid=1aef19862cc6
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To reduce the effect of the experimental order on the experiment, the three routes on
the cognitive load task were navigated in a different order of instructions but with the same
distance length (same travel time in the experiment). The total route travel time was 141 s,
consisting of seven intersections (navigation cue points) and eight segments of travel.
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Figure 4. Computer program interface. (a) Home page. The participants experienced the program
for the first time and became familiar with the experimental operation; they selected the navigation
type and cognitive load task, entered the participant number, and pressed the ok button to enter the
test; (b) The route in progress. This simulated the time participants traveled on the route; (c) Select
the direction to proceed. The participants received a navigation instruction and pressed the direction
button to select; (d) Wrong choice. The round of navigation was over, and they returned to the home
page; (e) Successfully reached. They returned to the home page.

3.1.5. Procedures

Before the experiments, participants were asked to familiarize themselves with the
experimental procedures.

During the experiment, the virtual road signs on the screen changed as they traveled,
and the participants were prompted by the instant navigation to choose the way forward.
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When advancing to the intersection, the virtual road marker appeared on the screen, and
the navigation prompt was issued after 1 s. The participant received the prompt and
selected the direction by pressing the direction keys on the external keyboard. If the
participant’s choice of direction was in line with the navigation instructions, the participant
continued to the next distance, and the reaction time of the participant receiving the
navigation instructions at the intersection was automatically recorded in the program; if
the participant chose the wrong direction, the route was stopped immediately and judged
as a failure. The participant’s reaction during the process was recorded.

After the participant completed the three walking routes, the type of navigation was
evaluated on a five-point Likert scale to select the description that best matched his or her
experience during the task. These included the System Usability Scale (SUS), subjective
ratings of load (task difficulty: “It was difficult to use this system for immediate navigation”
and task effort: “It required a lot of effort on my part to use this system for immediate
navigation”), and open-ended questions.

3.2. Results

Five participants were excluded from the analysis who did not complete the full task.
There were ten samples of visual navigation, nine samples of auditory navigation, and
twelve samples of tactile navigation, for a total of thirty-one samples.

Statistical Products and Services Solutions (SPSS) version 26.0 was used to process
the data.

3.2.1. Success Rate

A few participants failed to complete the entire task due to errors during the experi-
ment, and the uncompleted tasks are discussed in Section 5. The success rate of the visual
navigation was 83%, the auditory navigation was 75%, and the tactile navigation was 100%,
χ2(2) = 3.79, p = 0.150. The high success rate is related to the effectiveness of the navigation
method, indicating that this navigation method is effective in people’s different cognitive
load scenarios, and people can reach their destination through turn-by-turn navigation.

3.2.2. Reaction Time

The results of the 3 × 3 repeated measures ANOVA showed that the main effect of
the navigation type was not significant, F (2, 28) = 2.14, p > 0.05, and the post hoc test
(LSD) showed that the RT in the visual navigation (1173.41 ms) was significantly faster
than in the auditory navigation (1788.04 ms), p = 0.049. The RT in the tactile navigation
(1204.70 ms) was not significantly different from the others; the main effect of the cognitive
load increment was significant, F (2, 56) = 11.30, p < 0.05, indicating that the RT in the visual
load increment (2031.34) was significantly slower than those in the auditory load increment
(1442.11 ms) and the load-free (1363.96 ms). The interaction between the navigation type
and cognitive load increment was significant, F (4, 56) = 3.61, p < 0.05. A simple effect test
showed that in the condition with auditory load, there were significant differences among
the three navigations, F (2, 28) = 9.62, p = 0.001, and multiple comparisons (LSD) showed
that reaction time in visual navigation (M = 922.62 ms, SD = 318.77 ms) was significant
faster than those in auditory navigation (M = 1903.43 ms, SD = 257.53 m, p < 0.001 and in
tactile navigation (M = 1529.04 ms, SD = 700.91 ms), p = 0.008. In the condition without
load, there were significant differences among the three navigations, F (2, 28) = 6.79,
p = 0.004 and multiple comparisons (LSD) showed that reaction time in auditory navigation
(M = 1788.04 ms, SD = 233.04 ms) was significantly slower than those in visual navigation
(M = 1173.41 ms, SD = 619.12 ms), p = 0.003 and in tactile navigation (M = 1204.70 ms,
SD = 275.11 ms), p = 0.003. In the condition with visual load, there were no significant
different among the three navigations (Mauditory = 1865.97 ms, Mvisual = 2175.75 ms, and
Mtactile = 2035.03 ms). Table 1 reports the mean and standard deviation of the different scenarios.
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Table 1. The mean and standard error of different conditions.

Visual Navigation Auditory Navigation Tactile Navigation

Visual Load M = 2175.75
SD = 1304.39

M = 1865.97
SD = 250.85

M = 2035.03
SD = 880.23

Auditory Load M = 922.62
SD = 318.77

M = 1903.43
SD = 257.53

M = 1529.04
SD = 700.91

Load-free M = 1173.41
SD = 619.12

M = 1788.04
SD = 233.05

M = 1204.70
SD = 275.11

Figure 5 shows the interaction of the two factors. In the auditory navigation condition,
the navigation reaction times were close for the different loads; in the visual navigation
condition, the visual load increased the navigation reaction time, and the auditory load
decreased the reaction time; in the tactile navigation condition, the visual load increased
the navigation reaction time.
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3.2.3. Satisfaction and Subjective Ratings of Task Load

The subjective ratings of the users’ overall satisfaction with the type of navigation
showed that the participants had higher overall satisfaction with the tactile navigation
cues than the auditory and visual cues (visual: M = 63.25, SD = 11.67; auditory: M = 62.5,
SD = 8.84; and tactile: M = 66.667, SD = 12.36). However, there was no significant main
effect between navigation cue types (F (2, 28) = 0.43, p > 0.05). This implies that although
tactile navigation was somewhat more satisfying for participants, it was not significantly
different from the other navigation types.

The users’ subjective ratings of the task load showed no significant differences be-
tween navigation cue types for the load-free and the auditory task (Load-free-difficulty:
F (2, 28) = 0.04, p > 0.05; Load-free-effort: F (2, 28) = 0.61, p > 0.05; visual load-difficulty:
F (2, 28) = 2.30, p > 0.05. Visual load-difficulty: F (2, 28) = 2.51, p > 0.05). For the visual
task, there was a significant difference between the three navigation cue types (auditory
load-difficulty: F (2, 28) = 5.79, p < 0.05 and auditory load-effort: F (2, 28) = 5.97, p < 0.05).

The comparison of the multiple results showed that there was a significant difference
between the auditory and visual navigation in the visual load condition (p = 0.01), a sig-
nificant difference between the difficulty of the visual and tactile navigation (p = 0.02),
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and no significant difference between the difficulty of the auditory and tactile navigation
(p = 0.30). Thus, participants perceived less difficulty in processing the visual load when
using auditory navigation and tactile navigation than when using visual navigation (audi-
tory: M = 2.00, SD = 1.23; visual: M = 3.60, SD = 3.60; and tactile: M = 2.50, SD = 0.91). On
the other hand, there was a significant difference between the auditory and visual difficulty
(p = 0.01), a significant difference between the effort required for the visual navigation and
tactile navigation (p = 0.04), and no significant difference between the effort required for the
auditory and tactile navigation (p = 0.14). Thus, participants perceived less effort required
to process the visual load when using auditory navigation and tactile navigation than when
using visual navigation (auditory: M = 2.11, SD = 1.17; visual: M = 3.80, SD = 1.14; and
tactile: M = 2.83, SD = 0.94).

4. Discussion
4.1. Participants Had the Shortest Reaction Time When Using Visual Navigation

According to the study, the use of visual guidance instructions was superior to the
tactile and auditory guidance instructions in the absence of any distractions (load-free).
This finding was coherent with intuitions and in line with Yagi et al.’s study that found
the reaction time to visual stimuli was faster than that to auditory stimuli [36]. On the
other hand, a study conducted by Thompson et al. recorded an average reaction time of
approximately 180 to 200 ms for the detection of visual stimuli, whereas, for sound, it
was approximately 140–160 ms [37]. The difference in the experimental results may be
because the experiments simulated pedestrian walking and the visual channel was in a
state of constant occupancy (participants could view the computer’s virtual signposts).
Alternatively, the body’s state of movement may also affect the response time, as Verleger’s
study confirmed that visual response times were faster than auditory response times during
or after movement [38].

The study found a significant interaction between navigation type and cognitive load.
Specifically, visual navigation was significantly faster than auditory and tactile navigation
under auditory loading conditions. This suggests that the type of cognitive load affects the
effectiveness of different navigation methods. These findings have important implications
for the design of navigation systems and technologies. To optimize performance, navigation
systems should be flexible and able to adapt to different cognitive load conditions. For
example, if you need to talk to someone while walking or holding a conference call, visual
navigation may be more effective. However, when you need to use visual attention to
information, auditory and tactile navigation are more suitable.

Future studies should explore the impact of cognitive load on navigation performance
in more detail, including conducting real-world experiments with different types of cogni-
tive load and investigating how individual differences in cognitive ability affect navigation
performance. Additionally, research could examine the potential benefits of combining dif-
ferent navigation methods to improve navigation performance in challenging environments.

4.2. Participants Were Least Influenced by the Loading Task When Using Auditory Navigation

The difference between the reaction time of the visual load, auditory load, and load-free
was used to measure the impact of load increment for this task. In auditory navigation, the
incremental impact value of the auditory load was 115.39 ms, and the incremental impact
value of the task for the visual load was 77.93 ms. In visual navigation, the incremental
impact value of the auditory load was −250.79 ms (a negative value represents a positive
impact and a decrease in reaction time), and the incremental impact value of the visual load
was 1002.34 ms. In tactile navigation, the incremental impact value of the auditory load was
324.34 ms and 830.33 ms for the visual load increment. Among the above groups of sensory
modality interactions, the visual navigation and auditory load stood out with a negative
impact, showing that visual navigation and auditory load had less interaction with each
other in the navigation context, especially since the performance of auditory navigation is
more stable under the two cognitive load conditions. Under virtual wayfinding, the two
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tasks of navigation, locomotion and wayfinding, both occupy visual resources and appear
on the computer screen as a carrier, while other environmental sounds occupy auditory
attention resources, which are processed in different modalities with less interference.

Overall, under visual navigation, additional visual information may compete with
navigation tasks for attention resources, resulting in the decline of visual navigation.
However, due to the compulsive and omnidirectional nature of auditory patterns, auditory
navigation may be affected by less cognitive load.

4.3. Reasons for Participants Not Completing the Full Task

A total of twelve valid samples of tactile guidance instructions, ten valid samples of
visual guidance instructions, and nine valid samples of auditory guidance instructions
were collected in this experiment. The post-test interviews revealed that participants
4 and 34 failed the visual task mainly because it was difficult to complete the puzzle
during navigation, and the puzzle attracted most of their attention. Three participants
reported that they were conflicted between listening to the navigation instructions and
listening to the multiplication questions and, in their panic, they chose the wrong direction,
failing in the auditory task. In contrast, some of the participants who completed all the
tasks indicated that they prioritized the more urgent navigation instructions when they
conflicted with the visual task, forcing their gaze to dash away from the puzzle; they usually
prioritized the auditory task when the navigation instructions conflicted with the auditory
task. One participant said that it was similar to walking down the road while talking to
your companion. You are just navigating and ignoring his question; it can be a bit rude.

These findings suggest that the presence of conflicting cognitive demands affects navi-
gation performance. In particular, visual and auditory tasks may compete for attentional
resources with navigational tasks, leading to slower reaction times and lower performance.
However, even in the presence of conflicting needs, individuals are able to prioritize the
navigation task and complete it successfully. This highlights the importance of considering
cognitive load when designing navigation systems and technologies, as a navigation system
with low cognitive load will ensure pedestrian safety.

5. Conclusions

This study examined the different guidance instructions for navigation via visual,
auditory, and tactile means on navigation efficiency and user satisfaction under different
cognitive loads. The results showed that visual navigation performed the best while
externally load-free. In the visual navigation condition, the visual load increased the
navigation reaction time, while the auditory load resulted in the best performance. In the
auditory navigation condition, the auditory load increased the navigation reaction time. In
the tactile navigation condition, the visual load increased the navigation reaction time.

These findings have practical implications for the design of navigation systems and
technologies. The finding that visual navigation is most effective under no-load conditions
suggests that visual aids may be particularly useful for guiding individuals in relatively
simple environments. On the other hand, the interaction between navigation type and
cognitive load suggests that navigation systems should be flexible and able to adapt to
different load conditions to optimize performance.

This study took the concept of cognitive load into the design study of the audio–
visual–touch navigation model, aiming to provide insights into the current phenomenon of
cognitive overload in walking navigation interactions. By studying the user’s cognitive load
for different navigation methods under different cognitive load conditions, the cognitive
load of the product can be controlled within a reasonable range that is acceptable to the
user through corresponding interaction strategies, thus improving the usability and user
experience of the navigation derivatives. Adequate investigations of the influences of
different kinds of cognitive loads are essential to assess the factors and their possible
derivatives affecting travel safety.
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Future research should investigate the impact of different cognitive loads on travel
safety. This could involve studying the effects of multichannel navigation instructions,
such as visual, auditory, and tactile, on cognitive load, as well as the impact of different
sensory channels on the effectiveness of navigation instructions. For example, previous
research has shown that visual navigation is most effective under no-load conditions,
while auditory navigation performs the best under cognitive load. However, further
research is needed to understand the specific effects of different navigation instructions
on cognitive load and travel safety. Additionally, it would be valuable to evaluate the
safety implications of different navigation and transportation methods in the context of
the emerging intelligent era. For example, with the development of self-driving cars
and other advanced transportation technologies, it is important to understand how these
technologies can be designed to optimize safety and user satisfaction. This research could
provide important insights into the factors that affect travel safety and could help to
develop more effective and sustainable navigation and transportation technologies. Overall,
this research has the potential to improve the usability and safety of navigation systems,
and to enhance the user experience of navigation and transportation technologies. By
better understanding the effects of cognitive load on navigation performance and safety,
researchers and designers can develop more effective and efficient navigation systems that
are better able to adapt to different cognitive load conditions. This research could ultimately
help to make navigation and transportation more efficient, safe, and user-friendly in the
intelligent era.
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