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Abstract: Robotics are set to play a significant role in the maintenance of rail infrastructure. However,
the introduction of robotics in this environment requires new ways of working for individuals, teams
and organisations and needs to reflect societal attitudes if it is to achieve sustainable goals. The
following paper presents a qualitative analysis of interviews with 25 experts from rail and robotics
to outline the human and organisational issues of robotics in the rail infrastructure environment.
Themes were structured around user, team, organisational and societal issues. While the results
point to many of the expected issues of robotics (trust, acceptance, business change), a number of
issues were identified that were specific to rail. Examples include the importance of considering
the whole maintenance task lifecycle, conceptualizing robotic teamworking within the structures
of rail maintenance worksites, the complex upstream (robotics suppliers) and downstream (third-
party maintenance contractors) supply chain implications of robotic deployment and the public
acceptance of robotics in an environment that often comes into direct contact with passenger and
people around the railways. Recommendations are made in the paper for successful, human-centric
rail robotics deployment.

Keywords: robotics; human factors; railway; maintenance; organisational change

1. Introduction

Rail infrastructure requires maintenance to ensure continuous availability and safe
performance. Track, overhead line equipment and structures such as bridges, tunnels
and embankments require routine inspection. Detected faults and predictions of potential
failure then trigger maintenance activity ranging from a simple, on-the-spot remedial action
to prolonged infrastructure reconstruction with substantial disruption.

Much of the work, both inspection and maintenance, still relies on human effort. This
work occurs in a potentially hazardous environment, where track workers need protection
from nearby service or engineering trains [1,2]. It can take place in remote or difficult to
access locations such as tunnels, at night and in poor weather [3–5] and requires complex
communications that are prone to error [6]. It may also require physically demanding work
such as the manual handling and mounting of catenary equipment [7,8]. Inspection and
maintenance require consistent, time-intensive, high-quality work from a skilled but ageing
workforce [9] and complex decision making with a burgeoning volume of asset data [10].

There is therefore a growing need to apply autonomous maintenance and inspection
technologies to reduce physical exposure to hazards, improve the volume and speed of data
collection and analysis and offer the opportunity to release human expertise from physical
labour for problem solving and decision making. Potential autonomous technologies
involve robotics that support the inspection and/or maintenance of track assets, such as
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tunnels [11–14] and rail-mounted autonomous vehicles or unmanned aerial vehicles (UAVs)
to support inspection and maintenance [15,16].

The introduction of robotics has a number of sustainability aspects. First, rail transport
is a low-carbon form of transportation for both passengers and freight [17]. The continuous
availability of the rail network, through high-quality maintenance, is essential for the
appeal of rail as a transport mode. Second, the viability of the rail service is also essential to
the long-term financial sustainability of rail transport, ensuring its competitiveness against
other modes such as road freight, private car and short-haul aviation [18]. Finally, the safety
of workers, and the ability for them to work healthily and productively to a longer age, is a
key aspect of the social sustainability of the railways.

While the technical innovation around these forms of inspection and maintenance
is developing at pace, far less is known about the human and organisational challenges
associated with such technology. Evidence from the adoption of other forms of intelligent
maintenance technology, such as predictive maintenance tools, is that work requires new
skills, working practices and organisational configurations [19,20]. Similarly, the adoption
of robotics in areas such as manufacturing suggests the need for a user-centred approach
to the design and deployment if there is to be both satisfactory performance and buy-in
from the workforce [21,22]. Finally, the rail sector needs to consider public perceptions of
autonomous technologies [23], both as a major organisation with high public visibility and
also because of interfaces with the public when people live near the railway or interact at
places such as level crossings [24]. The arising human-factors-related research questions
are therefore:

(1) What are the user-centred design and acceptance issues that face the introduction
of autonomous rail maintenance systems, in terms of individual, organisational and
societal concerns?

(2) How can our understanding of these issues be used to identify effective means for
working with users (i.e., rail staff) and the public to get the maximum benefit for
them and for the railways as a whole? The following paper addresses these questions
through use of a scenario as the basis for 25 semi-structured interviews with experts
both from rail and from other domains with experience in robotics and UAVs. The
analysis of these interviews identifies a structured set of factors that need to be an-
ticipated for successful adoption. Additionally, the interviews highlight frameworks
from existing human factors work—both from rail and from other domains—that can
be applied, with adaptation, to support user-centred autonomous maintenance. These
contributions point towards future design, deployment and engagement strategies
for human-centred adoption of autonomous rail maintenance.

2. Background

One of the major barriers to the successful deployment of technology is that develop-
ment or deployment tends to be viewed purely in technical terms. In short, the technology
is developed purely with a view to meeting technical or functional needs, and then users
of the technology are required to learn how to use it and adapt around it. This presents
several challenges:

• There is suspicion or outright rejection of the technology [25].
• The technology requires significant training and/or users do not have a good under-

standing of how it works, leading to a negative impact on performance [26].
• The technology changes work in unanticipated ways, which may have unanticipated

reverberations across working practice [27].
• The technology provides an initial advantage in reducing workload, but, over time,

mechanisms (particularly automated mechanisms that were intended to assist work)
drive new expectations of performance and capacity or new levels of reliance on
technology that was only originally intended to assist [28,29].

When technology is designed and deployed appropriately (with a view to how people
will use technology and where potential errors or failures can be anticipated), the results
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are a technology that can be adopted rapidly and effectively to deliver high-performance
working, reduced development, training and operational costs and acceptance and positive
adoption by intended users [30].

It is therefore essential to consider the range of factors that might influence the success-
ful design and deployment of technology. Key to this is the ‘socio-technical systems’ view,
where technology, people, processes (both formal and informal) and organisational struc-
tures (e.g., teams, both formal and informal) combine to create work performance [31–33].
In addition, the ethics and public perception of robotics also introduce a societal aspect to
considering the human implications of widespread robotic use.

In a similar context, ref. [34] applied a socio-technical framework, based around that
of Wilson and Sharples [32], to understand the deployment implications around remote
detection systems for railway infrastructure—capturing issues at user, workplace and
organisational levels. In terms of industrial robotics, ref. [35] reviewed factors influencing
workers’ acceptance of human–robot collaboration at work and suggested that aspects
associated with the robot (object-related), worker’s background (subject-related) as well as
organisational environment (context-related) will all influence workers’ acceptance.

Some potential examples of issues of rail robotics at these different levels are discussed
below.

2.1. Users

There are a number of known implications for the design of automation systems,
including robotics that might impinge on those directly working with the technology. Trust
in robotics is a major theme [36,37]. Balfe et al. [38] found that trust in automation was
directly related to factors such as reliability and competence of automation given a set of
tasks, and trust was diminished when the automation was unable to work in combination
with humans and to match human expectations. These are primarily qualities relating
to transparency of the intentions of the robot, whereas environmental factors play a far
smaller role in trust. Reliability levels of different automation have differential effects [39]
depending on the cognitive function affected in the user.

All of these issues are as pertinent to robotic systems as they are to other forms of
control automation. Ref. [40] emphasised the need to explore trust in the context of human–
robot collaboration prior to its implementation. Ref. [41] conducted a series of experiments
on robots from different domains to explore the impact of robot attributes such as form and
functions in the human–robot trust relationship. Ref. [42] proposed and tested a scale to
evaluate trust with industrial robots, coming up with ten items related to robot’s motion,
safe co-operation and robot and industrial gripper reliability. One of the key findings was
the need for more robust understanding of trust-related constructs, and they presented a
list of attributes that shape trust.

Typically, working with another actor (human or robot) requires effort for both parties
to maintain a mutual understanding and co-ordination [43]. The design of autonomous
technology (robot, UAV or decision-support) and the means it has to communicate with
its operator will either optimise or potentially limit that co-ordination, which will impact
the associated workload [44]. In addition, workload will increase as a remote operator
may be required to control more autonomous agents [45,46]. Scholtz [47] described this as
the migration to supervisory interactions with robots, where these interactions are more
concerned with having an overview of the situation, mission or task planning, under-
standing capabilities of the robot(s) and potentially understanding group robot behaviours.
At this stage, the autonomous system has become a multi-level control system, which
places the requirement less on understanding particular tasks of a given robot and more on
understanding the whole performance parameters, goals and capabilities of the agents as a
group [48].
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2.2. Teamworking

Rail maintenance work is typically a team activity, involving groups of people taking
temporary control of parts of the network, performing the work of bringing materials and
plant to the worksite, making repairs and making the area suitable to hand back to the
network controller [49]. This work involves wider teamworking and communication to
protect the worksite with signals, isolate electrical power supplies and so on [5]. This means
that any robot needs to be considered within a task environment that involves multiple
people and tasks.

As the situation becomes more complex—as multiple people and/or robots enter
the situation—human awareness needs to adapt accordingly. This can be supported by
human–machine interface (HMI) and communications between the robot and operator
but also by verbal, visual and other cues and knowledge of processes shared between all
members of a team, including robots. All of these are shaped by the general ‘mission goals’
of the team. [50] proposed five categories of interaction awareness in more complex robot–
human teams (their focus is around the use of automation in search and rescue scenarios).
Understanding of all the potential interactions within the system helps to classify the role
and responsibilities to develop situation awareness. These are:

1. Human–robot,
2. Human–human,
3. Robot–human,
4. Robot–robot,
5. The human’s overall mission awareness.

In terms of safe working of teams on track (but with implications for broader safety),
ref. [3] discussed forty main factors that influence safe behaviour and safe culture for rail
maintenance teams. The factors that are particularly impacted through the introduction of
automation may include:

• Communication: Poor communication between the team members through using
inconsistent automated systems (e.g., utilising different legacy systems or different
mixes of legacy and new technology at different locations).

• Rule dissemination: Lack of clear instructions and poor implementation of autonomy
will potentially lead to misunderstanding rules.

• Competence capability and certification: Automation may lead to reduced competence
which will also have an impact on the quality of human intervention in the case of
system failures. Appropriate checks and balances should be in place to facilitate
successful supervisory control.

• Working hours—different behaviour out of normal hours: Shift work, fatigue and level
of vigilance can be modified when automation is more centrally introduced within
the workplace.

Furthermore, it is necessary to perform an analysis that will encompass all manner of
roles involved in the planning of maintenance or involved in concurrent activities while
maintenance and inspection are taking place (e.g., signaller and electrical control room
operators involved in protection and isolation). Ref. [51] provided examples of how to
manage this procedural impact change in the deployment of metro predictive maintenance
technology, and [52] provided a mapping of rail work environment, with an example of the
impact of the introduction of UAVs into rail operations and the impact on human functions.

2.3. Organisational Factors

As the automation changes, the roles involved with the automation will fundamentally
change, as operators are potentially tasked with operating more autonomous agents and at
more remote locations. Ref. [53] noted that despite apparent benefits regarding increased
productivity and cost reductions, there are few practical examples of the successful intro-
duction of collaborative robots (cobots). Their comprehensive review listed a number of
organisational success factors, including employee-centred factors such as fear of job loss
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and employee acceptance, and they highlighted the importance of good communication
with staff as a tool to stronger adoption.

Work in e-maintenance in other sectors [19,20] has already noted the challenges that
come from centralising some aspects of maintenance control and monitoring, while there
may still be a need for technicians on the ground to implement repairs. Unless an explicit
effort is made to support channels of communication and knowledge sharing, silos of
working can appear within an organisation, and, in particular, local knowledge and context
for the performance of assets (and potential diagnosis of failure) are lost to a central
maintenance function.

The introduction of robotics requires new roles and skills [47]. These are more than
just the simple repair and upkeep of robots, as it also encompasses understanding robot
plans, status of robotic sensors and ongoing management of the performance of the robot,
particularly during exceptions. The future robot maintenance role may be highly decen-
tralised, where support and exception handling is supported by expertise provided through
cloud-based services [54]. This might place new challenges on the co-ordination of knowl-
edge regarding the performance of maintenance systems, particularly if the maintenance
function is provided by a third party.

The introduction of robotics into organisations also requires a cultural shift. A case
study of the implementation of robot manufacturing has highlighted a specific range of
cultural factors that would influence successful human–robot collaboration [21] which has
been applied to rail rolling stock robotic inspection [55]. The critical factors identified are:

• Enablers:

# Operator participation in the implementation;
# Communication of the change to the workforce;
# Visible senior management commitment and support to the project;
# Provision of training to the workforce;
# Empowerment of the workforce;
# Use of a process champion during the implementation.

• Barriers:

# Lack of union involvement;
# Lack of awareness of the complexity of the manual process by the

system integrator;
# Capturing the variability of the manual process prior to introducing the auto-

mated system;
# Allocation of resources for the development of the automated system.

Another general factor that is critical to the success of any new technology within
an organisation is e-readiness [56], which can be captured within the TOE (technology,
organisation, environment) framework. A survey of the relevance of TOE considerations for
e-maintenance [19] highlighted the critical role of human capital in the successful adoption
of e-maintenance.

As well as changes within an organisation, the technical supply chain required to
deliver both autonomous systems and to deliver rail maintenance and engineering has
a bearing on how well people and teams will be positioned to adopt new forms of au-
tonomous working. Studies of the move from product supply to servitisation in areas
such as automotive and aerospace have found a greater need for ongoing communication
between service providers and customers [57]. One of the major motivations for this is the
need for knowledge sharing. With automation and intelligent technologies being so nascent
and, often, very context-specific, there is a need for users of technology to keep in contact
with the technical supply chain to ensure that knowledge about the design and operation
of technologies is still available. This may involve a contractual agreement between all
parties to make sure that knowledge is maintained and continuously available, particularly
when asset management and monitoring technology apply to critical assets [24,58].
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2.4. Societal

At a public level, different national cultures and cultural norms [59] have been pre-
dicted to influence attitudes towards automation. In a study of attitudes to passenger
aviation, participants from the USA were less likely to be trusting of automation in com-
parison to participants from India [60]. This relationship was explained by overall cultural
norms of greater collectivism in India which leads to a more trusting and positive attitude
in others, in comparison to the individualistic cultural norms of the USA. In addition, uncer-
tainty and risk avoidance are a cultural dimension that is argued to influence automation
perception. Cultures that are less avoidant of uncertainty and risk may be more willing to
accept automation [60].

Other differences include evidence of greater perceived anthropomorphism in robots
and the perception that users maintain a higher level of control in China in comparison to
Americans [61]. This work highlights another aspect that needs to be considered in cultural
acceptance—that different cultural patterns may emerge depending on whether the person
is a passive recipient of the automation, as in the case of autopilots, as opposed to when
the person is actively working alongside the automation. In addition, while not a cultural
study per se, ref. [62] found that age differences in acceptance of robotics were explained by
familiarity with technology rather than simply the age of the user. Finally, cultural attitudes
towards uncertainty avoidance may lead to national approaches and policies that manage
risk. Therefore technology, rather than being perceived as a risk, is seen as a way to manage
and mitigate risk and increase positive perceptions [63]. Another factor is cultural norms in
turn taking and the ways emotions should be expressed [64]. This kind of cultural factor
has already been acknowledged in the potential application of healthcare robotics. Ref. [65]
proposed a model of how different cultural factors play into healthcare robotics that could
form a starting point for the culturally aware design of other types of robot.

A three-country study [66] found substantial and consistent differences within the
countries in terms of acceptance of different uses of UAVs, with large variation in acceptance
depending on whether the task was socially orientated (e.g., search and rescue) versus
surveillance (e.g., for traffic offences). The visibility and transparency of governance
structures and processes to ensure the ethics of robotics is also important in ensuring the
wider public trust [23]. Finally, the railways are different from an environment such as
manufacturing in that rail work takes place in a public space. Issues such as trespass and
vandalism are already concerns for the railway [67,68], and there are places such as level
crossings where the railways and public directly intersect (https://www.networkrail.co.uk/
communities/living-by-the-railway/, accessed on 5 January 2022). Therefore, robots on
the railways may have to be part of a more general communication and publicity strategy
to ensure the confidence, safety and expectations of the public.

3. Method
3.1. Material

A number of approaches were considered to address the research questions presented
in Section 1, including workshops, focus groups and surveys. To make best use of time
and resources, the approach taken was to interview a range of subject matter experts with
knowledge relevant to the topic of rail robotics.

An initial workshop was held with key project stakeholders from Network Rail to
generate (1) scope for the interviews, (2) an example scenario that could be used to guide the
interview and (3) a first list of interview participants, based on the stakeholders’ network
of contacts.

From this workshop, three sets of materials were generated:

• A consent and information sheet, sent to all participants. This allowed all participants
to have a clear understanding of the study aims, expectations around their involvement
and information about their rights to anonymity and data protection;

• A visual scenario describing how automation could be used (presented in Figure 1)—
this study covered both short-term and long-term applications of automation to the

https://www.networkrail.co.uk/communities/living-by-the-railway/
https://www.networkrail.co.uk/communities/living-by-the-railway/
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railways. This scenario served to give everyone a common understanding of the au-
tomation relevant to the study, to give people from outside of rail engineering an idea
of how automation could be used in the future and to ensure that the interviews could
focus more on the human and organisational aspects, rather than being misdirected
into a discussion of technology implementation;

• A question guide was also prepared to shape the interview and to provide a degree of
consistency between the three interviewers involved in the project.
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Before the start of the study, all materials and procedures were reviewed and approved
by the University of Nottingham Faculty of Engineering Ethics Committee.

3.2. Participants

Potential participants were identified through contacts of the project team, including
those identified at the scoping workshop. Approximately 30–40 experts were approached,
with 25 agreeing to take part. Three categories of interviewees were approached:

Rail infrastructure experts—these were a mixture of experts from engineering, asset
management and planning functions and those roles associated with training, user-centred
design and staff competence. They were included to offer specific insight into the applica-
tion of automation in rail infrastructure maintenance. In total, there were 12 participants of
this category.

Non-infrastructure rail experts—these were experts with rail knowledge but not
working in Network Rail. This included industry groups such as Rail Safety and Standards
Board (RSSB), members of the supply chain with knowledge of rail engineering safety and
processes and academics with knowledge of rail engineering. This category of experts was
included in part because they could give perspectives on how automation had been or
was being introduced into other aspects of rail. These participants could also offer a wider
industry perspective on the benefits and barriers that were likely to be experienced in a rail
engineering context. In total, there were 4 participants in this category.
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Non-rail automation experts—these were experts from sectors other than rail who
could give their perspective on the factors that lead to successful user-centred use of
robotics and other forms of automation. These experts were able to give perspective on
a wide range of factors that had led to successful integration of robotics and automation
in sectors including military, logistics, automotive and manufacturing. These also repre-
sented sectors that, in some cases, were further down the road of automation integration
(e.g., manufacturing). In total, there were nine participants of this category.

3.3. Procedure

Participants were sent a formal study information and consent letter and an electronic
copy of the scenario. They were asked to spend a few minutes in advance of the interview
to become familiar with the scenario.

Interviews were most commonly conducted over the phone [69], though, where
convenient, some were conducted face to face. The aims of the study were reintroduced,
and then the question guide was followed. The approach taken was a semi-structured
interview in that participants were given free rein to expand on different topics as they saw
fit. This was important as different participants had different expertise relevant to different
aspects of the automation framework and were therefore allowed to discuss at length those
points where they were most comfortable or had more to contribute.

Each interview typically lasted 45 min. In all cases, extensive contemporaneous notes
were taken, particularly for 5 of the interviews where it was not possible to use audio
recording due to the interview taking place in a public location. For all other interviews,
audio recordings were made and transcribed.

3.4. Analysis

Following [70], coding and analysis went through a number of iterative stages. Tran-
scripts and notes were read, and audio was reviewed for each participant. A spreadsheet
was developed with a row for each participant record. As well as capturing anonymised
participant details (e.g., background, organisation, gender), interview content for each
participant was analysed and added to the spreadsheet for:

• Short-term scenario:

# User factors;
# Team factors;
# Organisational factors;
# Societal factors.

• Long-term scenario:

# User factors;
# Team factors;
# Organisational factors;
# Societal factors.

• Any other comments of note.

Data for each column were then reviewed to identify specific themes within the four
levels of factors. These themes were then presented to members of the project team for
comment. These comments were then converted into a concept map for each high-level
area with a narrative describing themes and sub-themes (similar to the results section
below). These outputs were presented in a report that was circulated to all participants
including the initial workshop attendees for comment or clarification. This generated a few
minor comments that were integrated into the final theme descriptions presented here.

4. Results
4.1. User Factors

Factors pertaining to the user are presented in a concept map in Figure 2 and explained
below.
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4.1.1. Acceptance

Acceptance in terms of users covers those factors that will encourage or discourage the
adoption of automated systems for maintenance. Automation must be able to do the job
better and, primarily, more quickly than the existing manual process. Other benefits were
seen in terms of less physical effort or exposure to unpleasant conditions (e.g., working
in adverse weather). Benefits and costs apply not only to the maintenance task itself but
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getting on track, execution of the work, getting the equipment off track, etc. Safety would
not have to be compromised at any point.

Several experts from within rail put forward the view that staff knew there was a
role for automation. The safety, health and viability of the railways as an enterprise was a
primary concern, and automation had a role to play in this. However, there was a risk of
perceptions of automation as a negative force on employment. Factors to reduce that threat
would be a commitment that automation would lead to upskilling (‘something you would
want to put on your CV’), that automation was seen to replace only low-value, fatiguing
tasks leaving staff to focus on high-value tasks and that there was genuine visibility of
resources being redeployed onto useful, high-priority work.

One of the barriers to acceptance would be the impacts on contracts and payment.
Staff paid by the hour might be reluctant to use automation if it allowed them to get the job
finished earlier. In addition, staff paid by shift might be reluctant to use a technology if that
meant they finished quickly and had a lot of spare time (e.g., at night) on their hands.

4.1.2. Human–Machine Interface

In terms of robot human–machine interface (HMI), the notion of trust had a number of
impacts. First, the automation has to be reliable, and the appropriate task can be consistently
performed to the appropriate standard. For automation on track, this becomes a complex
problem because the requirements of the task (and therefore the ability of the automation to
perform the task reliably) vary greatly due to different conditions, location, asset type, etc.

For the short-term at least, many forms of robots (a) are perceived as niche products
that require a high degree of configuration, (b) require specialist knowledge to set up and
operate for any location and (c) may come from multiple suppliers, where the HMI of
configuration may be inconsistent between suppliers. The result is that programming
automation can be complex and require very specific skills often with unforgiving user in-
terfaces. A high degree of technical knowledge on the part of the user should be anticipated
with opportunities for upskilling on the part of the operator.

For inspection systems, there were concerns that systems can generate copious amounts
of data regarding the asset they are looking at. Representations of the data must be user-
focussed if meaningful action and interpretation are to take place. This will involve careful,
user-centred HMI design.

4.1.3. Safety

Safety was routinely cited by rail experts as the most important motivation for the
adoption of autonomous maintenance systems. The potential to remove staff from around
the railway or from difficult-to-access locations and maintain structures such as tunnels
and bridges would be a major reason to adopt automation. In this regard, the railways
could learn specifically from application domains such as nuclear or offshore inspection,
where robots play a key role in reducing the human exposure to harm.

As well as the immediate reduction in risk, much trackwork takes place at remote
locations (which can require a long drive) at night, where there may be few welfare facilities,
and the requirement for shift work. Autonomous robotics could radically reduce the need
for this kind of working.

In contrast to ‘safety as a motivation’, being able to work safely within and around
robots emerged as a vital consideration. Safety was more than one single ‘entity’ and took
on a number of directions, each of which was important and needed explicit consideration
in design and deployment.

• Safe operation of the automation

Where the robot is able to operate without causing harm to people in the vicinity. Safe
performance of the automation that ensures the safe maintenance of the railway. Behaviour
in unsafe situations:

Even though the automation may not be at fault, it needs to be able to respond to that
situation in a manner that protects itself and others on the railways.
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Following on from above, new forms of automated working might require the phys-
ical set-up of specific safety systems. For current manufacturing systems, for example,
configurations of light sensors and tracking are used to hard- or soft-stop the robotics as
humans approach. However, setting up similar arrangements at trackside would take time
and would further add to the cost of work. One point of discussion was the appropriate
role to be responsible for these tasks.

4.1.4. Robots as ‘Tools’

The practical ergonomics for physical tool design for outdoor equipment should not
be overlooked—can it be lifted, carried, accessed for maintenance, etc.?

Also related to the idea of automation as a tool is the notion of ownership. Workers,
particularly craft workers in rail such as welders, were known to customise their tools and
build a form of attachment with them. Staff, therefore, may want a one-to-one attachment
with a specific robot or tool. It might be more cost-effective for staff to ‘hot desk’ robots,
though this would lose the personal and customised element of the tool.

4.1.5. Cognitive Factors for Working with Automation

A primary concern was underload. In terms of controlling automation, this might
mean at a cognitive level people are struggling to remain engaged with the task. However,
in a trackside environment, underload was seen as a more fundamental issue of boredom,
keeping warm and even staying awake if previously physical trackside jobs are now station-
ary monitoring jobs, potentially at night and in the cold. This is likely to be more of an issue
where operators are still required to be trackside (e.g., for short-term inspection scenarios).

There are also, however, conditions of high workload associated with automation,
particularly in the long-term scenario, where an operator is monitoring multiple forms of
automation (e.g., managing the flight of multiple UAVs) or at challenging parts of robotics
maintenance such as critical welds or safely moving around complex worksites.

4.1.6. Context

Context comprises the specific environmental factors that have contributed to track-
work being perceived as more complex than other working environments such as the
factory and was a recurrent theme. Context encompasses:

• Location—understanding general geographic location; the specific location in terms of
its proximity to other assets; access to the location; whether the location was isolated
or near to urban environments; interfaces with the public (e.g., level crossings).

• Working arrangements—whether the work was being conducted without protection
(highly unlikely in the short term but possible in a future scenario where robots had
knowledge of the real-time timetable); as a single worksite within a possession or as
one of a number of worksites within a possession.

• Physical environment—whether this took place in the day, at night, in rail, cold,
sunshine, etc.

• Asset context—what kind of asset was being inspected, variability among assets of the
same type; age of the asset, etc.

Being able to adapt to the variability of these different factors was considered vital
not only to the viability of automation to perform the required work but also to the
understanding of factors such as safety arrangements or the degree of configuration of the
automation and therefore knowledge and skill on the part of the operator to programme
that configuration or understand its limits.

4.1.7. Individual Differences

While context is a source of variation in the operation of rail automation, the operators
themselves are a source of variation. Factors that emerged were:

• Operators’ different skill levels and their ability to understand and use equipment
involving a high degree of technology.
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• Operators’ experience, particularly in more ‘craft’ jobs (i.e., those jobs that might
be performed by hand and/or involve a high degree of tacit, physical and sensory
knowledge or skill).

• Decision-making ability—not all people had the same ability to engage and make
critical decisions.

• Motivations to work—at the very frontline, some of the people attracted to the job
were attracted because of the autonomy, working outdoors, physical work, not being
compelled to use IT, etc. Therefore, the introduction of robotics could run contrary to
what they wanted from the job.

These factors would influence both willingness and ability to work with automation
and therefore need careful consideration in competence, training and culture change.

4.2. Team Factors

Factors pertaining to the user are presented in a concept map in Figure 3 and explained
below.
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While teams have a relevance to inspection, they were mostly discussed in the context
of robotics and maintenance with relevance to trackwork within possessions. These are
times when areas of the rail network are blocked from normal service trains, often at night
or at weekends. These possessions involve complex arrangements of signals set to red to
protect workers, the placement of physical barriers to stop the unprotected movement of
trains and complex coordination of communications. In order to make best use of time, a
single possession may cover several miles and may include separate designated ‘worksites’
each with their own safety representatives (for more, see [4,5,49,52]).

4.2.1. Authority

Within a team setting, it will need to be clear what the set of authorities and responsi-
bilities are around the automation and to adapt current safe systems of work to reflect the
inclusion of a robot. There will need to be clarity on who is responsible for any on-track
automation within a team, with an acknowledgment that not all people have the technical
skill to operate a robot, and not all have the decision-making skills to act with authority
regarding a robot. The lines of authority and responsibility also extend to factors such as
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who is responsible for bringing a robot to and from the site and who is responsible for
maintaining the robot.

4.2.2. Identifying Affected Roles

The descriptions of automation highlighted the way in which roles will need to change
and how many roles will be affected by the introduction of automation. These were across
a number of areas:

• Immediate team and trackwork roles—not only those who would be working with
or around automation but those who might come into indirect contact with robotics,
particularly in larger worksites. It was noted that many of these people may be from
the maintenance supply chain.

• Wider asset management roles who would be required to plan or interpret asset main-
tenance and renewal and therefore use the information that autonomous maintenance
systems might capture.

• Wider planning roles who would need to factor in the delivery and management of
robots and other forms of automation within their maintenance planning.

• Signalling and controllers of the electrical supply who could be required to provide
protection and would potentially play a role in managing the situation should a fault
develop (e.g., a robot fails leading to the work overrunning into the expected handback
of the network).

• Drivers that need to know what to expect and potential risks if work involving robots
is taking place on and around the railway.

A complete review of rules would be required, and this would be enabled by system
models of human functions on the railways. In addition, new roles, such as those to
maintain stable robots, will be required and are both an opportunity and require appropriate
job design.

4.2.3. Working in Possessions

A specific area that was raised as a consideration was the ability of a robot to move
within a worksite, either independently or with the control of a machine operator or similar
role. Particularly in a medium-term scenario where a robot might be moving autonomously
within a worksite, the robot would need to give and receive communications in a manner
commensurate with safe working within a worksite. This might, for example, involve
communicating to other teams as it passes through different worksites within a possession.
On the other hand, the ability of the robot to offer clear and unambiguous commands
and to respond either unambiguously or to request clarification were all reasons that
communications involving autonomous systems may be more effective.

Across this is the need to understand and anticipate varying levels of competency in
general and in particular with regards to working with automation that might influence
the success of working with robots. This is likely to be affected by people coming in from
third-party maintainers or construction companies (see Section 4.3).

4.2.4. Working with Teams

Functionally, rail experts highlighted that robots will need certain capabilities to enable
them to work effectively with teams in a trackwork situation. For safety reasons, the robots
will need to be able to recognise multiple people as there may be more than one person
around an area of work, even if they are not directly concerned with controlling the robot.
Systems for sensing people will need to be sensitive to blind spots potentially caused by a
plant, infrastructure or other people. In addition, proximity warning systems will need to
be designed to take into account teamworking, particularly as for many tasks in railway
maintenance there is a need for people to get in and around the point of work (e.g., to
position equipment or assets).
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4.2.5. Repeatability/Reliability

If the same equipment is to be used in different places (e.g., for inspection in multiple
sites), there is a need to make sure the results of the inspection or maintenance activities are
equivalent and comparable across multiple sites. Outputs may not be identical reflecting
the contextual variation between sites, but they should be comparable allowing trust that
this is a reliable process and to allow potential data analysis across sites.

4.3. Organisational Factors

Organisational factors are presented in a concept map in Figure 4 and explained
below. Organisational factors could be subdivided into two groups—within-organisation
factors within the infrastructure owner/operator organisation and inter-organisational
factors linked to the supply chain. The supply chain was then considered as both an
upstream supply chain, providing robots, automation, etc., and a downstream supply chain
of contractors providing maintenance work for the infrastructure manager.

4.3.1. Within
Leadership

An important organisational enabler of change was the role of senior management
to give long-term support and commitment to the automation concept as a whole. This
involved a visible commitment to the automation and prioritisation of the project. Within
that prioritisation comes an understanding of how the impact of automation relates to other
priorities within maintenance such as short-term delivery, costs and safety. The perception
was that there would need to be a senior person with responsibility to champion and
support the introduction of an autonomous system or systems as a strategic project if it
was to have the long-term benefits and outcomes described in the long-term scenario.

Engagement

Engagement with staff at all levels of the organisation is vital. Experts from within rail
cited engagement as being the factor that had ensured the success of effective projects and
the lack of engagement as a major factor in those projects that had failed. This is related not
just to maintenance but also to several examples of procedural change, technology change,
automation implementation in driving or traffic control, etc. Participants from outside the
rail sector also cited successful projects as being those who engaged and actively sought
involvement from stakeholders. Engagement has twin benefits of giving ownership of the
project to its users, thus encouraging their adoption and eliciting their knowledge on the
best ways to apply the technology, thus reducing project risk.

Rail experts defined multiple sets of stakeholders, each of which may need to be
approached in a slightly different way:

• Decision makers and managers, e.g., track maintenance engineers—need to be con-
vinced of the benefits of the project and technology. How can it improve their work
processes, and how can they assess where it is going to have a genuine positive impact?
Will it impact on the staff and resources they have available?

• Unions—should be involved to understand the safety and performance benefits, while
discussing the potential changes in resourcing that may result.

• Frontline staff—to understand the benefits and to understand their perceptions and
gather their expertise on how best to introduce the technology into the working
environment and what procedural and training changes will be required.

Phased Introduction

The introduction of new technology should be phased for a number of benefits. Firstly,
it allows the technology to be tested and proven before wider rollout. Secondly, it makes it
easier to direct the cultural change, not only because the scope is more managed but also
because there are hopefully positive messages to communicate. Thirdly, because of the
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variety of the railway contexts, a single approach is unlikely to work in all places at all times.
A phased approach would allow steady adoption and adaptation across different settings.
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One factor that is required to support a phased approach is good knowledge man-
agement. There needs to be a way of communicating the benefits and learnings from
different sites and implementations to different parts of the organisation. Failure to do so
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in the past has hampered the introduction of technology to support maintenance such as
semi-autonomous welding equipment.

Realistic Scope

Realism needs to be applied when introducing new technologies, and this will apply
to autonomous systems for maintenance. Examples were given of projects that had over-
promised on what they could deliver but then needed substantial customisation to actually
work as required. Not only does a realistic scope mean that the technology is more likely to
deliver the intended benefits, it helps to build the confidence of operational staff.

Resourcing

Appropriate resourcing of a robotics project was perceived to take a number of forms:

• Financial resourcing—the kind of projects being described are likely to take time and
run over more than the control period. Therefore, as well as there being sufficient
financial resources in the short term, there has to be a long-term commitment to fund
the project over extended periods.

• People—when projects of this type are initially launched, they tend to take more of
people’s time, not less, as they learn to use the new process. Often (e.g., for the use
of new forms of inspection), they need to run in parallel with the existing processes
until they are tested against existing processes and become established. In addition,
resourcing should not be reduced because the technology has made efficiency gains
but should be redeployed into other high-priority tasks.

• Appetite for project risk—projects of this type take time and are unlikely to work first
time. There will be changes to plans and to scope as the capabilities and limitations of
autonomous technology become clear. Projects must be planned and delivered with
an understanding that, for the short term at least, there will be risks and problems to
solve. This also relates to the culture of the project where people are allowed to fail
and to learn without fear of reprimand.

Procedures and Processes

One issue for both inspection and maintenance is how to embed new technologies
within procedures and processes. Experiences from previous rail projects to introduce new
maintenance technology had highlighted that the approach taken should not be to have
processes for working the automation but to have processes for performing the task with
the automation embedded. Similarly, training should not be on how to work the technology
per se but how to complete processes and tasks that involve new technology. There is a
need to have a clear approach to managing failure, and processes and procedures need to
be documented to that effect. While this relates to the major safety failures (e.g., a train
colliding with a UAV), it is just as much about the smaller production failures. For example,
if a robot fails during some trackwork, what is the process for deciding on whether it is
possible to proceed with the work or not?

Competence, Training and Selection

As discussed under Users (Section 4.1), people are variable both in their pre-existing
skill and knowledge and, most likely for automation, in terms of their perceptions and
motivations to use the technology. Therefore, a flexible approach to training must be
taken. In addition, selection, particularly for those roles that will be in direct control of the
automation, is likely to be an issue. While other sectors have found that newer recruits are
more likely to be tech-savvy, the perception was that there are still many people coming
through to the rail sector who are either under-confident or reluctant to use technology.

Infrastructure to Reflect Automation

While the short-term scenario is likely to involve existing infrastructure and assets, the
kind of long-term benefits of automation may only come about if there is more effort to make
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the infrastructure amenable to automation. In the same way that automotive manufacturing
is designing vehicle manufacture so that it is optimised for robotic construction, the railways
could adapt infrastructure design to make it more standardised and more amenable to
automated construction and maintenance.

4.3.2. Inter-Organisational—Upstream

Inter-organisational issues fell into two areas. Upstream issues in the supply chain
relate to those organisations supplying hardware and software to support automation.
Particularly for new technologies, this might be more than one organisation working
together to deliver a trial technology. Downstream inter-organisational issues relate to those
when the maintenance or inspection work is being performed by organisations outside the
main infrastructure manager. These may be large organisations or smaller suppliers.

Liability

One of the issues raised was liability and chain of responsibility when things go wrong.
While this is a contractual issue, it is also a human issue. The chain of responsibility must
be known to the operators of equipment so that when something goes wrong, they can find
out how to get it fixed. It is also important that frontline operators know that if something
goes wrong that has a negative impact on the work (for example, a robotic failure leads to
an engineering work overrun), the appropriate person or supplier will be held accountable.

Integration

As noted under HMI, the complexity of the supply chain is reflected in the complexity
of the integration of software and hardware. A more complex, temporary supply chain is
more likely to make the software difficult to interpret and therefore make faults harder to
diagnose. In addition, the role of the integrator (whether in-house or third-party) is to make
sense of and implement standards. These are both standards for robots (e.g., ISO 10218)
and standards/guidance for how the railways are operated [71]. This interpretation of
standards is one of the most challenging tasks for integrators, and complexities and errors
will be reflected in either faults in the automation or in the mismatch between automation,
HMI and task, which can lead to a lack of trust.

Issues of Technology Transfer

Many technologies on the railways are adaptations of technologies already developed
from other sectors or from existing rail organisations in other countries. For technologies
transferred from other sectors, there needs to be an acceptance first of all of the differences in
the rail sector (and the variability within that sector) and therefore that (a) technology may
need substantial customisation, which will also apply to the training and HMI associated
with that technology, and (b) the successes found in other domains may not be found,
at least initially, within rail, which highlights the importance of accepting project risk, of
providing sufficient resource and of making sure there is a clear and realistic scope for
the technology.

Service Not Product

All of the issues above further introduce project risk. Lessons learned from other
sectors, and from other forms of technology introduction in rail, suggest that as a project
team (including the rail stakeholder and technology suppliers), it is important to learn
about the technology and the requirements it has to meet so that the project changes and
knowledge develops. Even when the technology is running and operational, circumstances
and staff can change, and knowledge is lost. Therefore, the most effective means to keep a
product developing and for knowledge to be maintained is to have a service-type rather
than product-type contractual relationship, which lasts over an extended period.
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4.3.3. Downstream

Levels of knowledge and training are very variable within this supply chain, as are
safety management processes within these organisations, reflecting the wide variety and
size of organisations involved [72]. Importantly, not all of these organisations (or their staff)
work exclusively in rail. As they come to rail engineering work, they may bring different
levels of experience of technology. In some cases, this may be a benefit, for example, if
highways maintenance is faster at adopting robotics than rail, contractors who work in
both environments can bring their knowledge to the rail sector. Overall, future training
and accreditation (e.g., in Great Britain, this is managed under the Rail Industry Supplier
Qualification Scheme—RISQS (https://www.risqs.org/, accessed on 5 January 2022) for
suppliers would need to be adapted to take experience and competence working both with
and around robots into account.

4.4. Societal Factors

Factors pertaining to society are presented in a concept map in Figure 5 and explained
below.
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4.4.1. Expectation

Rather than experts assuming there will be resistance from society, there was a view
that if rail maintenance is safer (both for staff and in terms of the quality of work) and more
efficient with the use of automation, there would be an expectation and even an ethical
obligation to use robots on the railways. This might become more apparent as robotics
and automation are introduced into other maintenance environments such as highways.
Moreover, if successful, the rail staff themselves will be advocates for the introduction of
robotics and automation as it makes their work safer and more productive.

https://www.risqs.org/
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4.4.2. Crime

One of the perceived drawbacks of the more long-term scenarios for automation was
a reduced human presence on the railways. This introduces the possibility of crime. On
one hand, this could be criminal damage to the robots and automation itself but also
the perception that the railway might be perceived as being increasingly unstaffed and
therefore criminal acts around the railways, including those to members of the public at
stations, may be more likely.

The counter view is UAVs may provide an opportunity for greater observation around
the railway, thus reducing crime; however, this comes with an ethical and social responsi-
bility around privacy.

4.4.3. Social Responsibility

The point on crime relates to a broader point of how robotics and automation are
viewed formally within a rail infrastructure manager’s programme of corporate social
responsibility. In the long-term scenario, where these forms of automation are increasingly
controlled without an overt human presence, there will be concerns from the public around
their own privacy. The management of zones where UAVs can and cannot fly or where
robots can or cannot come in close contact with the public will need management. Noise
may also be a concern, as robots are used on track and around maintenance work. Finally,
there is the general concern from the public around their safety near UAVs or robots. For
example, the design of a UAV (labelling and colouring) would need to clearly indicate
who it was from and its intentions, potentially with an overtly explicit purpose, to curtail
any suspicion. This may also include instructions on how to deal with it (e.g., if a UAV
crash-lands in a garden).

4.4.4. Structured Communication

All of the above indicates the need for structured communication with the public
regarding the more widespread use of automation. The view was that in the short term
for UAVs, there would be a visible presence that would have to be managed, but robots
would remain specialist technology and not a concern to the public until they have a more
prominent and autonomous role as suggested by the long-term scenario.

Communication should be structured so that the most important aspects, including
the benefits of automation, are communicated widely through general media. However,
the details about specific applications of automation should be localised to the area where
they are being applied and time-dependent, in a manner similar to the way Network Rail
currently communicates regarding noisy engineering work.

5. Discussion
5.1. Observations

Overall, the analysis identified many themes that would be expected from pre-existing
robotics and automation literature. These include:

• User issues relating to trust, workload and robotic HMI;
• Team issues relating to awareness of the robot around multiple actors and changes

to roles;
• Organisational issues relating to competence and having planned engagement and

deployment strategies;
• Societal issues related to the wider acceptance of robotics.

However, a number of issues emerged that were specific to the railways. The first of
these was the importance of the rail context. Robots and UAVs will be used in a variety
of physical settings (urban areas, rural and remote areas) and potentially in a range of
conditions (cold, at night). Moreover, the infrastructure to be managed will often vary (types
of asset, complexity of asset, age of asset). All of these areas of variability have a profound
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impact on both the configuration of the robot and the ability of the robot to perform the
work. Flexible robotics and ease of onsite configuration will be key to acceptance.

Secondly, the viability and cost-effectiveness of using the robot should not be judged
just in terms of the task to be automated (e.g., welding) but the whole task lifecycle. This
means logistics of taking the robot from a depot, getting it on track, configuring, executing
the work and removal. Given the noted challenges and safety issues around trackwork,
particularly at the beginning and end of the work [5] and the production risks associated
with trackwork [4], these steps should not be ignored in any analysis and must be calculated
into both the planning and the cost–benefit analysis when deploying robotics.

Thirdly, while the approach in the study had originally sought to capture ‘team’
issues, it may be appropriate to think about ‘worksite’ issues. That is, it is not only the
configuration of people but also the configuration of plant, other tools, engineering trains
entering a worksite and so on. In terms of people, the nature of the worksite and the
roles involved means that there will be people involved directly with the robot but also
those who need to understand the functioning and predict the behaviour of the robot, even
if they are not directly involved. In addition, site safety roles will have different levels
of responsibility, particularly for the set-up of any proximity systems. Visualisation and
principles for trackwork such as those proposed by [49] should be updated to assess the
impact of robotics on trackwork. Furthermore, rather than ‘teams’ being the unit of analysis,
‘worksite’ is probably a better unit of analysis.

Fourthly, the supply chain must be reflected in the analysis of robotic work and in
subsequent competence, training and accreditation. While this involves the suppliers of
robotics (and integration), in the railway maintenance world, it is also important to consider
the role of contractors and third parties involved in maintenance and, particularly, large
construction projects with many organisations collaborating together. Within these organi-
sations, some may be involved in controlling or working with robotics, but the challenge
comes with other maintenance and engineering staff who may not be directly using the
robotics but need the competence and knowledge to work safely around the robotics.

Finally, unlike manufacturing, maintaining and operating the railways is both publicly
visible and, in Great Britain at least, part of the national conversation. Public expectations
will therefore be high that railway robotics can offer good value and safety and can be seen
to be at least keeping pace with other sectors. As importantly, the public may come into
direct contact with robots. In this regard, rail robotics must be industrial robots but also be
designed in a way that is sensitive to public cultural norms [59,60].

5.2. Recommendations

Tables 1–3 present robotics at three levels of maturity—short-, medium- and long-
term. Benefits and barriers are summarised for each level of maturity. Each table then
presents a number of recommendations for successful adoption at each of these three
levels. Recommendations are broken down into two categories. First, functional require-
ments are the technical requirements of robotics that will be needed to encourage their
usability, acceptance and cost-effectiveness for tasks. Second, socio-technical requirements
are those requirements of people and organisations, in terms of training, culture change,
communication and so on.

Table 1. Benefits, barriers and requirements for near-term adoption of rail infrastructure robotics.

Functional description

• Limited functionality; robot will probably have a specific purpose;
• One-to-one control by operator;
• Inspection likely to be more advanced than maintenance;
• Still likely to be embedded within something similar to current process

with equivalent working practices (e.g., standard
possession arrangements);

• Requires high degree of set-up on the day in terms of safety system;
• Requires high degree of configuration.
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Table 1. Cont.

Benefits

• Safety from less exposure to track environment;
• Upskilling;
• Potential for improved performance on specific tasks;
• Supporting the general viability and cost-effectiveness of the railways;
• Clearer, less ambiguous information/communication regarding

movements within worksite;
• More, and more accurate, asset data.

Barriers

• Time/effort required for set-up; low adaptation to context;
• Perceived threat, particularly for more experienced workers;
• Unable to spontaneously engage in opportunistic tasks (e.g., making a

quick on-the-spot repair);
• Less suitable for picking up non-visual cues (e.g., tactile cues);
• Project plans that do not accommodate learning, risk and failure with

innovative projects;
• High workload as operator needs to maintain awareness of automation

in early phases of adoption.

Functional requirements

• Reliable;
• HMI that supports configuration;
• HMI that supports clear mental model of integrated nature of

automation and underpinning control system;
• Simple, robust, time-effective safety system, suitable for

trackwork environment;
• Automation able to degrade gracefully in non-routine situations;
• Automation has suitable situation awareness for track environment;
• Physical ergonomics of technology (e.g., manual handling of robots);
• Try to maximise adaption to context;
• Replicability and reliability across multiple sites.

Socio-technical
requirements

• Automation is integrated within existing processes and procedures
leading to rapid understanding (e.g., for possessions);

• Integration is for all phases of work—access, getting on track, execution
of work, egress—and for exceptions;

• Identifying, testing and selling benefits locally;
• Limited use and careful restrictions around use at public interfaces;
• Staff payment structures that do not penalise work that is

completed earlier;
• Genuine reallocation of resource to other high-priority areas;
• Appetite for, and acceptance of, project risk—the need for learning and

the potential for failure;
• Supplier arrangements for management and ownership of data; supplier

arrangements for liability;
• Clear trialling and understanding of benefits and realistic appraisal of

their scope;
• Individualisation of training to reflect range of competence

and motivations;
• Identifying those with decision-making responsibility;
• Resourcing;
• Integration with corporate social responsibility framework.

Table 2. Benefits, barriers and requirements for mid-term adoption of rail infrastructure robotics.

Functional description

• One-to-few control by operator as automation becomes
increasingly intelligent/autonomous;

• Increasing need to integrate with other forms of automation
coming online in rail (e.g., ATC, ETCS, TM);

• Self-configuring to local conditions and context;
• Application to an increasing range of contexts;
• Fundamentally new forms of work and role emerging;
• Possibility for higher levels of automation on new lines.



Sustainability 2022, 14, 2123 22 of 27

Table 2. Cont.

Benefits

• A reduction in onsite presence; welfare and wellbeing
improvements; reduced working at remote locations;

• Adoption of technologies which, by then, are likely to be seen
more routinely in the public domain;

• Greater autonomy of robots reduces manual handling for
getting to site, etc.;

• Automatic generation to trackworking communication
protocols; potentially to other autonomous agents and/or
directly to signalling/traffic manager role;

• Rail staff are themselves advocates for successful automation.

Barriers

• High volumes of data being exacerbated by increasing volumes
of historical data;

• Reduced on-track presence means loss of opportunistic
fault finding;

• Increasing autonomy leading to risks associated with underload;
• Complex mix of new and legacy technology.

Functional requirements

• Robots capable of supporting collaborative control; operator can
step in and out of control;

• HMIs becoming increasing supervisory rather than for detailed
control of robot;

• More advanced, intelligent proximity warning sensors and
safety systems to allow close integration with
working environment.

Socio-technical
requirements

• Increasing introduction of infrastructure that is tailored to the
needs of automation (e.g., modularisation; standardisation);

• Increasing recruitment of staff comfortable with consumer IT;
• Radically new procedures to exploit automation;
• Integration skills are likely to move in-house;
• Increasing use of robotics, etc., by the downstream supply chain;
• Recruitment to match required skills rather than just retraining.

Table 3. Benefits, barriers and requirements for far-term adoption of rail infrastructure robotics.

Functional description

• One-to-many control (e.g., for fleets of UAVs);
• Intelligent interpretation of data;
• Self-locating; able to perform multiple tasks;
• Application to all railway contexts, including around

public interfaces.

Benefits

• Minimised working at remote locations;
• Reduced safety exposure;
• Benefitting from adoption of robotics, etc., from

other sectors;
• Highly optimised use of railway infrastructure;
• Increased railway performance, capacity and sustainability.

Barriers

• Difficult to envisage from current state of the world;
• Fundamental changes to the way the railway operates;
• Long-term commitment and investment;
• Perceived significant reduction in on-track staff;
• Potential for crime from more autonomous working.
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Table 3. Cont.

Functional requirements

• Scheduling takes place at a group level; operator controls
the schedule;

• Schedule is optimised for factors such as workload;
• Multisensory HMI;
• Potential for direct comms link with many rail systems (e.g.,

robots with direct access to real-time timetable).

Socio-technical requirements

• Significant organisational change to take advantage
of automation;

• Understanding of integration with other forms of
automation that are likely to be present;

• Consideration of crime likely to emerge from more
autonomous equipment.

There are also some more specific recommendations below.

5.2.1. Ontology

Part of successfully determining the characteristics of automation will be to define a
structure or ontology that expresses the important features to consider when developing
user-centred automation for rail maintenance. While many of these may be obvious to those
in a rail maintenance role, they may be less obvious to third-party designers or integrators
of automation. This includes:

• The stages of work (planning, access, performing the work, egress).
• Dimensions of safety (safety of the robot, safe work quality, safety of workers, safe

action in unexpected events). The important point to note here is that safety arrange-
ments are likely to be more complex than those previously encountered in many, more
‘closed’, automation working environments (e.g., manufacturing, warehousing) and
therefore needs both careful planning and appropriate reflection in standards, training,
working practices and the design of the behaviours of the automation.

• Types of factors—user, team, organisational and societal.
• Maturity levels of the technology.
• Relevant rail standards.

5.2.2. Structured Engagement

The interviews highlighted the importance of structured engagement with all stake-
holders. This includes members of the public who may be affected by, or will be in proximity
to, automation, as well as staff at different levels of the organisation. This must be a continu-
ous activity across the life of any robotic deployment project—not just ‘evaluation’ towards
the end.

An explicit, prolonged and managed programme of culture change is essential to
encourage support. Automation needs to be part of the culture of maintenance, as does a
data-led approach. This requires leadership from senior management and clear commu-
nication of benefits to encourage the culture change. The frameworks proposed by [22]
or [53] would make an ideal starting point and should be adapted for the rail context.

5.2.3. Procedural Design

Procedural design involves the approach of embedding automation in working prac-
tice. Critically, this is not a user guide of how to use automation but more how to achieve
work in a manner that also describes the role and application of automation. For the time
being, it might be beneficial to base this procedural design around existing procedures
(e.g., the use of other forms of plant). Ref. [52] provided an initial framework that can be
adapted to robotic work.
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5.3. Limitations

There are a number of limitations of the study. Firstly, while few participants were
able to give a perspective across all major themes, and across both short and long term,
the combination of expertise from within and beyond rail gave coverage across all areas.
In addition, participants from the rail sector tended to focus more on the short-term
implications of automation typically because they had in-depth understanding of current
procedures and near-term planned changes. Non-rail participants were able to comment
on issues relevant to the long-term, either because they came from sectors where robotics
was more mature (e.g., manufacturing) or because they were less influenced by any prior
experience of rail maintenance processes. Nonetheless, a tuning of the method (e.g., through
the use of video scenarios) might help with visualising future robotics concepts to all
participant groups.

Secondly, while this work looked at societal issues and public engagement, it did not
as yet directly involve the public. A next phase of work could engage in focus groups or
surveys to directly understand public perceptions of robotics.

Thirdly, this work took a UK perspective on rail robotics. The findings in this paper
should be tested in other countries that might vary in terms of the operation of their
railways [73], attitudes to rail innovation [74], safety culture [75] and national culture [59].

6. Conclusions

Railways are a key sustainable transportation mode, and the long-term health and
viability of the railways are vital to providing low-carbon transportation. Robotics have
an important role to play in the safe, effective maintenance of the railways. The design
and deployment of robotics must be approached in a manner that takes into account the
needs of users, teams of people working with and around the robot, organisational factors
and societal factors. This paper used a qualitative approach to identify the human and
organisational challenges for rail infrastructure robotics. While the results point to many
of the expected issues of robotics (trust, acceptance, business change), a number of issues
were identified that were specific to rail. Examples include the importance of considering
the whole maintenance task lifecycle, conceptualizing robotic teamworking within the
structures of rail maintenance worksites, the complex upstream (robotics suppliers) and
downstream (third-party maintenance contractors) supply chain implications of robotic
deployment and the public acceptance of robotics in an environment that often comes into
direct contact with passenger and people around the railways. The practical contribution
of this work is a number of recommendations both in terms of functional requirements
and socio-technical requirements for acceptance and effectiveness of rail infrastructure
robotics. The scientific benefit is an evidence-based framework to understand the range
of human and organisational factors that can be used to underpin future research in the
functional design of robotics, human factors work in robotics (e.g., in robotic HMI) and in
organisational change.
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