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Abstract

:

Natural disasters and human interference have endangered heritage structures around the world. Therefore, 3D modeling of buildings is important for historical preservation, particularly in low-income and war-affected countries. The majority of 3D structure surveying acquisition approaches, terrestrial laser scanning (TLS), total station measurements, or traditional photogrammetry require either high-cost technologies or professional user supervision. Structure from motion (SfM) approaches address both of these issues by allowing a non-expert user to produce a dense point cloud for real structures by taking a few 2D photographs with a digital camera and processing them with highly automated and freely available data processing tools. The state of the art for the SfM technique is presented in this paper. Agisoft Metashape, VisualSFM, and Regard3D, three well-known types of SfM software, were examined and compared. The 3D point cloud was scaled and transformed into a local coordinates system using total station instruments that were used to obtain some ground control points (GCPs). Ninety-six 2D digital photographs for the historical Emara Palace in Najran, Saudi Arabia, were obtained as data input, and the image matching, bundle adjustment (BA), completeness, and accuracy of three used packages were calculated and compared.
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1. Introduction


Heritage buildings around the globe are at risk due to natural catastrophes or human activity. Therefore, the 3D modeling of heritage buildings is significant and necessary for their identification, monitoring, preservation, and restoration [1]. Moreover, it is critical to obtain the 3D surface coordinates of heritage sites for conservation and digital documentation; the collection of geometric data for historic structures is a crucial part of the documentation. Excellent outcomes have been achieved in recent years as a result of remarkable advancements in surveying equipment and methodology [2].



The categorization of common styles for the digital recording of cultural heritage buildings includes classical surveying (e.g., total station or GNSS) and optical sensors (e.g., laser scanners or digital cameras) [3,4,5,6]. In recent years, much interest has been shown in active optical sensors, such as terrestrial laser scanning (TLS) equipment, for 3D modeling in the heritage field [7]. Passive sensors such as digital photogrammetry are well-known methods for collecting 3D surface information [8,9,10]. Each technique has its strengths and drawbacks. Although TLS is expensive, it has the advantage of directly recording 3D data for surfaces and creating point clouds. Moreover, photogrammetry requires the capturing and processing of overlapped photos; however, it is widely considered the most effective method for converting image data to the 3D surface data of an object [11,12]. This method also provides real-color data and is less costly than laser scanning.



Unfortunately, to process captured images and obtain high-quality 3D surface coordinates of any heritage buildings, most of the traditional photogrammetry processing methods still require expensive processing software and particular user knowledge. The development of structure from motion (SfM) techniques, on the other hand, allows for extremely low-cost 3D data gathering with minimal human guidance and knowledge [13]. Both classical photogrammetry and SfM photogrammetry use overlapping 2D images obtained from several viewpoints in their solution approaches [14]. The SfM solution method differs from traditional photogrammetric approaches in that it automatically determines internal camera geometry, as well as camera location and orientation, without the usage of ground control points (GCPs) located in the scene of interest [15,16]. Stereo matching and 3D point cloud generation have shown tremendous success with deep learning (DL) for SFM solutions [17,18,19,20]. Such methods ignore the relationship between camera motion and depth prediction while solving the camera motion as a regression problem [21].



Some researchers have attached digital cameras to unmanned aerial vehicles (UAVs) to collect detailed 3D data of large and complex historical buildings [22]. Esposito et al., 2014 [23] Referenc reported the local and global accuracy range of a point cloud acquired by a UAV and TLS techniques for a building which was found to be between 0.05 m and 0.1 m. Altman et al., 2017 [24] addressed the final accuracy and cost analysis of the acquisition of 3D information for a project utilizing UAV photogrammetry and TLS technologies.



With the evolution of processing software and the steady advancement of digital camera specifications, digital photogrammetry has become less economical, making it easy to acquire 3D surface information, even for non-specialists. In addition, the majority of cameras produced today are inexpensive and have large storage capacity. By contrast, photogrammetry is significantly more inexpensive than laser scanner methods. The performance of the three most popular digital photogrammetry processing programs—Bentley ContextCapture, RealityCapture, and Agisoft Metashape—have been compared [25,26,27]. Their studies indicate that 3D models created using various types of software are not always consistent. Moreover, some of the processing software is simple, but it necessitates more human interaction, and the majority of the programs provide limited insight into their internal algorithms. Several World Heritage sites have been documented through digital photogrammetry. Remondino et al., 2010 [28] indicated that photogrammetry allows for precise 3D reconstructions at various scales as well as hybrid 3D models (such as the terrain model plus archaeological structures).



In this paper, a low-cost digital camera and three types of SfM processing software were used to obtain 3D surface information for the massive and complex Emara Palace. Overlapping photos were captured with a Canon EOS 600D digital camera and processed with SfM algorithms offered by Agisoft Metashape [29], VisualSFM (http://ccwu.me/vsfm// (accessed on 18 March 2022)), and Regard3D (https://www.regard3d.org/ accessed on 18 March 2022) software to produce point clouds and digital surface models (DSMs). The accuracy of the applied recording data was compared to the total station measurements.




2. The Historical Emara Palace in Najran


The palace was built in 1961 as headquarters for the provincial principality and included a courthouse, a radio station, and the residence of the prince, his family, and his companions. The study area is shown in Figure 1.




3. Materials and Methods


3.1. Digital Camera Used


The Canon EOS 600D was used to take 96 photos with a resolution of 5184 × 3456 pixels and an 18 mm focal length with auto-adjust lighting turned off. Table 1 illustrates the characteristics of the digital sensor used to capture images. The most widely used photogrammetry software program, Agisoft Metashape, was used to build 3D models in this study, and the results were compared with coordinates collected using a total station.




3.2. Site Preparing and Imaging


A local geodetic network of six occupation points around the building was established to detect the 3D coordinates of all distributed coded targets. A Leica TS 06 Plus laser total station, whose specifications are displayed in Table 2, was used to collect control points. From the main traverse stations, 25 well-spread check points (CPs) were measured.



Figure 2a displays the main traverse points and CPs, as well as their distribution and labels.



Multiple images with 70–80% overlap were acquired from various stations. The cameras were held manually, and the camera settings for each exposure were within its specified limits, including the maximum f-stop, lowest ISO to reduce noise, and fixed focus. From the original batch of photos, a few unusable images were eliminated, including blurry images and those covering a small region.




3.3. SfM Workflow


The SfM solution’s overall process is divided into two primary components: keypoint search and incremental reconstruction, respectively, as shown in Figure 3a. As the first step of the overall SfM process, keypoint search stage consists of three steps: extraction of features, feature matching, and geometric verification to obtain a consistent and well-distributed natural feature for matching adjacent captured images. Image position calculation and building 3D point cloud of the imaged structure contain the second overall SfM process step. Five steps can be achieved in this stage: establishment and selection of the best image pair, image registration and orientation solution, triangulation for 3D point computation, BA for local and global coordinate systems, and outlier reduction are all steps in this process. Any general structure has a world coordinate (X, Y, Z), and in this world coordinate, we have points of interest   (  P p  )  . Let us say we have such  N  of points, and we take multiple images with large overlap collected from different positions and directions of 3D structure (see Figure 3b). Each point gives us a 2D projection of these on the captured images. The structure of SfM can be stated as a given set of corresponding image points in    (  u , v  )    image coordinate system. Each image contains (2D):   (  u  f , p   ,    v  f , p   )   and the objective to find the coordinate of points in 3D. The first solution for the SfM algorithm was developed with an orthographic camera model assumption by [30].



The corresponding feature detection identification in individual images can be used to solve camera motion   (  R i  ,  T i  )   parameters. The SIFT is popular solution to detect features; when enough 2D overlapped image data are obtained, the photogrammetry software tools perform well [31]. The SfM approach makes use of natural features such as trees and other thick textures. Coded markers are used in other programs. These are excellent for scanning things that are difficult to analyze due to their lack of features or have a shiny and/or transparent surface. When used effectively, coded markers can provide greater precision than the SfM technique. The common features or coded markers between images are utilized to determine both interior and external orientation factors. The scale-invariant feature transform (SIFT) is among the most extensively used feature detectors. The SIFT approach uses the maxima from a difference-of-Gaussians (DOG) pyramid as features [32,33]. The speeded-up robust features (SURF) is also another effective feature detector used by SfM algorithms [34,35]. In the SURF method, the Hessian-matrix-based blob detection approach replaces the DOG in the SURF feature detection method [36,37]. After all of the features from neighboring photos have been recognized, they are then matched. A few of the features that have been matched are incorrectly matched. As a consequence, the matches should be filtered using the random sample consensus (RANSAC) algorithm [38,39].



The primary processes of this investigation were site preparation before capturing imaging, point cloud production, and accuracy assessments, as illustrated in Figure 4. Before taking images, coded targets were distributed in the scene and used as reference points during image processing. Following the estimation of camera parameters based on keypoints, sparse point clouds are constructed, the density of which can be improved using clustering view for multi-view stereo (CMVS) and patch-based multi-view stereo (PMVS2) algorithms [40,41]. The CMVS decomposes overlapping input images into clusters using camera parameters as input data. The PMVS2 is used to reconstruct dense point clouds for the structure. Figure 4 shows the detailed processing steps of obtaining the 3D point cloud from captured 2D images using SfM algorithms.





4. Three-Dimensional Point Clouds Based on Image Data and Existing Software


A set of captured image datasets was utilized in the experiment to evaluate the quality of three well-known SfM software products: Agisoft Metashape, VisualSFM, and Regard3D.



4.1. Imagery Acquisition for Generation of Point Cloud


The Canon EOS 600D camera was tightly put on a tripod, and it photographed the entire Palace. Around the palace, 200 photos were captured with an overlap of more than 80% in the imaging direction. Too-low aperture values and too-high gain values during image capturing were avoided to provide optimal image quality, including sharpness and brightness. Only 96 images were found in high quality from the total images and were used to obtain the 3D model. In this study, commercial software packages Agisoft Photoscan, VisualSFM, and Regard3D were utilized to reconstruct the palace 3D model from only 2D images using SfM tools.



Photogrammetry is the art and science of identifying the positions and shapes of objects using images taken from various perspectives. After images are captured, they can be processed through the conventional photogrammetric pipeline of sensor calibration, image orientation, surface measurement, feature extraction, and orthophoto creation [31]. In the 3D heritage community, fully automated digital image processing methods based on structure from motion (SfM) approaches are becoming increasingly popular [42]. Based on the scale-invariant feature detection (SIFT) technique, the SfM algorithm finds and matches common points in overlapped areas between consecutive images [43,44]. SfM calculates the locations of those common points in a local coordinate system by producing sparse 3D points after finding and matching the common points, a procedure known as triangulation [13,45]. SfM solutions are different from classic photogrammetry solutions in three ways: features can always be recognized and matched automatically; the algorithm’s solutions are obtained without requiring the camera’s position or GCPs; and camera calibration can be automatically performed [46].




4.2. Software Packages


A variety of SfM tools, such as PC image processing software, smartphone, and web-based apps, are currently available on the market. They all provide similar services for 3D model construction but vary in the range of post-processing capabilities. Some of them, such as Autodesk Tinkercad (https://www.tinkercad.com/ (accessed on 1 March 2022)), Fusion 360 (https://www.autodesk.com/products/fusion-360/overview (accessed on 1 March 2022)), ReCap Pro (https://www.autodesk.com/products/recap/overview?term=1-YEAR&tab=subscription (accessed on 1 March 2022)), and Microsoft Photosynth (https://photosynth.en.softonic.com (accessed on 1 March 2022)), require the user to upload the taken photographs to a company’s server, where they will be processed and the results downloaded. The following is a brief explanation of three software products that were selected.



	
Agisoft Metashape commersoftware was used to process the overlapped captured images [29]. The general approach is as follows: the importation of photographs, alignment (creation of a sparse point cloud for image orientation using the SIFT technique and bundle block adjustment), the generation of point clouds, and the building of a mesh and texture.



	
VisualSFM developed by Wu, 2013, http://ccwu.me/vsfm/ (accessed on 2 March 2022), is an open-source software package that processes the data on the local PC.



	
Regad3D is also an open-source software package that uses an SfM tool that is free and open-source (https://www.regard3d.org/ (accessed on 3 March 2022)).






All used SfM software products have similar workflows: importing the same 96 captured images, pairwise matching using produced keypoint, and finally producing a dense 3D point cloud.




4.3. Results and Evaluation


The performance, completeness, and precision of the three software products were evaluated. The time spent on feature matching and BA was used as a scale to evaluate each software’s performance. Once SfM-based image processing was complete, the number of matched photos and produced point clouds was compared to determine the completeness of each employed package. The RMSE (root mean square error) was calculated from an absolute orientation test and CPs from total station observations to determine accuracy for each product.


  RMSE =    1 n      ∑   j = 1  n     (   y i  −  y ^   )   2     



(1)




where n is the number of compared pairs,    y i    is the reference coordinate, and ŷ is the predicted coordinate. All computations were performed on a Windows PC with a 2.20 GHz Intel(R) Core(TM) i3-2330 M CPU and an NVIDIA GeForce GT 525 M graphics card for the evaluation.



4.3.1. Performance and Completeness


Table 3 shows the statistical results of completion time for feature matching and bundle adjustment. The Agisoft feature matching step clearly has the maximum efficiency in feature matching, despite its use of the larger number of connected images (58/98). Because of the integration of both multi-core CPU and GPU acceleration, the VisualSFM software achieved the best time in bundle adjustment. Table 3 illustrates also the statistical results for completeness.



In respect of completeness, none of the software packages utilized 3D points from all of the acquired photos in the dataset; only around 60% of the captured images were processed. The quantity of resumed 3D points from Agisoft Metashape is higher than the other solutions throughout the assessed software packages while it uses the divide-and-conquer algorithm (DCA) feature matching approach [47]. Figure 5 shows the 3D point cloud produced with the evaluated software packages.



The Agisoft Metashape software can manually detect and measure CPs in high-resolution photos, as well as camera calibration parameters such as focal length, principal point, and radial lens distortion. The image dataset was reduced to 96 images, mainly of the external walls, for 3D data processing. During the check and control processing stage, only 16 of the 25 GCPs’ locations were detected. Figure 6 shows the point cloud of the whole place manually georefrenced with some GCPs.



The RMSE value of the complete project using the Agisoft Metashape software was 0.007 m (Table 4). On the check points, residual values were found, with an RMS of 0.005 m (Table 5).




4.3.2. Accuracy


BA tests are used to examine the relative quality of image orientation with/without GCP observations. Due to the inability of all software packages to connect all photos in a single model, the images of the front wall of the building were processed to compare their accuracies. The front wall of the palace was imaged with 24 photographs picked from a total of 98 images of the complete building to be processed with the three programs to evaluate and compare their accuracy. The absolute orientation accuracy of the reconstructed models was assessed using five GCPs collected with a total station instrument. The Regrd3D program is the only one of the tested software packages that does not directly allow the user to calculate the GCP-based orientation. The user should use Meshlab (https://www.meshlab.net/ (accessed on 5 March 2022)) or CloudCompare (https://www.cloudcompare.org/ (accessed on 5 March 2022)) free-to-use and open-source code software to finish this stage. Table 6 shows the statistical values of the RMSE of BA and obtained 3D points of the front wall based on three used software packages. Figure 7 shows 3D point clouds of the front façade based on three used software packages.



The Metashape and Regard3D software packages have no systematic errors due to low residual magnitudes and random distribution patterns. The VisualSFM program was the least accurate, with an RMSE value of 0.62 m. The Metashape obtains the maximum accuracy for BA calculations without using GCPs, with an RMSE value of 0.79 (pixels).




4.3.3. Direct Cloud-to-Cloud Comparison


The direct 3D point comparison is straightforward and does not need data gridding or meshing [48]. The distance between the two points’ datasets is used to measure the distance difference. The difference between two point clouds was calculated using the Meshlab program [49]. The cloud-to-cloud distance tool is used to calculate the distances between two clouds that are being compared [50]. The point cloud generated from Agisoft Metashape was utilized as a reference due to the precision of its results (RMSE = 0.004 m Table 6) and the absence of a reference model, while the cloud obtained from VisualSFM and Regard3D software was used as the compared cloud.



For the Regard3D point cloud when it was compared to the Metashape 3D points, the maximum distance was 2.05 m, and the majority of the locations were blue, indicating variations of less than 5 cm (Figure 8a). The mean distance was 0.0.067 m with the standard deviation (std) = 0.125 m, and 90.9% of all points had deviations of less than 0.125 m (Figure 8b).



On the other hand, the VisualSFM software point cloud is the worst, and the majority of discrepancies in blue and green are noticeable (Figure 9a). The mean distance was 0.447m with std = 0.264 m, and 90.9% of all points had deviations of less than 0.806 m (Figure 9b).






5. Discussion


This study assessed SfM algorithms in terms of keypoint search, image matching, and BA improvement. From many free SfM open-source software products, the following were selected for the purpose of the demonstration of SfM procedures and techniques using images taken with a digital camera: Agisoft Metashape, VisualSFM, and Regard3D. The three software products were compared in terms of SfM-based 3D point rebuilding efficiency, completeness, and accuracy. Using Canon EOS 600D, 96 photos of the Emara Palace in Najran, Saudi Arabia, were captured with a resolution of 5184 × 3456 pixels and an 18 mm focal length with auto-adjust lighting turned off. Image matching is the most difficult challenge for terrestrial photogrammetry based on SfM algorithms, especially for oblique photos or high buildings, due to severe geometric and radiometric deformations produced by multiple perspective views and brightness variations. In addition, certain historical structures have fewer architectural details and little surface variation, leading to low-texture images. Furthermore, streets around monuments are typically narrow; thus terrestrial photogrammetry images are collected from short distances compared to aerial images. This leads to significant occlusions and inaccurate image matching. Because of these difficulties, the majority of local feature-based image matching algorithms have failed. To solve the existing challenges, multi-primitive matching techniques, such as line or plan correspondences in addition to point features, can be used to produce acceptable and reliable matches between image pairs [51,52]. It is critical for SfM software packages to provide a complete 3D product for scanned objects. For example, Metashape, as commercial software, aims to present a complete product; however, VisualSFM and Regard3D need to enhance their efficiencies in order to produce a complete model. The best BA accuracy results were achieved by the Metashape package, while the Regard3D results are not poor but still indicate that the user will need to do more work using additional software. With an RMSE accuracy value of 0.62 m, the VisualSFM software had the lowest accuracy. The SFM algorithm is used to analyze and process not just the outside walls but also the rooms behind the walls in order to create a comprehensive 3D representation. Correct 3D surface coordinates for multi-story buildings are challenging to obtain because the camera is normally at ground level when gathering photos. As a result, lifting the camera with a scaffold or long poles is a low-cost option. In addition, UAV photogrammetry can be used to document architectural heritage.




6. Conclusions


Three SfM photogrammetry algorithms were used to create a 3D model of the historical Emara Palace in Najran, Saudi Arabia. The efficiency of the used packages with aspects of their image matching, BA calculation, and accuracy of the generated 3D point cloud was investigated. Some GCP targets were distributed in the scene before the imaging stage, and their coordinates were collected using a laser total station to evaluate the accuracy of the final product. The Agisoft Metashape package achieved the best results in terms of BA accuracy and completeness, with an RMSE of 0.004 m and the ability to match 58 images out of 98. Regard3D created a 3D model with a BA accuracy of 0.04 m and matched 57 pictures, whereas VisualSFM had the worst BA accuracy and completeness. Although some of the SfM photogrammetry software is simple to use, inexpensive, and excellent for modeling complicated structures, it does have limitations, which the user must be aware of.
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Figure 1. Emara Palace in Najran: (a) as seen from a Google Earth satellite image; (b) map of Saudi Arabia. 
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Figure 2. Coordinates collection of used GCPs and CPs: (a) their spatial distribution; (b) used total station. 
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Figure 3. The general process of SfM is illustrated; (a) general workflow, (b) multi-camera configuration used for collecting image sets. 






Figure 3. The general process of SfM is illustrated; (a) general workflow, (b) multi-camera configuration used for collecting image sets.



[image: Sustainability 14 05399 g003]







[image: Sustainability 14 05399 g004 550] 





Figure 4. Main research process flowchart. 
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Figure 5. Overview of the complete 3D point cloud: (a) 8,588,854 before cleaning reduced to 6,359,946 points after mild cleaning based on Agisoft Metashape; (b) based on VisualSFM; (c) 3,143,343 points based on Regard3D software. 
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Figure 6. The 3D point cloud of the whole place outer walls based on Agisoft Metashape manually georefrenced with some GCPs, 18,242,653 points before cleaning reduced to 15,511,264 points after mild cleaning. 
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Figure 7. Three-dimensional point cloud of front façade based on used software: (a) Agisoft Metashape, (b) VisualSFM, and (c) Regard3D. 
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Figure 8. CloudCompare’s color-coded absolute distances: (a) between Agisoft Metashape point clouds and Regard3D point clouds; (b) absolute distance histogram. 
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Figure 9. CloudCompare’s color-coded absolute distances: (a) between Agisoft Metashape point clouds and VisualSFM point clouds; (b) absolute distance histogram. 
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Table 1. Canon 600D camera and sensor characteristics.
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	Sensor size
	22.3 mm × 14.9 mm



	Pixel dimensions
	5184 × 3456



	Camera model
	Canon EOS Rebel T3i/600D



	Megapixels
	18.7



	Pixel size
	4.30 µm
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Table 2. Technical specifications of total station.
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Angle

measurement

	
Display resolution

	
0.1″




	
Accuracy

	
1″




	
Distance

measurement

	
Reflectorless (m)

	
2 mm + 2 ppm




	
Prism (m)

	
1.5 mm + 2 ppm




	
Telescope

	
Magnification

	
30×




	
Field of view

	
1°30′ (1.66 gons)

2.7 m at 100 m
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Table 3. The time spent matching features and adjusting bundles (in minutes).
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Software

Products

	
Feature

Matching

	
Bundle

Adjustment

	
Completeness




	
Images

	
Points






	
Agisoft Metashape

	
36.12

	
77

	
58/98

	
47,133




	
VisualSFM

	
52.17

	
14.03

	
55/98

	
37,158




	
Regad3D

	
244.6

	
18.5

	
57/98

	
45,029
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Table 4. Statistics of GCP residuals for the whole palace using Agisoft Metashape software.
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Nr.

	
Target

Label

	
Error

(m)

	
X Error

(m)

	
Y Error

(m)

	
Z Error

(m)






	
1

	
T1

	
0.01206

	
−0.00419

	
−0.00535

	
0.009961




	
2

	
T3

	
0.011339

	
0.002024

	
0.001014

	
−0.01111




	
3

	
T11

	
0.002511

	
0.001865

	
−0.00144

	
−0.00087




	
4

	
T13

	
0.001467

	
0.000207

	
0.001451

	
−6.3 × 10−5




	
5

	
T15

	
0.003757

	
0.001207

	
0.003447

	
−0.00088




	
6

	
T17

	
0.005028

	
0.002652

	
0.003855

	
0.001841




	
7

	
T23

	
0.000654

	
−6.8 × 10−5

	
−0.00039

	
0.000522




	
8

	
T25

	
0.005267

	
0.003245

	
−0.00316

	
−0.00269




	

	
RMSE

	
0.007 m
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Table 5. Statistics of CP residuals for the whole palace using Agisoft Metashape software.
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Nr.

	
Target

Label

	
Error

(m)

	
X Error

(m)

	
Y Error

(m)

	
Z Error

(m)






	
1

	
T2

	
0.008603

	
0.000777

	
0.004934

	
−0.007




	
2

	
T4

	
0.009766

	
0.0003

	
−0.00155

	
0.009637




	
3

	
T10

	
0.002518

	
−0.00105

	
0.000635

	
−0.0022




	
4

	
T12

	
0.00461

	
−0.00307

	
−0.00313

	
0.001428




	
5

	
T14

	
0.003192

	
−0.0016

	
−0.00261

	
−0.00089




	
6

	
T16

	
0.002553

	
−0.00018

	
−0.0023

	
0.001102




	
7

	
T22

	
0.003538

	
−0.00227

	
0.002307

	
0.001436




	
8

	
T24

	
0.001872

	
0.000028

	
0.001862

	
−0.00018




	

	
RMSE

	
0.005 m
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Table 6. Statistics of the residuals, the RMSE for BA with/without using GCPs.
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	Target

Label
	Agisoft Metashape

Error (m)
	VisualSFM

Error (m)
	Regard3D

Error (m)





	T1
	0.00429
	0.72945
	0.03489



	T2
	0.00615
	0.13299
	0.02914



	T3
	0.00350
	0.72811
	0.02797



	T4
	0.00287
	0.57834
	0.04189



	T5
	0.00050
	0.71424
	0.02268



	RMSE
	0.004 m
	0.620 m
	0.032 m



	RMSE without GCPs
	0.79 (pixels)
	Not provided
	Not provided
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