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Abstract

:

Distracted driving leads to a significant number of road crashes worldwide. Smartphone use is one of the most common causes of cognitive distraction among drivers. Available data on drivers’ phone use presents an invaluable opportunity to identify the main factors behind this behavior. Machine learning (ML) techniques are among the most effective techniques for this purpose. However, the potential and usefulness of these techniques are limited, due to the imbalance of available data. The majority class of instances collected is for drivers who do not use their phones, while the minority class is for those who do use their phones. This paper evaluates two main approaches for handling imbalanced datasets on driver phone use. These methods include oversampling and undersampling. The effectiveness of each method was evaluated using six ML techniques: Multilayer Perceptron (MLP), Support Vector Machine (SVM), Naive Bayes (NB), Bayesian Network (BayesNet), J48, and ID3. The proposed methods were also evaluated on three Deep Learning (DL) models: Arch1 (5 hidden layers), Arch2 (10 hidden layers), and Arch3 (15 hidden layers). The data used in this document were collected through a direct observation study to explore a set of human, vehicle, and road surface characteristics. The results showed that all ML methods, as well as DL methods, achieved balanced accuracy values for both classes. ID3, J48, and MLP methods outperformed the rest of the ML methods in all scenarios, with ID3 achieving slightly better accuracy. The DL methods also provided good performances, especially for the undersampling data. The results also showed that the classification methods performed best on the undersampled data. It was concluded that road classification has the highest impact on cell phone use, followed by driver age group, driver gender, vehicle type, and, finally, driver seatbelt usage.
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1. Introduction


Road crashes are considered one of the biggest challenges faced by countries and societies in our modern era, due to the vast human losses and material damage that may result from these crashes. The World Health Organization (WHO) reported that road traffic injuries are among the leading causes of mortality for children and young adults aged between 5 and 29 years [1]. Approximately 1.3 million individuals are killed in road traffic accidents. According to WHO records, road traffic accidents cost countries 3% of their gross domestic product (GDP).



With the rise of cell devices and smartphones, and people’s growing reliance on them in most parts of their lives, there have been more car crashes caused by this new technology. Using phones while driving leads to distracted driving, which is one of the main factors leading to serious road crashes. According to WHO, mobile phone users are roughly four-fold more probable to be part of road crashes [2]. Using a phone while driving contributes to slowing down drivers’ reactions, increasing lane deviations, and making drivers look away from the steering wheel for extended periods. Despite the existence of strict laws in most countries, including Jordan, to deter drivers from using their phones, the number of crashes involving the use of phones is steadily increasing. Hence, studying the possible reasons that make some drivers more likely to use phones than others is one of the best approaches to finding a solution to this dilemma.



Machine learning (ML) techniques have recently gained attention in analyzing traffic-related datasets [3,4,5,6,7,8,9,10,11,12]. The ability of these techniques to deal with large datasets, and to identify the relationships among variables that would be extremely difficult to identify directly with the standard statistical modeling approaches, makes them appealing for researchers to employ. Classification algorithms are among the most widely used ML techniques for analyzing traffic-related datasets. Classification is a supervised learning technique that uses training data to predict the class of new occurrences. In classification, a program is trained on a given dataset to classify new observations into several classes or groups. The generated classifiers can be used as predictors for future observations and, in some classification algorithms (e.g., decision trees), can extract some rules that traffic agencies can employ to understand the drivers’ mentalities better.



Almost all datasets about traffic have the problem of imbalanced data. In the case of the phone usage dataset, the data for drivers using their phones are underrepresented compared with those who do not use their phones. Unfortunately, ML tools are designed to achieve their best performance on balanced datasets, an assumption that is not always true. Another assumption such tools make is that the desired goal should be maximizing classification accuracy. Under these assumptions, classifiers tend to disregard the minority class and predict all instances into the majority class, achieving a high level of classification accuracy. Such classifiers are obviously not practical.



Therefore, any attempt to apply classification techniques to traffic-related data must first address the issue of imbalance, inherent in this type of data. This paper evaluates two significant techniques for handling an imbalanced dataset for drivers’ phone use in Jordan. These techniques are undersampling and oversampling. Data used in this paper were collected via a direct observational survey, covering a set of characteristics associated with three main safety aspects: humans, vehicles, and roadways [13]. The effectiveness of each technique was evaluated by applying six ML methods and three DL architectures on the balanced data. The ML techniques are Multilayer Perceptron (MLP), Support Vector Machine (SVM), Decision Tree (ID3), Decision Tree (J48), Bayesian Network (BayesNet), and Naive Bayes (NB). The DL architecture are: Archt1 (5 hidden dense layers), Archt2 (10 hidden dense layers), and Archt3 (15 hidden dense layers).




2. Related Work


Data collected about drivers represents a valuable source of knowledge for traffic agencies and traffic researchers. Analyzing such data can help recognize patterns in reckless, unsafe behaviors, such as using cell phones and not wearing seatbelts. Raman et al. (2014) [14] investigated the factors associated with using seatbelts and cellphones and the levels of possible unsafe driving behaviors in 741 adult drivers and front-seat occupants in Kuwait. Results showed that dangerous driving behaviors were prevalent, including seatbelt use (41.6%), cellphone use (‘always’ or ‘almost always’: 51.1%), and texting (32.4%).



Some effective analyzing tools need to be employed to extract knowledge from these data, which is characterized by their large volume and multidimensionality. Researchers have recently gained interest in ML methods for analyzing driver-related datasets. The ability of these methods to deal with large datasets and determine interactions between large numbers of variables makes them a good fit for road traffic-related datasets. However, for such methods to be effective, the data needs to be balanced. Unfortunately, most traffic-related datasets are imbalanced, which significantly affects the performance of the ML tools. Numerous studies have been conducted to resolve the problem of imbalanced road-related datasets before applying ML methods. Two significant techniques were mainly used in these studies: oversampling and undersampling.



Fiorentini and Losa (2020) [15] used a method called “random undersampling” to deal with crash datasets that were not balanced. Four ML methods were then applied to the balanced data. These methods are Random Tree, k-Nearest Neighbor, Logistic Regression, and Random Forest. The findings demonstrated that using the undersampling technique enhanced the accuracy of the classifiers for predicting fatal and injury-causing accidents. Another study proposed an ensemble learning-based undersampling technique using Extreme Gradient Boosting (XGBoost) and Support Vector Machine (SVM) [16]. The proposed technique was implemented on a crash dataset, and the outcomes indicated that it was able to resolve the problem of class imbalance. The same technique was used by Shi et al. (2019) [17] to reduce the risk-safe class imbalance in a dataset about driving behaviors. The aim was to build a classifier for predicting risk levels. The XGBoost technique was used for building that classifier, which performed very effectively. The Synthetic Minority Oversampling Technique (SMOTE) was used to overcome the issue of an imbalanced dataset of car crashes [18,19]. SVM and NN were then applied to the balanced data set, and the results showed that NN outperformed SVM. A new model, called Deep Convolutional Generative Adversarial Network (DCGAN), was proposed by Cai et al. (2020) [20] to generate more synthetic data related to crashes to balance the dataset. The performance of the proposed model was compared with that of random undersampling and SMOTE. Several crash prediction models were then applied to the balanced dataset. The findings revealed that the convolutional neural network model developed using the DCGAN balanced data could deliver the highest prediction accuracy.



Several studies compared different sampling techniques to choose the best one for the classification models [21,22,23,24,25,26,27]. Random undersampling, SMOTE, and a mix of both were used by Boonserm and Wiwatwattana (2021) [22] prior to applying the random forest technique to a dataset of traffic crashes. The result showed that random undersampling provided the best performance. Similarly, Mujalli et al. (2016) [23] used the same sampling techniques to evaluate the performance of various Bayes classifiers. However, the results revealed that the classifiers worked better on the oversampled data. A mix of undersampling and SMOTE techniques were used by Schlögl et al. (2019) [28] to balance a dataset of traffic crashes. Subsequently, a series of classification methods were applied to the balanced data. Results showed satisfying performance of tree-based methods, with 75% and 90% accuracy. Random oversampling, SMOTE, and adaptive synthetic sampling were explored by Morris and Yang (2021) [24]. The performance of these sampling techniques was evaluated using three ensemble ML models (CatBoost, XGBoost, and Random Forest). According to the findings, all three sampling approaches improved the performance of all models. However, the adaptive synthetic sampling method outperformed the other two oversampling methods. Random undersampling and SMOTE oversampling techniques were applied to a crash dataset by Bedane et al. (2021) [25] to address the class imbalance of the dependent attributes. This was followed by applying seven classification methods. The results showed that Random Forest performed best with the SMOTE oversampled dataset. Both undersampling and oversampling were also used by Jeong et al. (2018) [26] for the same purpose. Several classification methods were then applied to the data, and the results indicated that the decision trees performed the best with oversampling treatment for imbalanced data. The performance of convolutional neural networks was assessed using different sampling techniques by Basso et al. (2021) [27]. The undersampling technique was found to provide the best results.



The conclusion that can be drawn from the literature is that no particular sampling technique can be recommended for all kinds of datasets. Some studies found that random undersampling worked best for them, while others showed that SMOTE was the best for balancing the datasets. Indeed, some researchers proposed novel sampling techniques that worked best for their dataset. Therefore, the best way to find the most suitable sampling technique is by trying them all, which is precisely what we plan to do in this paper.




3. Materials and Methods


In this section, we will first provide an overview of how the data used in this paper were obtained. Then, the oversampling and undersampling techniques are used on the initial dataset to handle the imbalanced classes. The balanced dataset is then used as an input for six ML techniques and three DL architectures to build classification models. The ML techniques include MLP, SVM, ID3, J48, NB, and BayesNet. The DL architectures are Archt1 (5 hidden layers), Archt2 (10 hidden layers), and Archt3 (15 hidden layers). Finally, the models are evaluated, and the results are reported. The overall workflow of the methodology is presented in Figure 1.



3.1. Data Collection


The dataset used in this study was gathered from three major Jordanian cities, namely Amman, Irbid, and Zarqa. The reason behind selecting these cities is their high population and the large number of registered vehicles in comparison to other Jordanian cities. A direct observational survey was used to collect the data. Data collection covered every hour between 7 a.m. and 7 p.m., every day of the week, in Spring 2017. Upon revisiting the field with careful observation, the years 2017–2023 have remained the same. The drivers continue to exhibit the same behaviors as before. Additionally, there have been no traffic campaigns targeting driver behavior while driving since 2017 in Jordan. Three thousand and two hundred vehicles were observed. Observations were accomplished by standing at the side of the roadway or while driving a vehicle. It is crucial to prioritize safety to minimize any risks or accidents. Therefore, several safety measures were considered, including staying alert, avoiding distractions, choosing a safe location, using proper equipment (e.g., a clipboard, paper, pen, or a mobile device), following traffic rules, considering weather conditions, and communicating with local authorities. The descriptions of all the information collected about each observation are shown in Table 1. As noted, each observation includes a group of characteristics covering the three major safety elements: human, vehicle, and roadway.




3.2. Imbalanced Dataset Handling Techniques


As can be noted from Figure 2, the drivers using their cell phones are underrepresented in the data set. The percentage of these drivers is only 15% of all the drivers. Applying the classification techniques to such a dataset will result in biased classifiers. The generated classifiers tend to simply disregard the minority class and predict everything into the majority class, as this guarantees high classification accuracy. The accuracy of the classification algorithms used in this paper on the initial dataset is presented in Table 2. The equations for calculating the accuracy are explained in the Results section.



It is evident from Table 2 that, despite the high accuracy achieved by all classification algorithms, the performance is poor for the minority class (i.e., Yes). These kinds of classifiers are misleading and not helpful. It is, therefore, necessary to handle the imbalanced dataset before applying the classification techniques. Two techniques were used in this paper to address imbalanced data: oversampling and undersampling.



3.2.1. Oversampling


Figure 3 depicts Oversampling as a technique used in ML for handling imbalanced datasets. Imbalanced datasets are characterized by having one class of the target variable (minority class) represented by significantly fewer observations than the other class (majority class). Models trained on such datasets tend to be skewed towards the majority class and perform inadequately in the minority class.



Oversampling aims at increasing the number of instances in the minority class to balance the dataset. This can be done either by randomly duplicating existing observations in the minority class or by synthetically generating new observations. The former is called resampling, while the latter is called Synthetic Minority Oversampling Techniques (SMOTE).



SMOTE creates synthetic samples in the minority class based on the feature space of existing minority class samples. Specifically, it selects a sample from the minority class and finds its k-nearest neighbors (i.e., the k samples in the minority class that are closest to it). It then randomly selects one of these neighbors and creates a new sample that is a linear combination of the original samples and the selected neighbor. The process is repeated until the desired number of synthetic samples is generated. In this paper, both resampling and SMOTE are used.




3.2.2. Undersampling


Another technique used for handling imbalanced datasets is undersampling. Undersampling involves reducing the number of instances in the majority class to balance the dataset (see Figure 4). This can be done by randomly selecting a subset of instances from the majority class to roughly equal the number of instances in each class.



Undersampling can be a simple and effective approach for dealing with class imbalance, especially when the dataset is very large and oversampling techniques may be computationally expensive. However, undersampling may also result in losing important information from the majority class(es) and may not work well if the minority class(es) is too small.





3.3. Classification Methods


Six ML techniques and three DL architectures were applied to the balanced dataset to evaluate the performance of each class imbalance handling method. The ML techniques are two Bayes classifiers (Naive Bayes and Bayesian Network), two function-based classifiers (Multilayer Perceptron and Support Vector Machine), and two decision tree-based classifiers (ID3 and J48). The DL architectures are presented in Table 3.



3.3.1. Naive Bayes (NB)


Naïve Bayes (NB) is a classification technique that utilizes the Bayesian theorem. The NB technique assumes that all variables are independent. Even though this assumption is too oversimplified, NB has proven effective in many real-world problems. Specifically, NB was used for sorting documents and spam filtering. Additionally, NB was found to be exceptionally quick at learning and predicting data. Bayes’ theorem is a straightforward method for computing conditional probabilities. It calculates the probability of an event based on the probability of another event that has already occurred, and this relationship is mathematically expressed by the following equation:


  P   A   B   =   P   B   A   · P ( A )   P ( B )    



(1)







For a dataset, the formula can be rewritten as:


  P   y   X   =   P   X   y   · P ( y )   P ( X )    



(2)




where y is the target variable, X represents the features X = (x1, x2, x3,…, xn). Now, given that Naive Bayes assumes that all variables are independent, the formula can be rewritten as:


  P   y     x   1   , … . ,   x   n     =   P   y     ∏  i = 1   n    P (   x   i   | y )     P     x   1     P     x   2     … P (   x   n   )    



(3)







The denominator remains constant for a given input. Therefore, it can be removed:


  P   y     x   1   , … . ,   x   n     ∝ P   y     ∏  i = 1   n    P (   x   i   | y )    



(4)







The objective now is to identify the class variable y with the highest probability:


  y =   a r g m a x   y   P   y     ∏  i = 1   n    P (   x   i   | y )    



(5)








3.3.2. Bayesian Network (BayesNet)


BayesNet is a probabilistic graphical model in which a group of variables and their conditional dependence are represented as a Directed Acyclic Graph (DAG). In such a graph, nodes represent variables, while edges represent conditional dependencies. Each node has conditional distribution P(Xi|Parent(Xi)), which shows the impact of the parent on the node. BayesNet is based on joint probability distribution. Suppose that x1, x2, x3,…, xn are variables from a data set; then, the joint probability distribution is expressed as follows:


  P     x   1   ,   x   2   ,   x   3   , …   x   n     = P     x   1   |   x   2   ,   x   3   , …   x   n     P     x   2   |   x   3   ,   x   4   , …   x   n     … P     x   n − 1   |   x   n     P     x   n      



(6)








3.3.3. Decision Tree (ID3)


The decision tree is a data mining and ML method for building classifiers based on historical datasets. The output of this technique is a prediction model capable of identifying the value of a target variable, given the values of other input variables. The prediction models are in the form of a tree, where each interior node represents an input variable with several edges identical to the possible values that variable might have. Each leaf node contains the predicted value for the target variable, given the values of the input variables from the root of the tree down to the leaf node. The input variables that appear first in the tree are called primary splitters. A splitter node is considered very crucial in identifying the value of the target variable if it is connected directly with leaf nodes. There is a different algorithm for building a decision tree. In this paper, the Iterative Dichotomiser 3 (ID3) was employed. In ID3, a top-down, greedy search is used for teaching each attribute at each node to construct the decision tree. The best attribute at each iteration is selected using the Information Gain (IG). IG reflects the reduction in entropy and specifies how well a given feature can separate the target classes. Entropy is the measure of disorder in the target feature. Entropy is calculated as follows:


  E ( S ) = −   ∑  i = 1   C      P   i   ∗   L o g   2     (   P   i   )  



(7)




where S is the dataset for which the entropy is being calculated, c is the total number of classes in the target feature, and Pi is the probability of class i (i.e., the ratio of rows with class i to the total number of rows in the dataset).



The IG for feature A is calculated as:


  I G   S , A   = E   S   −   ∑  v = 1   n    ( (     | S   V   |     S     ) ∗ E     S   V     )    



(8)




where n is the total possible values for feature A, the rows in SV where A has value v, |SV| the total number of rows in SV, and |S| the total number of rows in S.




3.3.4. J48 Algorithm


J48 is another top-down, greedy algorithm based on the ID3 algorithm. The information gain is also used here to choose the attribute at each stage. The J48 algorithm builds the decision tree in the same way the ID3 does. The advantage of using this algorithm is that it can handle missing values, and continues value ranges and decision tree pruning.




3.3.5. Support Vector Machine (SVM)


SVM is a supervised learning method for classification and regression. The aim of SVM is to find a hyperplane in N-dimensional space (N is the number of features) that best separate classes. Separating two classes can be achieved by several possible hyperplanes, but the goal of SVM is to find the plane with the maximum margin (i.e., the optimal hyperplane). SVM uses a technique called the kernel trick to convert non-separable data into separable data by adding more dimensions to it. In this paper, the Radial Basis Function (RBF) kernel is used for that purpose. Here is the equation for the RBF kernel:


  f     x   i   ,   x   j     = exp ( − g a m m a ∗       x   i   −   x   j       2   )  



(9)




where gamma > 0 and         x   i   −   x   j       2     is the Euclidean distance between two points     x   i     and     x   j    .




3.3.6. Multilayer Perceptron (MLP)


The Artificial Neural Network (ANN) is an ML method used for constructing prediction models. Such models are trained on historical datasets and are designed to predict the value of the target attribute, given the values of the input attributes. An ANN has several layers of connected nodes. These layers are classified into three types of layers: (1) input layer: each node in this layer represents an input variable; (2) hidden layer: each ANN can have zero or more hidden layers; (3) output layer: each node represents an output variable (typically one). Each node receives a value, performs some operations, and passes the output to another node. An integer value controlling the signal between nodes is used to assign a weight for each link. ANNs gain knowledge through the process of selecting the best solution. This knowledge leads to modifications in the weight values.



A feedforward ANN method, called Multilayer Perceptron (MLP), is used in this paper. An MLP network consists of three or more fully connected layers. A node in MLP is a neuron that applies a nonlinear activation function to generate the output of that node, given a set of inputs. The logistic function is used in the MLP as the activation function. This function is a sigmoid function, expressed as:


  f   x   = 1 / ( 1 +   e   −   v   i     )  



(10)







The backpropagation algorithm is used by MLP for training the network. In this algorithm, the weight values are modified after handling each instance. The goal for MLP is to find a solution for the least mean squares minimization function:


  E =   1   2    ∑    (   d   i   −   a   j   )   2      



(11)




where dj is the needed output, and aj is generated by the jth output neuron. The weights are altered by calculating local gradient (δ) and moving reversely:


  ∆   w   i j   n   = α ∆   w   i j     n − 1     + η   δ   j     d   j    



(12)






    w   i j   n   =   w   i j   n − 1   + ∆   w   i j   n    



(13)




where n is the training repeat, η is the learning rater parameter, and α is the momentum constant.




3.3.7. Deep Learning (DL)


Deep learning is a machine learning technique that teaches computers to gain knowledge in the same way humans do. Deep learning is based on neural network with three or more layers of neurons that work together to solve a problem. DeepLearning4J is a java-based, open-source, distributed deep learning toolkit for building and training deep learning models. DeepLearning4J provides users with the capability to specify the sequence of layers that build the neural network architecture. In this paper, the deep learning models were built using the DeepLearning4J toolkit. All deep learning models consist of several dense layers and one output layer. All neurons in a dense layer are connected to all neurons of their parent layer; therefore, it is a fully connected layer. The output layer generates classification output. Table 3 presents the architectures used to train the deep learning models.






4. Results and Discussion


Three balanced versions of the dataset were generated: one using the undersampling technique, and two using the oversampling techniques (i.e., resampling and SMOTE). The classification techniques were subsequently run on all the datasets, and the results were extracted. The 10-fold cross-validation scheme was used to build the classifiers. In this scheme, the data is randomly divided into ten equal-sized subsets. These subsets are used to build ten models, where each model is built using one subset for testing the model, and the rest of the subsets are used for training. Eventually, each subset is used exactly once for testing. The results generated by all models are finally averaged.



The classifier performance is computed using the confusion matrix. In this matrix, the number of observations correctly and incorrectly predicted by the model for each class are presented. A confusion matrix for a classifier with two classes (i.e., positive and negative) is shown in Table 4. The definition of TP, TN, FP, and FN is provided below:




	
True Positive (TP): +VE observations predicted as +VE.



	
True Negative (TN): −VE observations predicted as −VE.



	
False Positive (FP): −VE observations predicted as +VE.



	
False Negative (FN): +VE observations predicted as −VE.








The performance of the classifiers is evaluated using measures computed from the confusion matrix. The accuracy rate (or precision) is among the most widely used measures for model evaluation. The higher the accuracy is, the better the model performs. The accuracy is defined as the ratio of the correctly predicted observations to the total number of observations, calculated as follows:


  A c c u r a c y =   T P + T N   T P + F P + F N + T N    



(14)







The performance of the classifier in each class is also important. Some important evaluation measures for this reason include the True Positive Rate (TPR), the False Positive Rate (FPR), and the Receiver Operating Characteristic (ROC) curve. The model performance increases as the TPR and Precision values increase and FPR value decreases. The mathematical formula for each measure for class positive in Table 4 is demonstrated below.



The TPR (i.e., Recall) is the ratio of observations that are positive and predicted as positive to all positive observations. It is worth mentioning here that the overall model accuracy is computed by finding the weighted average of all TPR values.


  R e c a l l =   T P   T P + F N    



(15)







The precision is the ratio of observations that are positive and predicted as positive to all observations predicted as positive:


  P r e c i s i o n =   T P   T P + F P    



(16)







The False Positive Rate (FPR) or (1 − specificity) is the ratio of observations that are negative but predicted as positive to all observations that are not positive:


  F P R =   F P   T N + F P    



(17)







Finally, the ROC curve plots the TPR against the FPR at different threshold levels, which reflects the tradeoff between the benefits (i.e., TPR) and the costs (i.e., FPR). The area under the ROC curve (AUC) is used to measure the accuracy of the classification model. The AUC values range from 0.0 to 1.0, where 1.0 is the optimal case.



The performance of ID3, J48, NB, BayesNet, MLP, and SVM on the undersampled and oversampled data is presented in Table 5. The total accuracy was computed for each model. The recall, precision, and FPR were also computed for each class. As can be noted from Table 5, the ID3, J48, and MLP methods outperformed the other methods in all scenarios. The ID3 and MLP methods achieved slightly better performance than the J48 method on the undersampled data, while the ID3 and J48 methods were better than the MLP on the oversampled data. The SVM outperformed the NB and BayesNet, which performed identically on all the data. The SVM achieved its best performance on the oversampled data using SMOTE, and was close to MLP.



Figure 5 provides a graphical representation of the accuracy achieved by all classification models. Please note that, while the best overall accuracy was achieved when no sampling technique was used, the recall values are biased toward the majority class (i.e., not using cell phone).



As shown in Figure 6, when no sampling technique was used, the recall values for the minority class (i.e., not using cell phone) were close to zero in all classification models. Using sampling techniques, the recall values were drastically improved. The undersampling technique provided the most balanced recall values for the majority and minority classes. Among the classification techniques applied to the undersampled data, the ID3 and MLP provided the best recall values, with a slight preference for the former method. Although MLP achieved a high recall rate for the no phone-use class on the oversampled data using the resampling technique, the other class (phone-use class) witnessed a considerable drop in the same value. The same observation can be made on the oversampled data using SMOTE, but with the phone-use class having a high recall rate.



The FPR and ROC values achieved by the classification methods in all scenarios are presented in Figure 7. It is evident that all methods performed poorly in terms of FPR and ROC on the initial data set. The FPR values decrease dramatically after using the sampling techniques. The ROC values also increased considerably for all classification methods. The ID3 was found to be the best classification method in terms of FPR and ROC, followed by the J48 method. The ID3 and J48 achieved their best performances on the undersampled data.



Table 6 shows the performance of the deep learning models built using three different architectures. The results revealed that the best performances were achieved on the undersampled data, with the Archt3 achieving the best results, in terms of accuracy. The results also demonstrated that, for the oversampled data using the resampling technique, the Arch2 provided the best performance, while the Arch1 was the best for the oversample data using SMOTE.



Figure 8 provides a graphical representation of the accuracy achieved by all architectures. Although the highest accuracies were achieved when no sampling techniques were used, the recall values are biased toward the majority class.



As can clearly be seen from Figure 9, the recall values for the minority class were always zero, but were always one for the majority class. These kinds of models are considered poor for predicting the minority class. On the other hand, the rest of the models that achieved fewer overall accuracies provided balanced recall values for the majority and minority classes.



As Figure 10 indicates, the DL models achieved performances close to those of the best three ML methods, especially on the oversampled data, suggesting that applying the sampling techniques on the unbalanced data prior to run the DL model could be beneficial. This also suggests that the real potential of the DL models requires having larger datasets.



In addition to its capability to predict the tendency of cell phone usage, the ID3 classifier provides a set of rules extracted from the training data in a tree format. Traffic agencies can use such rules to understand the leading factors behind this behavior better, and to develop relevant regulations and laws. To focus on the essential rules, the “InfoGainAttributeEval” attribute evaluator was utilized to reduce the number of attributes by only including the most influential attributes or features. The InfoGainAttributeEval measures the information gained concerning the target variable. The higher the information gain is, the more effect the attribute has on deciding the drivers’ tendency to use the phone. The results showed that the passenger-related attributes had the least significant effect on the target variable compared to the other attributes, and, thus, were removed from the features list. The information gained from the remaining attributes is presented in Figure 11. It can be concluded that road classification has the highest impact on cell phone use, followed by driver’s age group, gender, vehicle type, and, finally, driver’s seatbelt usage.



Table 7 shows the rules extracted, and Figure 12 represents the decision tree’s graphical representation. It is worth considering that “Yes” in the leaf nodes means the driver was using his/her cell phone, while “No” means that he/she was not.



Many traffic datasets suffer from unbalanced data, including the phone usage dataset, where there are fewer records of drivers using their phones compared to those who do not. It is worth noting that ML tools are typically designed to perform best on balanced datasets, but this is only sometimes true. Additionally, these tools often prioritize maximizing classification accuracy as their ultimate goal. When these assumptions are made, classifiers tend to ignore the minority class and classify all instances into the majority class, resulting in high classification accuracy. However, these classifiers are not practical. Thus, when dealing with traffic-related data, it is crucial to address the imbalance issue before attempting to apply classification techniques. The classifiers built on balanced datasets are more capable of identifying factors affecting drivers’ compliance with road traffic regulations, such as seatbelt and cell phone use.



The methodology presented in this paper can serve as a technical guide for examining various factors that affect road safety. The systematic approach used in this investigation can be applied in future studies to explore additional aspects that could affect traffic safety and road-user behavior. The findings of this study will assist decision-makers in the field of traffic safety in initiating campaigns aimed at improving driver behavior and enhancing compliance with traffic regulations and rules. The built classifiers can also be used to predict drivers’ compliance in real-time. This capability can be integrated into larger systems to better ensure road safety by authorities.




5. Conclusions


The historical data about drivers is of paramount importance for identifying influential factors contributing to unsafe, reckless behaviors. The distribution of classes in such data is inherently imbalanced. Therefore, handling the imbalanced dataset before analyzing it is essential for accurate results. Handling imbalanced data is specifically important when using ML tools for analysis. Such tools perform very poorly on imbalanced data and provide misleading results. Oversampling and undersampling techniques have proven effective in balancing the datasets. Oversampling aims at increasing the minority class, while undersampling aims at decreasing the majority class. This paper used SMOTE and random resample for oversampling, while random resample was used for undersampling. Six ML techniques (MLP, SVM, NB, BayesNet, J48, and ID3) and three DL architectures (Archt1, Archt2, and Archt3) were then applied to the balanced dataset to assess the performance of the used sampling techniques.



The results showed that the accuracy for the minority class has dramatically improved using the sampling techniques. Among the used classification methods, ID3 provided the best overall accuracy in all scenarios, followed by the J48 and MLP techniques. The DL models also achieved good overall accuracies on both the undersampled and oversampled data. However, the DL models can achieve higher accuracies if the size of the data is bigger. In terms of overall accuracy, the best performance for ID3, J48, and MLP was achieved using the undersampling technique. The same also applies for the DL models. Moreover, the minimum differences between the accuracy of the majority class and the minority class were also achieved when using the undersampling techniques. The gap was larger when using oversampling techniques. The results also showed that the FPR values decreased dramatically after using the sampling techniques, while the ROC values increased for all classification methods. The ID3 was found to be the best classification method in terms of FPR and ROC. The ID3 achieved its best performance on the undersampled data.



The ID3 classifier gives several rules in a tree format, learned from the training data. It can also predict how people will use their cell phones in the future. Traffic agencies can use these guidelines to better understand the main reasons for this behavior and set up the necessary rules and laws. As suggested by the results, the performance of the ML tools can be significantly improved if the dataset is balanced. Oversampling and undersampling are very efficient tools for handling imbalanced datasets. The undersampling technique was found to be the best sampling technique for the used dataset.
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Figure 1. Methodology Workflow. 
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Figure 2. Distribution of Cell Phone Usage in the Dataset. 
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Figure 3. Oversampling. 
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Figure 4. Undersampling. 
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Figure 5. Accuracy Achieved by all Classification Models. 
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Figure 6. Recall Values for Each Class for All Scenarios. 
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Figure 7. The FPR and ROC for ID3, NB, and MLP on the Initial, Undersampled, and Oversampled Data. 
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Figure 8. Accuracy Achieved by All DL Architectures. 
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Figure 9. Recall Values for Each Class, Generated by All DL Architectures on the Sampled Data. 
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Figure 10. Accuracy Achieved by ML and DL Models. 
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Figure 11. Information Gain by “InfoGainAttributeEval” Attribute Evaluator. 
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Figure 12. Decision Tree Generated by the ID3 Algorithm. 






Figure 12. Decision Tree Generated by the ID3 Algorithm.



[image: Sustainability 15 10668 g012]







[image: Table] 





Table 1. Description of All Attributes in the Dataset.
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	Attribute Name
	Data Type
	Possible Values
	Variable Type





	Road Classification
	Nominal
	Major or Minor
	Independent



	Vehicle Type
	Nominal
	Passenger Car, Bus, or Truck
	Independent



	Presence of Front-Seat Passenger
	Nominal
	Yes or No
	Independent



	Driver Seatbelt Use
	Nominal
	Yes or No
	Independent



	Passenger Seatbelt Use
	Nominal
	Yes or No
	Independent



	Driver Gender
	Nominal
	Male or Female
	Independent



	Passenger Gender
	Nominal
	Male or Female
	Independent



	Driver Age Group
	Nominal
	18–30, 31–45, or above 45.
	Independent



	Passenger Age Group
	Nominal
	18–30, 31–45, or above 45.
	Independent



	Driver Cell Phone Usage
	Nominal
	Yes or No
	Dependent
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Table 2. Accuracy of the Classification Algorithms on the Initial Dataset.






Table 2. Accuracy of the Classification Algorithms on the Initial Dataset.





	
Algorithm

	
Overall

Accuracy

	
Accuracy of the Classes of Cell Phone Usage




	
Yes

	
No






	
Multilayer Perceptron (MLP)

	
84%

	
0.6%

	
99.3%




	
Support Vector Machine (SVM)

	
84.5%

	
0%

	
100%




	
ID3 Decision Tree

	
83.5%

	
2.8%

	
98.4%




	
J48 Decision Tree

	
84.5%

	
0%

	
100%




	
Naive Bayes (NB)

	
84.5%

	
0%

	
100%




	
Multilayer Perceptron (MLP)

	
84%

	
0.6%

	
99.3%




	
DL-Archt1

	
84.5%

	
0%

	
100%




	
DL-Archt2

	
84.5%

	
0%

	
100%




	
DL-Archt3

	
84.5%

	
0%

	
100%
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Table 3. The Deep Learning Architectures Evaluated on the Sampled Data.
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Architecture Name

	
Hidden Layers

	
Output Layer






	
Archt1

	
5 dense layers

	
One output layer




	
Archt2

	
10 dense layers




	
Archt3

	
15 dense layers
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Table 4. Confusion Matrix.
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True Class

	
Predicted Class




	
+VE

	
−VE






	
+VE

	
TP

	
FN




	
−VE

	
FP

	
TN
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Table 5. Performance of ID3, J48, NB, BayesNet, SVM, and MLP on the Undersampled and Oversampled Data.
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Method

	
Measurements

	
Undersampling

	
Oversampling




	
Resample

	
SMOTE






	
ID3

(Iterative Dichotomiser 3 Decision Tree)

	
Total Accuracy (%)

	
0.786458

	
0.742973

	
0.749086




	
Using cell phone

	
Yes

	
Precision (%)

	
0.735294

	
0.766667

	
0.693741




	
Recall (%)

	
0.867679

	
0.693596

	
0.901663




	
FPR (%)

	
0.288577

	
0.208303

	
0.406874




	
No

	
Precision (%)

	
0.853365

	
0.72364

	
0.855088




	
Recall (%)

	
0.711423

	
0.791697

	
0.593126




	
FPR (%)

	
0.132321

	
0.306404

	
0.098337




	
J48

(Java 48 Decision Tree)

	
Total Accuracy (%)

	
0.757291

	
0.735761

	
0.744883




	
Using cell phone

	
Yes

	
Precision (%)

	
0.721790

	
0.763081

	
0.702663




	
Recall (%)

	
0.804772

	
0.678704

	
0.858641




	
FPR (%)

	
0.286573

	
0.207935

	
0.371397




	
No

	
Precision (%)

	
0.798206

	
0.714144

	
0.813098




	
Recall (%)

	
0.713427

	
0.792065

	
0.628603




	
FPR (%)

	
0.195228

	
0.321296

	
0.141359




	
NB

(Naive Bayes)

	
Total Accuracy (%)

	
0.664583

	
0.683247

	
0.665752




	
Using cell phone

	
Yes

	
Precision (%)

	
0.654102

	
0.665984

	
0.647003




	
Recall (%)

	
0.639913

	
0.726731

	
0.745481




	
FPR (%)

	
0.312625

	
0.359662

	
0.415743




	
No

	
Precision (%)

	
0.67387

	
0.703674

	
0.691904




	
Recall (%)

	
0.687375

	
0.640338

	
0.584257




	
FPR (%)

	
0.360087

	
0.273269

	
0.254519




	
BayesNet

(Bayesian Network)

	
Total Accuracy (%)

	
0.664583

	
0.683247

	
0.665753




	
Using cell phone

	
Yes

	
Precision (%)

	
0.654102

	
0.665984

	
0.647003




	
Recall (%)

	
0.639913

	
0.726731

	
0.745481




	
FPR (%)

	
0.312625

	
0.359662

	
0.415743




	
No

	
Precision (%)

	
0.67387

	
0.703674

	
0.691904




	
Recall (%)

	
0.687375

	
0.640338

	
0.584257




	
FPR (%)

	
0.360087

	
0.273269

	
0.254519




	
MLP

(Multilayer Perceptron)

	
Total Accuracy (%)

	
0.783333

	
0.713387

	
0.724878




	
Using cell phone

	
Yes

	
Precision (%)

	
0.733826

	
0.918879

	
0.663496




	
Recall (%)

	
0.861171

	
0.463887

	
0.978147




	
FPR (%)

	
0.288577

	
0.040411

	
0.562084




	
No

	
Precision (%)

	
0.847255

	
0.64462

	
0.946486




	
Recall (%)

	
0.711423

	
0.959589

	
0.437916




	
FPR (%)

	
0.138829

	
0.536113

	
0.021853




	
SVM

(Support Vector Machine)

	
Total Accuracy (%)

	
0.698958

	
0.696561

	
0.713617




	
Using cell phone

	
Yes

	
Precision (%)

	
0.677686

	
0.652466

	
0.73126




	
Recall (%)

	
0.711497

	
0.832465

	
0.728637




	
FPR (%)

	
0.312625

	
0.437546

	
0.3034




	
No

	
Precision (%)

	
0.720588

	
0.772842

	
0.69378




	
Recall (%)

	
0.687375

	
0.562454

	
0.6966




	
FPR (%)

	
0.288503

	
0.167535

	
0.271363
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Table 6. Performance of Archt1, Archt2, and Archt3 on the Undersampled and Oversampled Data.
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Method

	
Measurements

	
Undersampling

	
Oversampling




	
Resample

	
SMOTE






	
Archt1.

(5 hidden dense layers)

	
Total Accuracy (%)

	
0.7604

	
0.7311

	
0.7447




	
Using cell phone

	
Yes

	
Precision (%)

	
0.7305

	
0.7525

	
0.6974




	
Recall (%)

	
0.7939

	
0.6835

	
0.8742




	
FPR (%)

	
0.2705

	
0.2219

	
0.3877




	
No

	
Precision (%)

	
0.7930

	
0.7136

	
0.8264




	
Recall (%)

	
0.7295

	
0.7781

	
0.6123




	
FPR (%)

	
0.2061

	
0.3165

	
0.1258




	
Archt2.

(10 hidden dense layers)

	
Total Accuracy (%)

	
0.7427

	
0.7330

	
0.7438




	
Using cell phone

	
Yes

	
Precision (%)

	
0.7267

	
0.7564

	
0.6864




	
Recall (%)

	
0.7440

	
0.6821

	
0.9078




	
FPR (%)

	
0.2585

	
0.2168

	
0.4239




	
No

	
Precision (%)

	
0.7582

	
0.7140

	
0.8594




	
Recall (%)

	
0.7415

	
0.7832

	
0.5761




	
FPR (%)

	
0.2560

	
0.3179

	
0.0922




	
Archt3.

(15 hidden dense layers)

	
Total Accuracy (%)

	
0.7677

	
0.7191

	
0.7175




	
Using cell phone

	
Yes

	
Precision (%)

	
0.7352

	
0.6782

	
0.7944




	
Recall (%)

	
0.8069

	
0.8269

	
0.5951




	
FPR (%)

	
0.2685

	
0.3872

	
0.1574




	
No

	
Precision (%)

	
0.8040

	
0.7820

	
0.6706




	
Recall (%)

	
0.7315

	
0.6128

	
0.8426




	
FPR (%)

	
0.1931

	
0.1731

	
0.4049
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Table 7. Rules Generated by ID3 Algorithm.
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	No.
	Rule
	Output





	1
	If (Road = major AND Age group = 18–30)
	Highly likely to use the phone



	2
	If (Road = major AND Age group = 31–45 AND Gender = Male AND Vehicle = Truck AND Seatbelt = Yes)
	Not using the phone



	3
	If (Road = major AND Age group = 31–45 AND Gender = Male AND Vehicle = Truck AND Seatbelt = No)
	Highly likely to use the phone



	4
	If (Road = major AND Age group = 31–45 AND Gender = Male AND Vehicle = PC)
	Highly likely to use the phone



	5
	If (Road = major AND Age group = 31–45 AND Gender = Male AND Vehicle = Bus AND Seatbelt = Yes)
	Not using the phone



	6
	If (Road = major AND Age group = 31–45 AND Gender = Male AND Vehicle = Bus AND Seatbelt = No)
	Using phone



	7
	If (Road = major AND Age group = 31–45 AND Gender = Female AND Seatbelt = Yes)
	Not



	8
	If (Road = major AND Age group = 31–45 AND Gender = Female AND Seatbelt = No)
	Yes



	9
	If (Road = major AND Age group = above 45 AND Gender = Female)
	No



	10
	If (Road = major AND Age group = above 45 AND Gender = Male AND Seatbelt = No AND Vehicle = Truck OR PC)
	no



	11
	If (Road = major AND Age group = above 45 AND Gender = Male AND Seatbelt = No AND Vehicle = Bus)
	Yes



	12
	If (Road = minor AND Age group = 18–30 AND Gender = Male OR Female AND Seatbelt = No)
	No



	13
	If (Road = minor AND Age group= 18–30 AND Seatbelt = Yes)
	yes



	14
	If (Road = minor AND Age group = 31–45 AND Seatbelt = No AND Vehicle = Truck OR Bus)
	No



	15
	If (Road = minor AND Age group = 31–45 AND Seatbelt = No AND Vehicle = PC and Gender = Male OR Female)
	No



	16
	If (Road = minor AND Age group = 31–45 AND Seatbelt = Yes)
	No



	17
	If (Road = minor AND Age group = above 45 AND Vehicle = Truck)
	yes



	18
	If (Road = minor AND Age group = 31–45 AND Vehicle = PC AND Gender = Male AND Seatbelt = No)
	yes



	19
	If (Road = minor AND Age group = 31–45 AND Vehicle = PC AND Gender = Male AND Seatbelt = Yes)
	No



	20
	If (Road = minor AND Age group = 31–45 AND Vehicle = PC AND Gender = Female)
	No



	21
	If (Road = minor AND Age group = 31–45 AND Vehicle = Bus)
	No
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