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Abstract

:

Social distancing has encouraged the use of various non-face-to-face services utilizing information and communication technology, especially in the education sector. Educators and learners are increasingly utilizing online technology to conduct non-face-to-face classes, which has resulted in an increased use of EduTech. Virtual education is expected to expand continuously. However, students involved in virtual education find it difficult to focus and participate in the classes. Hence, we propose a system that can improve learners’ focus and immersion in metaverse-based education. In this paper, we propose a sustainable educational metaverse content and system based on deep learning that can enhance learners’ immersion. We built an AI-based simulation that judges learning activities based on the learning behavior rather than on the learner’s device and program events and allows the user to proceed to the next level of education. In the simulation implemented in this study, virtual reality educational contents were created for 12 educational activities, and the effectiveness of four learning models in assessing the learning effectiveness of learners was evaluated. From the four models, an ensemble model with boosting was adopted considering its accuracy, complexity, and efficiency. The F1-score and specificity of the adopted learning model were confirmed. This model was applied to the system in a simulation.
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1. Introduction


The metaverse technology enables political, economic, social, and cultural activities that occur in the real world to be implemented in the virtual world. Metaverse services have expanded across various fields. In particular, in the field of education, the convergence of educational services with information technology has led to the emergence of the concept of EduTech to meet the diverse needs of learners. EduTech is the convergence of information and communication technology (ICT) and educational services, such as virtual reality (VR), augmented reality (AR), artificial intelligence (AI), and big data, to provide new learning methods [1].



During the COVID-19 pandemic, the participation of educators and learners in non-face-to-face education increased significantly. However, there have been negative reviews of non-face-to-face education, mainly related to the problem of reduced concentration of the learners [2,3]. Learners’ concentration and immersion have a direct impact on the effectiveness and quality of learning. Learners with high concentration and immersion understand new information more quickly, retain it longer, and enhance their ability to apply that knowledge in practice. Here, immersion is a key element to increase a learner’s concentration and participation [3]. Conversely, when concentration decreases, the effectiveness of learning significantly diminishes, and the time spent on learning increases. As a result, numerous prior studies were actively conducted to enhance concentration in online classes [4,5]. In particular, metaverse-based education is being increasingly explored, leading to the emergence of metaverse campuses and metaverse educational contents [6,7,8].



The existing metaverse content was developed to recognize events based on objects and triggers between objects. In situations that require sophisticated manipulation, a high level of control skills is required to activate the triggers [9,10]. Especially in a VR educational content, users with poor control skills have difficulty progressing through the content because they do not have the same freedom of movement as in real life. Such users can become frustrated because they are unable to complete their learning owing to their lack of control skills, even if they are diligent learners [10]. For example, in the VR course on assembling a machine, if the user is not skilled enough to perform a precise assembly, the trigger for the lesson completion will not be activated. Although this is a perfectly acceptable situation in the real world, it is not for VR educational content, and the learner is unable to progress to later lessons, resulting in frustration among learners and reduced immersion in the learning content.



The primary aim of this study is to propose a system designed to enhance the waning concentration and immersion of learners in the prevailing remote virtual education paradigm. While virtual reality (VR) educational content can potentially augment focus and immersion compared to traditional educational modalities, it is not devoid of limitations. A significant challenge arises for learners who, due to geographical constraints or economic factors, have limited exposure to cutting-edge technologies, which will lead to a lack of proficiency in their operation. Such operational inefficiencies hinder these learners from completing VR educational tasks, precluding their advancement to subsequent educational phases. This impediment prevents learners from fully engaging with VR educational content, culminating in persistent disparities in accessing continuous VR education. In this paper, we introduce an artificial intelligence-driven system that discerns and assists the educational activities of learners, irrespective of their operational proficiency. This initiative seeks to develop a sustainable educational metaverse system predicated on deep learning, anticipated to bolster learners’ immersion and concentration.



This paper discusses the effects of metaverse-based education and the enhancement of immersion in educational content using Artificial Intelligence (AI). Researchers have discussed the creation of VR educational content and methods to implement educational content with the assistance of AI. In the Introduction section, the effects of metaverse-based education are discussed. It delves into the limitations and problems of traditional educational methods and how metaverse-based education can enhance learners’ concentration and participation. However, since there are limitations to the effects of metaverse education for students with inadequate operational skills, the paper discusses AI systems to address this. In the Related Work section, AI technologies to enhance the educational effects of VR content are discussed, focusing on AI technologies to solve the decreased immersion in education due to learners’ lack of operational skills. The section System Design discusses the design of the system and learning models, implementing various learning models and comparing their performance. It includes descriptions of the models used to extract features from video datasets and their results. In the Implementation section, the performance of the selected model is measured, and learners’ behaviors in dealing with VR educational content are analyzed, conducting experiments to grant students the authority to proceed to the next level of education. The section Conclusion discusses the limitations of the paper and directions for its future expansion.




2. Related Work


2.1. Metaverse-Based Educational VR Content to Increase Learners’ Immersion


Jean Piaget [11] provided profound insights into how children’s ways of thinking change as they grow by introducing the theory of cognitive development. This theory divides the developmental process humans experience as they grow into four stages: the Sensory–Motor Stage, the Pre-operational Stage, the Concrete Operational Stage, and the Formal Operational Stage.



The Sensory–Motor Stage corresponds to the age of 0–2 years. Infants in this stage understand the world through physical actions and grasp the concept of object permanence, which means objects continue to exist even when not visible. The Pre-operational Stage spans the 2–7 years of age. Children in this stage explore the world using symbolic thinking but often show characteristics like centration, i.e., they consider only one perspective, and struggle with the idea of conservation, which means that a specific quantity remains unchanged regardless of its shape or arrangement. The Concrete Operational Stage covers the age of 7–11 years. Children in this stage begin to think more abstractly and logically, starting to understand principles like conservation, classification, and seriation. The Formal Operational Stage regards the age of 12 years onwards. Adolescents develop higher levels of thinking about abstract concepts and problem solving, employing hypothetical and conditional thinking for problem resolution.



Piaget’s theory of cognitive development offers a fundamental understanding of the changes in the ways children and adolescents think and has influenced many aspects of modern education. This theory provides a framework explaining how children’s ways of thinking evolve.



Education based on the metaverse can facilitate learning that meets the criteria of constructivism, connectivism, and experiential learning theories [12]. The essence of constructivism is that learning is an individual and subjective process, where learners find meaning by assimilating or accommodating new information into their existing knowledge structures. In metaverse-based education, personalized learning paths can be provided tailored to the learner’s existing knowledge and experiences. Connectivism emphasizes that learning is not just about absorbing simple information but is about forming and managing connections with various information sources. In metaverse education, learners can be given an environment where they can connect with diverse information. The experiential learning theory posits that learning occurs through an individual’s experiences. In metaverse education, learners can experience historical sites and learn about history and nature beyond the constraints of time and space.



While metaverse-based education can offer an effective learning environment from various pedagogical perspectives, if learners find it uncomfortable and avoid it, the expected learning outcomes may not be achieved. To address this, this paper researched the limitations of metaverse-based education. Among these, the study focused on overcoming the challenges learners face in operating the metaverse, implementing a system aided by artificial intelligence.



The coronavirus pandemic has revitalized non-face-to-face video classes, leading to the increased commercialization of educational methods using ICT. However, the problem with non-face-to-face video-based educational methods is that they are limited to learning through observation, and the lack of supervision can lead to a loss of concentration [13]. To address this problem, research has been conducted on VR-based education using metaverse technologies [14,15]. Metaverse comprises four technologies: lifelogging, mirror worlds, AR, and VR. It provides an environment that seamlessly connects the real and the virtual worlds [16].



Traditional educational methods predominantly rely on textbooks and other instructional materials. In contrast, VR (Virtual Reality) education offers learners an immersive learning environment, allowing them to experience a variety of scenarios in a virtual world that mimics real-life settings [17]. Platforms such as Oculus Education, Google Expeditions, Labster, Nearpod, Unimersiv, ENGAGE, AltspaceVR, UroVerse [18,19], and PedUroVerse provide learners with a realistic learning experience, significantly enhancing the effectiveness and efficiency of education.



UroVerse and PedUroVerse offer surgical simulations in the medical field, enabling physicians to practice and refine their surgical techniques in various scenarios before operating on actual patients [20]. Labster provides science experiment simulations, allowing students to safely practice complex experiments, while Google Expeditions offers virtual trips to various places and eras [19]. Nearpod and Unimersiv deliver immersive learning experiences across diverse topics and environments. ENGAGE and AltspaceVR facilitate interactive learning in virtual educational spaces where students and teachers can engage with one another.



Ryu et al. [21] studied the implementation and learning effects of history-learning content using the VR technology. This study found that the educational satisfaction of experiencing a historical time and place through VR content is higher than the educational satisfaction that learners receive from traditional educational media.



In a study conducted by Guanjie Zhao [17], the efficacy of VR-based education was compared to that of traditional educational methods within the realm of medical training. Their findings indicated that students who underwent VR-based training had a higher pass rate than those who received conventional education. This research underscores the potential of VR education to offer a more effective learning experience for students. Furthermore, a study by Bibo Ruan [22] employed VR technology to educate about environmental conservation. The results from this research highlighted that VR education enhanced students’ learning efficiency and their awareness of environmental protection. This suggests that VR education can elevate student engagement and interest more than traditional educational methods. Previous studies showed that VR education provides a richer and more immersive learning experience compared to conventional educational methods. The utility of such VR educational content is also evident in its profitability. Globally, the VR education market is witnessing consistent growth, indicating an increasing investment in VR educational solutions by educational institutions and businesses. Such investments significantly contribute to the advancement of VR technology and the enhancement of educational quality [17].



The widespread adoption of education utilizing the metaverse and AI presents a new horizon for modern education. However, this proliferation is not without its challenges. One primary concern is the issue of technological accessibility. The feasibility of large-scale technology can pose significant challenges [20]. While advanced cities with high technological resources can easily access the metaverse, peripheral regions might face difficulties. Such disparities in accessibility can impact the effectiveness and efficiency of education [23].



Moreover, the issue of social inequality cannot be overlooked. Particularly vulnerable to exclusion from the advancements of the metaverse are poorer populations, less educated groups, and the elderly. Such digital divides can significantly influence the effectiveness and efficiency of education [24].



Lastly, with the expansion of metaverse and AI education, data security is becoming increasingly paramount. Concerns surrounding personal data protection policies, regulations, and cybersecurity can greatly affect users’ trust and the efficacy of education [25,26]. Metaverse and AI-based educational systems collect and analyze a plethora of data, such as students’ grades, behaviors, interactions, and learning habits. While these data play a crucial role in optimizing individual learning experiences, they also pose potential threats to students’ personal information. Hence, a thorough review and regulation of data collection, storage, and utilization methods are imperative [26]. Given that educational data often contain sensitive information, their protection is of utmost importance. Hacking or security breaches can risk exposing students’ personal information, potentially damaging the credibility of educational institutions [27].



While education systems utilizing the metaverse and AI hold immense potential to enhance the quality and efficiency of education, the introduction and application of these technologies bring forth several ethical concerns related to data privacy and security. Addressing these issues necessitates continuous collaboration and discussion among educational institutions, policymakers, and AI developers [28]. This paper addresses one of the limitations of the large-scale proliferation of VR education: the decline in realism due to differences in content manipulation proficiency stemming from social inequality.



In virtual reality educational content, a decline in presence can impede immersion, thereby compromising the potential for optimal educational outcomes. The sense of presence makes the users feel as if they are actually in a virtual environment, not in the real world. When learners are immersed in the VR training content, their sense of presence is enhanced. Increased presence leads to a realistic experience and improves the educational effectiveness [10,23]. Presence depends on visual factors such as the quality, size, proportion, color, and viewing distance of the images presented in the content, as well as on auditory factors such as sound. It also depends on the media usage skills. The user skills relate to the user’s familiarity with the control scheme and control. If learners have poor dexterity and are unable to act independently, they will not be able to become immerse in the content, even if the VR educational content provides high-quality visual and auditory elements [10,24]. This reduces the sense of presence and learning effectiveness.



Learners with low control skills have greater difficulty in completing the educational activities because they cannot accustom themselves to the VR experience. Consequently, they are unable to progress to the next lesson and cannot become immerse in the educational content. To increase the learner’s presence, it is necessary to lower the barrier to entry regarding the control of the VR educational content, so that the learner can have an immersive experience.



This paper introduces a system designed to address a specific limitation: the challenges faced by users unfamiliar with VR educational content due to social inequalities, such as receiving inadequate education or having limited opportunities to engage with such systems. To overcome this limitation, we implemented a system aimed at enhancing learners’ immersion by counteracting factors that reduce their presence. In this study, we implemented a VR educational content involving 12 educational activities to address the factors that hinder learners’ immersion. The implemented VR educational content was monitored using AI. If the AI determines that the learner is performing an educational activity, it grants the learner permission to proceed to the next lesson, even if the learner is unable to complete the educational mission owing to low control skills. This simulation improved the sense of presence of unskilled learners by lowering the strict demand for control skills, which interfered with immersion. Learners could participate in virtual reality educational content sustainably, which will lead to an increase in educational effectiveness.




2.2. Convolutional Neural Network


AI is the study of how computers perceive, think, and learn like humans. AI is being applied not only to the natural sciences and computer science but also to humanities and social fields. AI is categorized as rule-based, neural network-based, and statistics-based AI. Neural-network-based AI is organized based on a connection model of neurons. In particular, it has made significant progress in pattern recognition using learning methods. It is primarily used for learning and recognizing fields with large amounts of data and high complexity, such as character, voice, and image recognition. Recently, the introduction of the deep learning technology into the neural network family has yielded satisfactory results in speech, image, and video recognition.



Convolutional neural networks (CNNs) are deep learning techniques used for handwriting character recognition; however, more recently, they have been used to mimic the manner in which the human optic nerve processes image information. CNNs scale low-dimensional information into higher dimensions to easily classify the information from the input images. A CNN consists of a convolutional layer, a pooling layer, and a classification layer, as shown in Figure 1. The convolutional layer separates the image into multiple dimensions, and the pooling layer contours them using filters. Subsequently, parts of the image are separated into multiple dimensions, and the contours are refined with filters. The convolutional and pooling layers are alternatively used to extract small features of the image in detail. The classification layer then classifies and separates the extracted feature images [29].



2.2.1. Object-Tracking Learning


Object-tracking learning is a technology that detects and tracks people or objects based on the object-tracking technology and identifies abnormal behaviors through changes in the movement or pose of the tracked object and the relationship between objects. It is popular because it can be used to easily extract objects from the background of stationary CCTV videos and track them. However, because the method is based on object tracking, it has limited effectiveness in crowded scenes with distractors that obscure the tracked objects [30] (see Figure 2).




2.2.2. Multiple-Instance Learning


Multiple-instance learning uses multiple instances to automatically detect and learn anomalous behaviors in a video. It learns from video data containing both normal and abnormal behaviors. However, a disadvantage of this learning method is that it requires a large amount of data to determine a single anomaly.



Figure 3 shows the method used for multiple-instance learning. This learning method separates the video data in which the object behaves abnormally from the normal image data in which the object exhibits a normal behavior. Two bag instances are created: one for the negative bag and one for the positive bag. The general image data are placed in the positive bag, and uncommon image data are stored in the negative bag. The image data divided into positive and negative forms were subjected to a convolutional process. The features of positive or negative behaviors extracted through the convolutional process were then classified [31].



In this study, we used CNN-based object-tracking learning and multiple-instance learning during deep learning to analyze a video content. The anomalous behavior described in the learning method was transformed into a learning behavior, learned, and detected. Therefore, an anomaly or anomalous behavior was the learning behavior in this case, and the state of no learning was the normal situation. In other words, the learning behavior was detected as a method for detecting an anomalous behavior.




2.2.3. Ensemble Models Based on Deep Learning


Ensembling combines multiple learning models for a better predictive performance in AI. An ensemble is a strong classifier that identifies an action by combining the results of N weak classifiers to analyze a specific action in a video. Ensemble techniques include boosting and voting [32].



	
Boosting: Boosting is a serialized ensemble technique. Boosting works collaboratively with different models such that each data instance has a weight. When the first model makes a prediction, the data are weighted according to the prediction results. The next learning model learns by focusing on the error in the weight provided by the previous model. This method increases the predictability by focusing on misclassified data and repeatedly creating new rules [32]. For example, a dataset consisting of “+” and “−” was classified as shown in Figure 4. In D1, the “+” and “−” data were separated by the dividing line at the 2/5 point. However, the circled “+” in the top half of D1 and the two circled “−” at the bottom were misclassified. Misclassified data are assigned a higher weight, and well-classified data are assigned a lower weight. In D2, the size of the well-classified data in D1 decreased as the weight decreased, whereas the size of the misclassified data increased as the weight increased. The reason for assigning weights to misclassified data is to focus on the classification in the next model. In D2, the right three “−” classified as vertical lines were misclassified. Therefore, in D3, the weights of the three “−” increased. Because “+” and “−”, which were weighted in the first model, were classified well in D2, the weights were reduced again in D3. By combining the classifiers of D1, D2, and D3, the “+” and “−” were accurately distinguished in the final classifier.



	
Voting: Voting is a method for constructing k weak classifiers from different algorithms and selecting the final result by collecting the results of the weak classifiers. Two types of methods are used to derive the results: hard and soft. The hard type is determined by the majority vote, based on the results of the weak classifiers. The soft type determines the final result by averaging the probabilities, which are the resulting values of the weak classifiers (Figure 5). In this study, the hard type of method was used [33].






In addition, the following models were used: an object-tracking learning method (Model_A), a multiple-instance learning method (Model_B), a boosting technique that ensembled Model_A and Model_B (Model_C), and a voting technique (Model_D) that ensembled Model_A, Model_B, and Model_C, which were compared and analyzed.






3. System Design


3.1. VR Educational Contents for Simulation


Figure 6 shows the content developed by AI to help learners analyze their learning behaviors. The learners explored nature, responded to emergencies, and accessed history education contents in VR. During the course of the educational content, the AI was designed to analyze whether the learners performed the educational activities.




3.2. Learning Model Design


In this study, we compared the performances of object-tracking learning, multi-instance learning, and the ensemble method of the two learning methods to analyze a learner’s behavior while progressing through the educational content. The learning methods were classified as Model_A, Model_B, Model_C, and Model_D, as mentioned above.



3.2.1. Model_A: Object-Tracking Learning


Object-tracking learning is a highly advantageous model for intensive detection when the learning behavior to be extracted is clearly defined. However, it has the disadvantage of defining unlimited and ambiguous actions in detail and labeling them individually. This research team used the message-passing encoder–decoder recurrent neural network (MPED-RNN) model as Model_A. The MPED-RNN analyzes minute movements such as the deformations due to internal skeletal movements [34] (see Figure 7).




3.2.2. Model_B: Multiple-Instance Learning


Multi-instance learning is a model suitable for detecting unlimited and ambiguous behaviors because it requires less labeling of training data; however, it is difficult to target the behaviors to be detected. This research team used the C3D (convolutional 3D) model as the multi-instance learning method, Model_B. The C3D model is designed to process 3D video data by extending them to 3D from an existing 2D convolution architecture that recognizes only spatial features. The model uses 3D convolutional layers to capture the temporal features of a video. Figure 8 depicts the sample data used by Model_B.




3.2.3. Model_C: Boosting


Model_C is the boosting of Model_A and Model_B. Model_C uses adaptive boosting (AdaBoost), a representative model for boosting (Figure 9). AdaBoost was selected because it has the advantage of robustness against imbalanced data environments. Algorithm 1 presents the pseudocode for the structural design of Model_C.



	
Algorithm 1 Model_C structure.




	
1.

2.

3.

4.

5.

6.

7.

8.

	
X = edu_data.data

y = edu_data.target

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2)

model_C = AdaBoostClassifier(base_estimators = [(C3DWrapper()),

(MPED_RNN_Wrapper())]

model_C = model_C.fit(X_train, y_train)

y_pred = model_C.predict(X_test)

print(“Accuracy:”, metrics.accuracy_score(y_test, y_pred))










3.2.4. Model_D: Learning Model by Voting Model_A, Model_B, and Model_C


Model_D is an ensemble of Model_A, Model_B, and Model_C in the form of voting (Figure 10). Algorithm 2 presents the pseudocode for the structural design of Model_D.



	
Algorithm 2 Model_D structure




	
1:

2:

3:

4:

5:

6:

7:

8:

9:

	
model_A = Mped_Rnn_Model()

model_B = C3D_model()

model_C = AdaBoostClassifier(base_estimators = [(C3DWrapper()),)

(MPED_RNN_Wrapper())]

model_D = VotingClassifier(estimators = [(‘MPED-RNN’,model_A),

(‘C3D’, model_B), (‘AdaBoostClassifier’,model_C)], voting = ‘hard’)

model_D.fit(X_train, y_train)

pred = model_D.predict(X_test)

print(‘VotingClassifier Accuracy:‘, round(accuracy_score(y_test, pred),4))









The accuracy of each model was measured, and the model with the highest accuracy was selected. The F1-score of the selected model was then measured. The selected model discriminated whether a learner was learning. The model was simulated to give the learner permission to perform the learning activity and continue to the next lesson.






4. Implementation


4.1. Experimental Setup and Performance Comparison of Learning Models


This research team used the MPED-RNN, C3D, AdaBoost Classifier, and Voting Classifier to extract the features of the video dataset. Keras, matplotlib, numpy, opencv-python, Pillow, tensorflow, imutils, imageio, scikit-learn, pandas, joblib, datetime, pickle, and time APIs were also used. The dataset was 240 × 320 pixels in size at 30 fps.



The learning themes were categorized into nature exploration, emergency response, and historical experiences. Thirteen behaviors were categorized into two types: participation and non-participation in education. Planting, fruit picking, harvesting, and milking were classified as educational participation activities related to nature exploration. Help, extinguish, check temp, CPR, and escape were classified as educational participation activities related to emergency response. Hurray, draw, and shoot were classified as educational participation activities related to historical experience. A total of 251 data points were used for learning.


  A c c u r a c y =   T r u e  P o s i t i v e + T r u e  N e g a t i v e   T r u e  P o s i t i v e + T r u e  N e g a t i v e + F a l s e  N e g a t i v e + F a l s e  P o s i t i v e    



(1)







The attributes of the utilized learning data were categorized based on data type, included content, and labeling items, and are presented in Table 1 and Table 2.



For the learning of Model_A, Model_B, Model_C, and Model_D, the dataset was divided in the ratio of 8:1:1 for training, validation, and test, that is, 189 pieces of data for training, 31 for validation, and 31 for testing. As shown in Table 3, there was no significant difference in terms of accuracy between Model_C and Model_D. However, Model_C was selected, as it had a lower learning complexity than Model_D.



The F1-score of the selected Model_C was measured by dividing it into precision and recall and then deriving the harmonic average value and specificity (see Figure 11).




4.2. Simulation of Educational Content Applying the F1-Score and AI of the Selected Learning Model


Learning was categorized into 3 themes, and 12 learning behaviors were classified. Nature exploration was categorized into the learning behaviors of planting (N01), fruit picking (N02), harvesting (N03), and milking (N04). Emergency response was categorized into the learning behaviors of help (E01), extinguish (E02), check temperature (E03), CPR (E04), and escape (E05). Historical experience was categorized into the hurray (H01), draw (H02), and shoot (H03) learning behaviors. After coding the learning behaviors as above, the F1-score was obtained as shown in Table 4. After completing the testing of the learning model, the accuracy of the model was evaluated based on the F1-score evaluation index. The precision and recall were examined, and the harmonic mean and specificity were derived.


  P r e c i s i o n =   T u r e  P o s i t i v e   T r u e  P o s i t i v e + F a l s e  P o s i t i v e    



(2)






  R e c a l l =   T u r e  P o s i t i v e   T r u e  P o s i t i v e + F a l s e  N e g a t i v e    



(3)






  F 1 S c o r e = 2  ∗    p r e c i s i o n  ∗  r e c a l l   p r e c i s i o n + r e c a l l    



(4)






  S p e c i f i c t y =   T u r e  N e g a t i v e   T r u e  N e g a t i v e + F a l s e  P o s i t i v e    



(5)







Table 4 lists the F1-score results for the selected model. Table 5 lists the precision and recall values based on Table 4. Equations (2)–(5) were used to obtain the precision, recall rate, harmonic mean, and outliers, respectively. In this study, precision was measured at 0.875, recall at 0.872, harmonic mean at 0.873771, and singularity at 0.779428.



Figure 12 shows a scene in which five predicted behaviors most similar to a specific behavior were selected in real time using Model_C. Among the predicted behaviors that fluctuated in real time, the behavior with the highest probability was selected as the predicted behavior.



Figure 13 shows the screen that recognized that the educational activity had been completed according to the behavior prediction in Figure 12 and gave the learner permission to proceed to the next step. The user could proceed to the next training step by selecting the “Next Scene” option.





5. Conclusions


With the increasing popularity of non-face-to-face education, educators and learners have become familiar with this learning process. However, certain disadvantages of non-face-to-face education have been pointed out, such as reduced learners’ concentration and participation in the learning. Metaverse-based education is active in solving the problem of reduced concentration, but improving the immersion for a learner with low control skills remains a challenge.



In this paper, an artificial intelligence system is proposed to address the issue of learners’ inability to proceed with education due to their lack of manipulation skills and the resulting decline in their immersion. The proposed system is a sustainable virtual reality educational content that can progress in education regardless of the level of manipulation proficiency by determining the learner’s engagement in educational activities. To do this, we first created VR educational content for learners’ learning activities. We then compared and selected four learning models to implement highly accurate AI. We simulated the chosen learning model to evaluate whether the learner was actively engaged in the educational process and had been granted the authorization to transition to the subsequent lesson phase. Consequently, with the aid of AI, we established an environment where even users with limited proficiency could effortlessly navigate a VR educational content. We anticipate that VR education, conducted in an environment devoid of elements that could diminish learners’ immersion, will culminate in enhanced learning outcomes.



This study has limitations regarding its generalization, as it was conducted within a predefined scenario with a limited set of educational activities. Moreover, to discern the diverse and numerous actions of learners, artificial intelligence requires a vast amount of training data with significant diversity. We plan to secure the data by extracting videos of various user behaviors and animations from virtual reality content engine programs from multiple perspectives. Additionally, we intend to expand our study to a continuous experimental environment where new models are designed, compared, and analyzed, aiming to enhance the system’s reliability.
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Figure 1. Structure of the CNN. 
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Figure 2. Object recognition in object-tracking learning. 
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Figure 3. Image analysis in multiple-instance learning. 
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Figure 4. Boosting prediction method. 
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Figure 5. Voting prediction method. 
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Figure 6. VR content for education. 
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Figure 7. Example of a skeleton dataset for learning object tracking. 
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Figure 8. Example dataset for learning by Model_B. 
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Figure 9. Learning structure design of Model_C. 
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Figure 10. Learning structure design of Model_D. 
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Figure 11. Accuracy of the training results for each model. 
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Figure 12. Top 5 behavioral predictions. 
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Figure 13. Giving learners the permission to carry on to the next lesson based on AI judgment. 
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Table 1. Data type and included content.
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	Educational Activity Behavior Video
	Educational Activity Behavior XML File





	Content
	Video containing 12 types of

educational activity behaviors
	Labeling for the 12 types of

educational activity behaviors



	Quantity
	259
	259



	Format
	MP4
	XML










 





Table 2. Labeling Items.






Table 2. Labeling Items.





	
Item

	
Description






	
folder

	

	
Parent Folder Name (Organized based on each event)




	
filename

	

	
Original Video File Name (Matched with XML file)




	
hader

	
duration

	
Video Duration




	
fps

	
Frames per Second (FPS)




	
frames

	
Total Frame Count




	
location

	
Location within the Video




	
time

	
Time Period




	
population

	
Number of Participants Engaging in the Educational Activity




	

	
eventname

	
Educational Activity Name




	
starttime

	
Educational Activity Start Time




	
duration

	
Educational Activity Duration




	
object

	
objectname

	
Object Name




	
position

	
Object’s Positional Information




	
frame

	
Frame in which the Object Appears




	
keypoin

	
Specific Location of the Object




	
action

	
actionname

	
Action Name




	
frame

	
Frames where the Action Begins and Ends











 





Table 3. Comparison of the test results of each model.
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	Model
	Test Video
	Correct
	Accuracy





	A
	31
	25
	0.80645



	B
	31
	26
	0.83870



	C
	31
	27
	0.87096



	D
	31
	27
	0.87096










 





Table 4. F1-scores of the selected Model_C.
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Actual

	




	

	

	
N01

	
N02

	
N03

	
N04

	
E01

	
E02

	
E03

	
E04

	
E05

	
H01

	
H02

	
H03

	






	
Predicted

	
N01

	
15

	
0

	
1

	
1

	
0

	
0

	
1

	
0

	
0

	
0

	
1

	
0

	
19




	
N02

	
0

	
31

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
31




	
N03

	
1

	
0

	
19

	
1

	
0

	
0

	
0

	
1

	
0

	
0

	
0

	
0

	
22




	
N04

	
1

	
0

	
1

	
14

	
0

	
0

	
0

	
1

	
0

	
0

	
0

	
0

	
17




	
E01

	
0

	
1

	
0

	
0

	
22

	
0

	
0

	
0

	
0

	
3

	
0

	
0

	
26




	
E02

	
0

	
0

	
0

	
0

	
0

	
11

	
0

	
0

	
0

	
0

	
0

	
2

	
13




	
E03

	
0

	
1

	
0

	
0

	
0

	
0

	
13

	
0

	
0

	
0

	
0

	
0

	
14




	
E04

	
1

	
0

	
1

	
0

	
0

	
0

	
0

	
21

	
0

	
0

	
1

	
0

	
24




	
E05

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
0

	
19

	
0

	
0

	
0

	
19




	
H01

	
0

	
1

	
0

	
0

	
3

	
0

	
0

	
0

	
0

	
22

	
0

	
0

	
26




	
H02

	
1

	
0

	
1

	
0

	
0

	
0

	
0

	
2

	
0

	
0

	
17

	
0

	
21




	
H03

	
0

	
0

	
0

	
0

	
0

	
3

	
0

	
0

	
0

	
0

	
0

	
16

	
19




	
Total

Count

	
19

	
34

	
23

	
16

	
25

	
14

	
14

	
25

	
19

	
25

	
19

	
18

	
251











 





Table 5. Precision and recall results of the selected Model_C.
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Precision

	
N01

	
0.789473684

	
Recall

	
N01

	
0.789473684




	
N02

	
0.911764706

	
N02

	
1




	
N03

	
0.826086957

	
N03

	
0.863636364




	
N04

	
0.875

	
N04

	
0.823529412




	
E01

	
0.88

	
E01

	
0.846153846




	
E02

	
0.785714286

	
E02

	
0.846153846




	
E03

	
0.928571429

	
E03

	
0.928571429




	
E04

	
0.84

	
E04

	
0.875




	
E05

	
1

	
E05

	
1




	
H01

	
0.88

	
H01

	
0.846153846




	
H02

	
0.894736842

	
H02

	
0.80952381




	
H03

	
0.888888889

	
H03

	
0.842105263




	
Average

Precision

	
0.875019733

	
Average

Recall

	
0.872525125




	
F1-Score

	
0.873771
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